1 Introduction

The broad success of machine-learning approaches, used to predict atomic-scale properties bypassing the computational cost of first-principles calculations,1–14 can be largely traced to the use of structural descriptors that are defined through localized atomic environments.15–17 The assumption of locality is supported by the principle of nearsightedness of electronic matter first introduced by Walter Kohn,18 which implies that far-field perturbations to the local properties of the system are usually screened, and exponentially-decaying. Locality has been long exploited to develop linear-scaling electronic-structure schemes,19–23 and in the context of machine-learning methods it allows constructing models that are highly transferable and applicable to diverse problems as well as to complex, heterogeneous datasets.24

Structural descriptors that are built using only local information cannot, however, describe long-range interactions and non-local phenomena. In many contexts, particularly when describing homogeneous, bulk systems,6 long-range tails can be incorporated in an effective way or approximated by increasing the range of the local environments.25 On a fundamental level, however, the use of near-sighted representations undermines the reliability of machine-learning approaches whenever strong electrostatic and polarization effects guide the macroscopic behavior of the system. This is, for instance, the case when considering the electrostatic screening properties of water and electrolyte solutions,26–31 the collective dispersion interactions that stabilize molecular crystals and biomolecules,32,33 or the surface charge polarization of a metal electrode in response to an external electric field.34–38 Several examples have been presented that demonstrate the shortcomings of local ML models in the presence of long-range physical effects.39–41

Global representations that incorporate information on the entire system exist,42–45 but usually they reduce the transferability of the resulting model. In the context of modelling electronic potential energy surfaces, several strategies have been proposed to incorporate explicitly the physical effects that underlie long-range interactions. Approaches that use machine learning together with an explicit description of the electrons or the electron charge density have the potential to also address this issue, but are considerably more cumbersome than ML schemes that use only the nuclear coordinates as inputs. Baselining the model with a cheaper electronic-structure method that incorporates electrostatic contributions,24,46–51 fitting separately models for long-range contributions based on
physics-inspired functional forms, or using free-energy perturbation to promote a short-range ML potential to full quantum chemical accuracy are very effective, pragmatic approaches to circumvent the problem. Alternatively, one can directly machine-learn the atomic partial charges and multi-poles that enter the definition of the electrostatic energy. The major shortcoming of these methods is that, on one side, they are highly system dependent and, on the other, they are limited to the prediction of energy-related properties, and to the specific physical interaction that they are designed to model. Some of the present authors have recently proposed an alternative approach to incorporate non-local interactions into an atom-centred ML framework. Non-local information of the system is folded within local atomic environments thanks to the definition of smooth Coulomb-like potentials that are subsequently symmetrized according to the nature of the target property. The resulting long-distance equivariant (LODE) representation is endowed with a long-range character while still being defined from the information sampled in a finite local neighbourhood of the atoms.

In this work, density and potential based descriptors are combined within a unified multi-scale representation. The resulting model can be formally related to an environment-dependent multipolar expansion of the electrostatic energy, but has sufficient flexibility to yield accurate predictions for a number of different kinds of interactions, and regression targets. We first consider, as an example, a dataset of organic dimers, partitioned into pairs that are representative of the possible interactions between charged, polar and apolar groups, demonstrating that the multi-scale LODE features can be used to describe permanent electrostatics, polarization and dispersion interactions with an accuracy that is only limited by the number of training points. We then show how our model is able to capture the mutual polarization between a water molecule and a metal slab of lithium. Finally, we reproduce the dipole polarizability of a dataset of poly-aminoacids, extrapolating the electric response of the system at increasing chain lengths.

2 Multi-scale equivariant representations

The general problem we intend to tackle is that of representing an atomic configuration in terms of a vector of features, in a way that is both complete and concise, and that reflects the structural and chemical insights that are most important in determining the target properties. Let us start by defining a density field associated with a structure A as the superposition of decorated atom-centred Gaussians

$$\langle \mathbf{ax}|A; \rho \rangle = \sum_{i \in A} \delta_{a_i}(\mathbf{x} - \mathbf{r}_i).$$

In this expression, \( \mathbf{r}_i \) indicates the position of atoms of A, and \( a_i \) labels their elemental nature. In analogy with the Dirac notation used in quantum mechanics, the bra–ket \( \langle X|A;\text{rep} \rangle \) refers to a representation of the structure A, whose nature is described by a set of labels “rep” (such as \( \rho \), or \( V \) further down), and whose entries are indexed by one or more variables \( X \) (such as \( a \) or \( x \)). In the limit of a complete basis, \( |A;\text{rep} \rangle \) is independent of the choice of \( |X\rangle \), and so the basis can be changed following analytical or numerical convenience. The notation and its usage are described in more detail in ref. 17.

From these smooth atomic densities, a Coulomb-like potential can be formally defined as a result of the integral operation

$$\langle ax|A; V \rangle = \int d\mathbf{x'} \frac{\langle ax|A; \rho \rangle}{|x - x'|}. \quad (2)$$

A schematic representation of this construction is reported in Fig. 1. One could build a general family of fields using a different integral transformation of the density, but here we focus on this \( 1/|x - x'| \) form which is well-suited to describe long-range interactions. The two primitive representations \( |\rho\rangle \) and \( |V\rangle \) can be individually symmetrized over the continuous translation group. Imposing translational invariance on eqn (1) has the ultimate effect of centering the representation on the atoms \( i \) of the system, so that we can conveniently refer to the set of atom-centred densities

$$\langle ax|A; \rho_i \rangle = \sum_{j \in A} \delta_{a_j}(\mathbf{x} - \mathbf{r}_j), \quad (3)$$

where \( \mathbf{r}_j = \mathbf{r}_i - \mathbf{r}_j \) is the vector separating atoms \( i \) and \( j \). As already shown in ref. 65, given that the Coulomb operator is translationally invariant, one can obtain an analogous result symmetrizing the tensor product \( |\rho\rangle \otimes |V\rangle \), yielding a set of atom-centred potentials

$$\langle ax|A; V_i \rangle = \int d\mathbf{x'} \frac{\sum_{j \in A} \delta_{a_j}(\mathbf{x'} - \mathbf{r}_j)}{|x - x'|}. \quad (4)$$

The cost of the naive evaluation of \( \langle ax|A; V_i \rangle \) scales with the square of the number of particles in the system but a more favorable scaling can be obtained by applying one of the many schemes used to accelerate the solution of the Poisson equation in atomistic simulations.

Either of eqn (3) or (4) contains information on the entire structure. Usually, however, the atom-centred density \( |\rho_i\rangle \) is evaluated including only atoms within spherical environments of a given cutoff radius \( r_c \). This truncation is not only a matter of practical convenience: the nearsightedness principle indicates that molecular and materials properties are largely determined by local correlations, and increasing indefinitely \( r_c \) has been shown to reduce the accuracy of the model because, in the absence of enormous amounts of uncorrelated training structures, the increase in model flexibility leads to overfitting. The fundamental intuition in the construction of the atom-density potential \( |V_i\rangle \) is that, even if one evaluates it in a spherical neighbourhood of the central atom \( i \), thereby avoiding an uncontrollable increase in the complexity of the model, it
incorporates contributions from atoms that are very far away. The nature of $|V_i\rangle$ can be better understood by separating the near-field from the far-field potential in the definition of eqn (4), that is,

$$\langle ax|V_i\rangle = \langle ax|V_i^{-}\rangle + \langle ax|V_i^{+}\rangle = \int dx' \frac{\langle ax'|\rho_i^{-}\rangle}{|x - x'|} + \int dx' \frac{\langle ax'|\rho_i^{+}\rangle}{|x - x'|}$$

(5)

where $\rho_i^{-}$ and $\rho_i^{+}$ are the atomic densities located inside and outside the $i$-th spherical environment. We omit the structure label $A$ for convenience, as we will do often in what follows. The near-field term contributes information that is analogous to that included in $|\rho_i\rangle$. The far-field contribution instead determines the effect of the density beyond $r_a$, and the choice of the integral operator affects the asymptotic form of this effect, with $1/|x - x'|$ implying a Coulomb-like behavior.

Tensor products of the atom-centred density eqn (3) and potential (4) could be separately symmetrized over rotations and inversion, yielding respectively structural descriptors of short-range interatomic correlations, equivalent to SOAP-like representations, or long-distance equivariants (LODE) features. Here we introduce a more explicitly multi-scale family of representations, that couples $|\rho_i\rangle$ and $|V_i\rangle$ terms. Formally, one can obtain a symmetry-adapted ket that transforms like the irreducible representations of the O(3) group by computing the Haar integral over improper rotations $S$:

$$\left|\rho_i^{\alpha'} \otimes V_i^{\beta'} \otimes \sigma \otimes \mu_2\right|_{O(3)} \rangle = \int_{O(3)} dS S|\rho_i^{\alpha'}\rangle \otimes S|\mu_2\rangle \otimes \sum_{j=1}^{r} \sum_{j'=1}^{r'} S|V_i^{\beta'}\rangle \otimes \sum_{s=1}^{s} \sum_{s'=1}^{s'} S|V_i^{\beta'}\rangle$$

(6)

which we indicate in what follows using the shorthand notation $|\rho_i^{\alpha} \otimes V_i^{\beta} \otimes \sigma \otimes \mu_2\rangle$, omitting the $\sigma;\mu$ indices when considering invariant features ($\sigma = 1$, $\lambda = 0$). Within this construction, the ket $|\lambda_2\rangle$ has the role of making the resulting features transform as a $Y_j^m$ spherical harmonic, while $|\sigma\rangle$ indicates the parity of the features under inversion. In eqn (6) might be intimidating, but it simply indicates a general, abstract recipe to combine different scalar fields that describe a local atomic environment in a way that is independent on the basis chosen to describe such fields. For instance, the $(\nu = 0, \nu' = 1)$ invariant case can be readily evaluated by using a real-space basis to evaluate $\langle x|V_i\rangle$

$$\langle x|V_i^{\beta'}\rangle = \int dR \langle x|R|V_i\rangle = 2\pi \int dR' \langle x'R|V_i\rangle$$

(7)
corresponding to a spherical average of the atom-centred potential. In the more general case, as sketched in Fig. 2, eqn (6) can be understood as the average of the product of atom-centered fields evaluated at \( r + r' \) points.

In practical implementations, the abstract ket (6) can be computed by first expanding the atom-centred features (3) and (4) onto a discrete basis, and then evaluating the symmetrized \( r \)-point correlation of the fields. A particularly clean, efficient, recursive formulation can be derived exploiting the fact that the equivariant features behave as angular momenta, and can then be combined using Clebsch–Gordan coefficients to build higher-order correlations.\(^6\) In analytical derivations we use a partially-discretized basis, in which the radial contribution is kept as a continuous index, corresponding to

\[
\langle arlm \rangle = \int d\chi (r - x) |lm\rangle \langle ax |,
\]

with \( \langle x | lm \rangle \equiv Y^m_l(\hat{x}) \). Written in this basis, \( \langle arlm | \rho_i \rangle \) expresses the decomposition of the density in independent angular momentum channels, evaluated at a distance \( r \) from the central atom. In practical implementations we use a basis of Gaussian type orbitals to also discretize the radial component.\(^6\) This is the form that is usually chosen to write and compute the local SOAP features,\(^6\) that can be evaluated as

\[
\langle a_{r_1}; a_{r_2}; l | \rho_i \rangle = \sum_m \sqrt{2l + 1} \langle a_{r_1}lm | \rho_i \rangle \langle a_{r_2}l(-m) | \rho_i \rangle
\]

The nature of the representation, however, does not depend on such details. The basis-set independence is most clearly seen by considering the use of the equivariants in the context of such details. The basis-set independence is most clearly seen by considering the use of the equivariants in the context of (ISC,\(^6\) the form that is usually chosen to write and compute the local SOAP features,\(^6\) that can be evaluated as

\[
\langle a_{r_1}; a_{r_2}; l | \rho_i \rangle = \sum_m \sqrt{2l + 1} \langle a_{r_1}lm | \rho_i \rangle \langle a_{r_2}l(-m) | \rho_i \rangle
\]

The nature of the representation, however, does not depend on such details. The basis-set independence is most clearly seen by considering the use of the equivariants in the context of a linear regression model. The value of a tensorial property \( T \) for a structure, expressed in its irreducible spherical components (ISC,\(^6\) the combinations of the components of a Cartesian tensor that transform under rotation as \( Y^m_l \) and decomposed in atom-centred contributions, can be formulated as

\[
T_\phi^{\delta j}(A, i) = \int dX \{ T(\sigma \lambda \phi) | X(A; \rho_1 \otimes \rho_2 \otimes \sigma; \lambda \mu) \},
\]

where \( X \) indicates any complete basis that provides a concrete representation of the ket, and \( \langle X | T(\sigma \lambda \phi) \rangle \) is the set of regression weights. One sees that (1) the regression model is invariant to a unitary transformation of the basis; (2) the equivariant nature of the model is associated with the \( \lambda \mu \) indices of the ket, while the weights are invariant under symmetry operations. Linear models are especially useful to reveal the physical meaning of a representation: they allow to demonstrate the relation between short-range density correlations \( (r' = 0) \) and the body-order expansion of interatomic potentials;\(^7\)\(^8\) and the relation between the first-order LODE\( (r = 0, r' = 1) \) and fixed point-charge electrostatics. In the next section, we use this idea to show how the simplest multi-scale LODE\( (r = 1, r' = 1) \) can be put in formal correspondence with the physics of multipole electrostatics.\(^7\)

3 Features and models for long-range interactions

Even though neither the atom density \( | \rho_i \rangle \) nor the associated potential field \( | V_i \rangle \) correspond to physical quantities, the multi-scale combination of the two quantities in LODE\( (r = 1, r' = 1) \) entails formal similarities with physics-based electrostatic models. This connection can be demonstrated both analytically and with numerical benchmarks.

3.1 Analytical connection with the multipole expansion

Consider a linear model to predict the ground-state electronic energy \( U \) of a system \( A \). This corresponds to taking the scalar \( (\lambda = 0) \) and polar \( (\sigma = 1) \) limits within the prediction formula of eqn (10):

\[
U(A) = \sum_{i=1}^{N} U_i(A) = \sum_{i=1}^{N} \int dX' \langle X' | A; \rho_i \otimes V_i \rangle.
\]

We aim to prove that in the LODE\( (1,1) \) case, where the density and potential representations are both introduced to first order, this functional form can be used to model rigorously a multipolar expansion of the long-range contributions to \( U \).

To see this, let us start by representing the energy prediction in terms of the partially-discretized basis of eqn (8). Upon symmetrization of the tensor product between \( \rho \) and \( V \), going to the coupled angular momentum basis,\(^6\) one obtains a set of invariants that can be expressed using the basis \( X \equiv \langle a_{r_1}; a_{r_2}; l | \rho_i \otimes V_i \rangle \)

\[
\langle a_{r_1}; a_{r_2}; l | \rho_i \otimes V_i \rangle = \frac{1}{\sqrt{2l + 1}} \sum_{m \geq l} \langle a_{r_1}lm | \rho_i \rangle \langle a_{r_2}l(-m) | \rho_i \rangle \langle a_{r_2}lm | V_i \rangle^*,
\]

where \( \langle a_{r_1}lm | \rho_i \rangle \) and \( \langle a_{r_2}lm | V_i \rangle \) indicate the spherical harmonics projections of the local density and the local potential fields respectively, and we omit the indication of the structure \( A \), for brevity. Eqn (12) shows explicitly how \( | \rho_i \otimes V_i \rangle \) contains information on the correlation between the value of the atom density \( | \rho_i \rangle \) and the potential \( | V_i \rangle \), each evaluated at a given distance from the central atom. General symmetry considerations dictate how angular terms in the two correlations must be combined to obtain a rotationally invariant set of features, in clear analogy with the construction of the SOAP representation (9). By using in eqn (12) the splitting of the potential field in short and long-range parts, \( | V_i \rangle = | V_i^l \rangle + | V_i^s \rangle \), we can partition the prediction for the atom-centred energy contribution in range separated terms, \( U_i = U_i^l + U_i^s \). Focusing in particular on the long-range contribution, we can write explicitly eqn (11) as follows:

\[
U_i^s = \sum_{l=0}^{\infty} \sum_{a_{r_1}; a_{r_2}; l} \int_0^{\infty} dr_1 \int_0^{\infty} dr_2 \langle a_{r_1}lm | \rho_i \rangle \langle a_{r_2}l(-m) | \rho_i \rangle \langle a_{r_2}lm | V_i^s \rangle^* \langle a_{r_1}lm | V_i^s \rangle^*.
\]
Here, $\langle U|a_1;i_1;a_2;i_2|\rangle$ indicates the regression weights for the total potential energy, that also incorporate the $1/\sqrt{2l+1}$ factor in eqn (12). We are now interested in representing the spherical harmonic components of the potential in terms of the far-field contribution $V_i$ of eqn (5). Using the Laplace expansion of the Coulomb operator, we can rewrite $|V_i\rangle$ as:

$$\langle a_{i_1}a_{i_2}|M_{i_1}^-(U)\rangle^* = \frac{4\pi}{2l+1} \int dx \langle \rho_i |a_2 x\rangle \frac{r_{i_1}^l}{r_{i_2}^l} \langle x|lm\rangle$$

$$= \frac{4\pi}{2l+1} \int dr \langle \rho_i |a_2 r|lm\rangle \frac{r_{i_1}^l}{r_{i_2}^l}. \quad (14)$$

Plugging this into eqn (13), one sees that the contribution to the energy coming from the far-field can be written as

$$U_i^\geq = \sum_{a_{i_2}a_{i_2}} \sum_{lm} \int_{r_{i_1}}^\infty dr_{i_1} \int_0^\infty dr_{i_2} \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty \langle a_{i_1}a_{i_2}|M_{i_1}^-(U)\rangle$$

$$\times \langle a_{i_1}|M_{i_1}^+(U)\rangle \langle a_{i_2}|M_{i_2}^-(U)\rangle \langle a_{i_2}|M_{i_2}^+(U)\rangle \langle a_{i_1}|M_{i_1}^+(U)\rangle$$

that are determined indirectly as a consequence of the fitting of the energy, rather than by explicit calculations of the density distribution around the molecular components of the system.

Eqn (15) shares a striking resemblance with the expression for the interaction of a far-field charge density with the electrostatic potential generated by the near-field charge distribution. As we shall see in what follows, this formal equivalence underpins the ability of $|\rho_i \otimes V_i\rangle$ to model accurately several kinds of interactions. Crucially, however, $\rho_i$ and $V_i$ do not represent physical quantities, but are just a representation of the spatial arrangement of atoms. Atoms in the far-field respond in a way that depends only on their chemical nature, but the local multipoles are modulated in a highly flexible, non-trivial fashion by the distribution of atoms in the local environment. The form of eqn (16) also hints at how changing the representation would affect this derivation. Increasing the density order $r$ would allow for a more flexible, higher-body-order dependence of the local multipoles on the distribution of atoms in the vicinity of atom $i$, while increasing $n$ would bring a more complicated dependency on the distribution of atoms in the far-field, leading to a linear regression limit that does not match formally the electrostatic multipole expansion and to an explicit coupling between $|V_i\rangle$ and $|\rho_i\rangle$. Changing the asymptotic form of the potential in eqn (2) could be used to incorporate a formal connection with dispersion-like, $1/r^6$ features. We want to stress that even in this form the model is not limited to describing the physics of permanent electrostatics. In fact, the coupling between the inner and outer atomic species ($a_1$ and $a_2$) carried by the definition of the regression weights makes it possible for the local multipoles to respond to species of the far-field distribution. We test the limits of this data-driven approach in Section 4.

3.2 A toy model for multipolar interactions

Before doing so, we want, however, to demonstrate numerically the mapping between these multi-scale LODE features and multipole models. We analyze quantitatively the behavior of a linear model based on $|\rho_i \otimes V_i\rangle$ by observing its performance in representing the far-field interactions between an H$_2$O and a CO$_2$ molecule – since the interactions between the two molecules are essentially driven by permanent electrostatics. We build a dataset considering 33 non-degenerate reciprocal environments centred on each atom. This exercise probes the possibility of choosing between a model for the interaction between the dipole moment of the water molecule and the quadrupole moment of CO$_2$. This is reflected in the sharp transition of the prediction accuracy when crossing...
a critical angular cutoff $l_{\text{max}}$. When centring the local environment on the water molecule (Fig. 3(a)), for instance, truncating the expansion at $l_{\text{max}} = 1$ is enough to reproduce the interaction between the dipolar potential of water and the CO$_2$ molecule. Conversely, when centring the representation on carbon dioxide (Fig. 3(b)), the H$_2$O density in the far-field has to interact with a CO$_2$ potential that is quadrupolar in nature, which requires an angular cutoff of at least $l_{\text{max}} = 2$. When centring the representation on all the atoms of the system (Fig. 3(c)), using an angular cutoff of $l_{\text{max}} = 0$ suffices to obtain qualitatively accurate interaction profiles.

The analogy between $|\hat{p}_i \otimes \hat{V}_j|$-based models and the multipole expansion raises the question of the relationship with ML electrostatic models based on atomic point charges. Traditional parametrized force fields as well as machine-learning potentials that simply rely on representing the electrostatic energy of the system *via* a set of point-charges generalize this form by making the atomic charges dependent on the local environment, and/or on overall charge neutrality conditions. Given that here we use rigid molecules, moving beyond the range of the local featurization, these ML schemes are well-approximated by a model based on fixed partial charges for C, H, O, and pairwise Coulomb interactions. Such a model yields binding curve profiles and overall accuracy similar to those of a LODE(1,1) model truncated at $l_{\text{max}} = 0$, which is consistent with the limiting case of eqn (19) (optimal charges correspond to $q_C = 0.24 e$, $q_H = 0.96 e$, $q_O = -0.49 e$, Fig. 4). The approach we take here is, instead, to increase the order of the expansion, and to use the additional flexibility to improve the accuracy of the model in a data-driven fashion, which allows to improve the accuracy further, particularly in the intermediate distance range.

On a conceptual level, the issue is to find the balance between a functional form that is flexible enough to describe arbitrary interactions, and one that maps naturally onto the physics of the interactions of interest. For this simple toy problem, increasing the expansion at $l_{\text{max}} = 1$ with an atomic multipole model achieves almost perfect predictions. However, a too general form is prone to overfitting and requires enormous amounts of training data: this is the case, for instance, one would encounter when increasing by brute force the cutoff of a local featurization. The scattering transform provides an entirely general framework that, similarly to the one we discuss here, aims at achieving a multi-scale description of interactions. The considerable improvement of its performance that is observed when applying feature selection indicates a similar tendency to overfitting.

### 4 Results

The toy system we have discussed in the previous section reflects the behavior of the multi-scale LODE representation. In this section we present three applications to substantially more complicated systems to demonstrate that, even in their simplest...
form, this family of features is suitable to address the complexity of challenging, real-life atomistic modelling problems, and physics well beyond that of permanent electrostatics. We compare multi-scale LODE models with those based on local machine-learning schemes, in particular with SOAP features. We indicate these as the two-point density correlation $\langle \rho(\mathbf{r}) \rho(\mathbf{r}') \rangle$ to stress that similar results are to be expected from any equivalent local featurization such as atom-centered symmetry functions, SNAP, MTP, ACE, NICE. We report errors in terms of the root mean square error (RMSE), or the percentage RMSE (RMSE%), which is expressed as a percentage of the standard deviation of the target properties.

### 4.1 Binding energies of organic dimers

We start by testing the ability of multi-scale LODE to describe different kinds of molecular interactions. To this end, we consider the interaction energy between 2291 pairs of organic molecules belonging to the BioFragment Database (BFDb). For each dimer configuration, binding curves are generated by considering 12 rigid displacements in steps of 0.25 Å along the direction that joins the geometric centres of the two molecules. Then, unrelaxed binding energies are computed at the DFT/PBE0 level using the Tkatchenko–Scheffler self-consistent van der Waals method as implemented in the FHI-aims package. For each binding trajectory, we also include in the training set the dissociated limit of vanishing interaction energy, where the two monomers are infinitely far apart. The dataset so generated includes all the possible spectrum of interactions, spanning pure dispersion, induced polarization and permanent electrostatics. In order to better rationalize the learning capability of such a large variety of molecular interactions, we choose to partition the molecules in the dataset in three independent classes, namely, (1) molecules carrying a net charge, (2) neutral molecules that contain heteroatoms (N, O), and can therefore exhibit a substantial polarity (3) neutral molecules containing only C and H, that are considered apolar and interacting mostly through dispersive interactions. Considering all the possible combinations of these kinds of molecules partitions the dimers into six classes, i.e., 184 charged–charged (CC), 267 charged-polar (CP), 210 charged-apolar (CA), 161 polar–polar (PP), 418 polar–apolar (PA) and 1051 apolar–apolar (AA) interactions. For each of the six classes, several, randomly selected binding curves are held out of the training set, to test the accuracy of our predictions. The remaining curves are used to fit one separate linear model for each class, using either local features (the SOAP power spectrum, $\| \rho(\mathbf{r}) \|_2^2$) or multi-scale LODE($p = 1, \nu = 1$) features. In order to also assess the reliability of our predictions, we use a calibrated committee estimator for the model uncertainty, which allows us to determine error bars for the binding curves. 8 random subselections of 80% of the total number of training configurations are considered to construct the committee model. The internal validation set is then defined by selecting the training structures that are absent from at least 25% of the committee members.

Fig. 5 shows characteristic interaction profiles for the six different classes of molecular pairs. The models use $r_c = 3$ Å environments centred on each atom. The configurations we report are those that exhibit median integrated errors within the test set of each class. The root mean square errors associated with the predictions over the entire test sets of each class are listed in Table 1. The results clearly show that while SOAP(2) is limited by the nearsightedness of the local environments, the LODE(1,1) multi-scale model is able to predict both the short and the long-range behaviour of the binding profiles on an equal footing. What is particularly remarkable is the fact that a simple, linear model can capture accurately different kinds of interactions, that occur on wildly different energy scales and asymptotic behavior: the typical binding energy of charged

---

**Fig. 5** Median-error binding curves for six different classes of intermolecular interactions. (black lines) Quantum-mechanical calculations, (green lines) Predictions of a $\| \rho(\mathbf{r}) \|_2^2$ model, (blue lines) Predictions of a $\| \rho(\mathbf{r}) \|_2 V$ model.
Table 1  Prediction performance expressed in terms of the RMSE over all the points of the binding curves, for the six classes of interactions and \( \rho \otimes \rho, \rho \otimes V \) and \( V \otimes V \) models. For each class we also indicate the number of training samples, and the characteristic energy scale, expressed in terms of the standard deviation of the energies in the test set.

<table>
<thead>
<tr>
<th>Class</th>
<th>( n_{\text{train}} )</th>
<th>STD/eV</th>
<th>( \rho \otimes \rho )</th>
<th>( \rho \otimes V )</th>
<th>( V \otimes V )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>100</td>
<td>1.86</td>
<td>0.72</td>
<td>0.049</td>
<td>0.058</td>
</tr>
<tr>
<td>CP</td>
<td>200</td>
<td>0.379</td>
<td>0.25</td>
<td>0.074</td>
<td>0.092</td>
</tr>
<tr>
<td>CA</td>
<td>150</td>
<td>0.083</td>
<td>0.056</td>
<td>0.041</td>
<td>0.034</td>
</tr>
<tr>
<td>PP</td>
<td>100</td>
<td>0.131</td>
<td>0.10</td>
<td>0.062</td>
<td>0.125</td>
</tr>
<tr>
<td>PA</td>
<td>350</td>
<td>0.046</td>
<td>0.032</td>
<td>0.013</td>
<td>0.021</td>
</tr>
<tr>
<td>AA</td>
<td>950</td>
<td>0.063</td>
<td>0.026</td>
<td>0.004</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Fig. 6  Learning curves for the 6 classes of molecular interactions computed using the LODE(1,1) representation. The curves indicate that all interactions can be learned with comparable efficiency and that the accuracy of the model is limited by the small number of available reference structures. Interactions between charged molecules, that have a formal connection with the form of the multi-scale features, can be learned efficiently with a small number of training samples.

4.2 Induced polarization on a metal surface

The previous example proves that linear \( |\rho_\alpha \otimes V_\beta| \) models capture a wide class of molecular interactions, ranging from pure dispersion to permanent electrostatics. Beyond molecular systems, however, a large number of phenomena occur in solid state physics that are driven by long-range effects, and involve more subtle, self-consistent interactions between far-away atoms. A particularly relevant example is represented by the induced macroscopic polarization that a metallic material undergoes in response to an external electric field, which underlies fundamentally and technologically important phenomena for surface science and nanostructures.86–88 Physics-based modelling of these kinds of systems usually exploits the fact that, for a perfectly-conductive surface, the interaction is equivalent to that between the polar molecule and the mirror image, relative to the surface plane, of its charge distribution, with an additional inversion of polarity.89 It would not appear at all obvious that our atom-centred framework, which does not include an explicit response of the far-field atom density to the local data-driven multipole, can capture the physics of a phenomenon associated with the polarization of electrons that are delocalized over the entire extension of the metallic solid.

To benchmark the performance of multi-scale LODE in this challenging scenario we consider the interaction of a slab of bcc lithium with a water molecule that is located at various distances from the (100)-surface. We start by selecting 81 water molecule configurations, differing in their internal geometry or in their spatial orientation relative to the surface. For each of these configurations, 31 rigid displacements are performed along the (100)-direction, spanning a range of distances between 0.5 Å and 8 Å from the lithium surface. Using this dataset we compute unrelaxed binding energies at the DFT/PBE level using the FHI-aims package.83 We converge the slab size along the periodic xy-plane, minimizing the self-interaction between the periodic images of the water molecule, resulting in a 5 × 5 unit cell repetitions and a k-points sampling of 4 × 4 × 1 Å⁻¹. We set the slab extension along the non-periodic z-direction so that the Fermi energy is converged within 10 meV, resulting in a total of 13 layers. To remove the spurious interactions along the z-axis, we set a large vacuum space of roughly...
80 Å in conjunction with a correction suitable to screen the dipolar potential. Following these prescriptions, we obtain attractive potential profiles for all molecular geometries and orientation, consistently with the interaction between the dipolar field of the water molecule and the induced metal polarization.

For this example, we construct $|\rho_i|$ and $|V_i|$ representations within spherical environments of $r_c = 4$ Å with a Gaussian-density width of $\sigma = 0.3$ Å. The regression model is trained on 75 lithium–water binding curves while the remaining 6 are used for testing the accuracy of our predictions. Fig. 7 shows a comparison between a local $|\rho_i;\delta V_i|$ model and a multi-scale LODE $|\rho_i;\delta V_i|$ model in learning the interaction energy of the metal slab and the water molecule for one representative test trajectory (all test trajectories are reported in the ESI†). We observe that the local SOAP description is able to capture the short-range interactions but becomes increasingly ineffective as the water molecule moves outside the atomic environment, leading to an overall error of about 19 RMSE%. This is in sharp contrast to the performance of the $|\rho_i;\delta V_i|$ representation, which can capture both the effects of electrostatic induction at a large distance and the Pauli-like repulsion at short range with the same level of accuracy, halving the prediction error to about 9%. Learning curves are shown in the ESI.†

To further investigate what aspects of the physics of the molecule–surface interaction can be captured by the model, we perform a Mulliken population analysis on the reference DFT calculations, to extract the polarization vector of the water molecule in response to the interaction with the metal, i.e., $P_i^W = \mu_i^W - \mu_i^0$, where $\mu_i^W$ and $\mu_i^0$ are the dipole moment of the water molecule in the lithium-slab system and in vacuum respectively. Physically, the polarization $P_i^W$ involves the response of water’s electrons to the rearrangement of the electronic charge in the surface triggered by the dipolar field, and so it involves explicitly a back-reaction. Furthermore, the polarization shows both a (usually larger) component along the z-axis, and a tangential component in $xy$-plane. To account for the vectorial nature of $P_i^W$, we take advantage of the tensorial extension of eqn (6). To single out the long-range nature of the polarization interaction, we restrict the regression of $P_i^W$ to water configurations that are more than 4.5 Å far from the surface. Our dataset contains 1215 such configurations, out of which we randomly select 1000 for training, while the remaining 215 are retained for testing. Given that the training set contains no structures within the local descriptor cutoff, it comes as no surprise that a pure density-based tensor model $|\rho_i;\delta V_i|$ entirely fails to learn the long-range polarization induced on the water molecule. Making use of the potential-based tensor model of eqn (10), in contrast, allows us to effectively learn the polarization vector $P_i^W$, showing an error that decreases to ~20% RMSE at the maximum training set size available (Fig. 8). This example provides a compelling demonstration of the ability of $|\rho_i;\delta V_i|$ to build models of effects that go well-beyond permanent electrostatics.

4.3 Response functions of oligopeptides

As a final example, we consider the challenging task of predicting the polarizability of a dataset of poly-aminoacids. Dielectric response functions are strongly affected by long-range correlations because of the cooperative nature of the underlying physical mechanism. Poor transferability of local models between structures of different sizes has been observed for molecular dipole moments, polarizability, and the electronic dielectric constant of bulk water. For this purpose, we use a training set composed of 27 428 conformers of single aminoacids and 370 dipeptides, testing the predictions of the model on a smaller test set containing 30 dipeptides, 20 tripeptides, 16 tetrapeptides and 10 pentapeptide configurations. Reference polarizability calculations are carried out with the Gaussian 16 quantum-chemistry code using the double-hybrid DFT functional PWPB95-D3 and the aug-cc-pVDZ basis set.
We compute the multi-scale $|\rho_i \otimes V_i|$ features and their local counterparts using a Gaussian width of $\sigma = 0.3$ Å and a spherical environment cutoff of $r_c = 4$ Å. This data set is interesting, because it combines large structural variability with tens of thousands of distorted aminoacid configurations with longer-range interactions described by a few hundred dipeptide conformers.

We consider three models: a linear $|\rho_i \otimes V_i|$ multi-scale model; a square kernel model, that is equivalent to using a quadratic functional of the SOAP features, $|\rho_i \otimes V_i|^2 = |\rho_i \otimes V_i| \otimes |\rho_i \otimes V_i|$, which incorporates 4 and 5-body correlations and enhance the many-body character of the representation at the local scale; a weighted combination of the two. The learning curves for the trace ($\lambda = 0$) of the polarizability tensor, shown in Fig. 9, are very revealing of the behavior of these three models. The $|\rho_i \otimes V_i|^2$ model, which disregards any non-local behavior beyond the atomic environment, is initially very efficient, but saturates to an error of 0.06 a.u. In contrast, equipped with non-local information, the $|\rho_i \otimes V_i|$ representation reduces the error of prediction to 0.05 a.u., but is initially much less effective. This is not due to the lack of higher-order local density correlations: a linear $|\rho_i \otimes V_i|$ model performs well, despite showing saturation due to its local nature (see discussion in the ESI†). We interpret the lackluster performance of the LODE model in the data-poor regime as an indication of the dominant role played by short-range effects in this diverse dataset, which can be learned more effectively by a nearsighted kernel, similarly to what observed in ref. 24, 67 and 93. Inspired by those works, we build a tunable kernel model based on a weighted sum of the local and the LODE kernels, that can be optimized to reflect the relative importance of the different ranges. We optimize the weight by cross-validation at the largest train size, obtaining a reduction of 50% of the test error, down to 0.028 a.u.

An analysis of the test error which separates the contributions from oligopeptides of different length, shown in Fig. 10, is consistent with this interpretation of the learning curves. All models show an error that increases with the size of the molecule because there are interactions that are just not described at the smaller train set size. However, the purely local model shows by far the worst extrapolative performance, while multi-scale models – in particular the one combining a non-linear local kernel and LODE features – show both a smaller overall error, and a saturation of the error for tetra and penta-peptides. This example illustrates the different approaches to achieve a multi-scale description of atomic-scale systems: the $|\rho_i \otimes V_i|$ features offer simplicity and physical interpretability, while a multi-kernel model makes it possible to optimize in a data-driven manner the balance between local and long-ranged correlations.

5 Conclusions

The lack of a description of long-range physical effects is one of the main limitations of otherwise greatly successful machine-learning schemes which are more and more often applied to model atomic-scale phenomena. We show how it is possible to construct a family of multi-scale equivariant features that combine the properties of well-established local ML schemes with the long-distance equivariant features that have been recently proposed by some of the authors. This multi-scale framework shows enticing formal correspondences with physically-meaningful interaction terms, such as multipole electrostatics. Still, the data driven nature of the construction allows the description of long-range interactions that do not fit this specific physical model. We show examples of how a multi-
scale LODE model can accurately predict interactions between different kinds of molecular dimers that include charged, polar and apolar compounds. Results are also very promising when it comes to modelling systems that clearly go beyond permanent electrostatics, such as a water molecule interacting with a metallic slab, and the dielectric response of oligopeptides. Our results also provide a glance at the remaining challenges in the description of long-range effects. The performance of the specific flavor of multi-scale features we discuss degrades progressively as the link of the target property with permanent electrostatics become less direct, even though this degradation translates in bigger data requirements rather than in an outright failure of the scheme. In the last example we present, that involves the tensorial response properties of oligopeptides, careful tuning of the relative importance of short and long range effects is necessary to achieve optimal transferability. Meanwhile, we have only scratched the surface of the more general idea that we introduce here. Different symmetry-adapted combinations of atom-centred fields can be computed with minor modifications of our scheme and could offer a strategy to further improvements. The combination of a physics-inspired formulation and data-driven flexibility that underlies this multi-scale LODE framework addresses one of the outstanding issues in atomistic machine-learning, and paves the way towards an even more pervasive use of statistical methods to support the computational investigation of molecules and condensed-phase systems.
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Notes and references

§ Strictly speaking, $\gamma$ in eqn (3) has twice the variance as that in (1), but we redefine the density function accordingly.
¶ Formally, improper rotations combine $SO(3)$ rotation operators $R$ and inversion $i$, so $f_{\text{rot}}(\rho) \, dS = \sum_{i} f_{\text{rot}}(\rho) \, dR$ with $S = \hat{R} R$.
\footnote{In particular, we consider $\sigma = 1$ if the learning target behaves as a polar tensor and $\sigma = -1$ if it mimics a pseudotensor under inversion symmetry.}


