Mapping Electrochemical Heterogeneity at Gold Surfaces: A Second Harmonic Imaging Study
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Abstract
Designing efficient catalysts requires correlating surface structure and local chemical composition with reactivity on length scales from nanometers to tens of microns. While much work has been done on this structure/function correlation on single crystals, comparatively little has been done for catalysts of relevance in applications. Such materials are typically highly heterogeneous and thus require methods that allow mapping of the structure/function relationship during electrochemical conversion. Here, we use optical second harmonic imaging combined with cyclic voltammetry to map the surface of gold nanocrystalline and polycrystalline electrodes during electrooxidation and to quantify the spatial extent of surface reconstruction during potential cycling. The wide-field configuration of our microscope allows for real-time imaging of an area ~100 µm in diameter with submicron resolution. By analyzing the voltage dependence of each pixel, we uncover the heterogeneity of the second harmonic signal and quantify the fraction of domains where it follows a positive quadratic dependence with increasing bias. There, the second harmonic intensity is mainly ascribed to electronic polarization contributions at the metal/electrolyte interface. Additionally, we locate areas where the second harmonic signal follows a negative quadratic dependence with increasing bias, which also show the largest changes during successive cyclic voltammetry sweeps as determined by an additional correlation coefficient analysis. We assign these areas to domains of higher roughness that are prone to potential-induced surface restructuring, and where anion adsorption occurs at lower potentials than expected based on the CV.
Introduction

The surface structure of a catalyst has a tremendous impact on its activity.\textsuperscript{1–3} Therefore, revealing catalysts surface heterogeneity is of major importance. This is particularly true for catalysis at the liquid/solid interface, which is essential for many energy conversion and storage processes, e.g., water electrolysis. Much past work has tried to establish the relationship between surface structure and activity. Such efforts are challenging for a variety of reasons, as for example: (1) The presence of defects or grain boundaries can significantly alter the local reactivity by changing the surface charge density or the local conductivity,\textsuperscript{4,5} (2) The surface strain of metal catalysts has also been demonstrated to be correlated with catalytic activity\textsuperscript{6,7} and (3) restructuring of the surface under operating conditions can also contribute to changes in local activity.\textsuperscript{8–10} Designing an efficient catalyst thus requires correlating surface structure and the nature of the catalytically active sites with activity on submicron length scales under operating conditions. For electrocatalysis this challenge can be addressed by experimental techniques that collect both the electrochemical response and the topography/local chemical composition \textit{operando}.

Several techniques can be used to probe topography, local activity and compositional spatial heterogeneity under operating conditions. Electrochemical atomic force microscopy (EC-AFM) can be used to investigate changes in electrode morphology during an electrochemical reaction, with a resolution in the nm to µm range.\textsuperscript{11,12} Scanning electrochemical microscopy (SECM) and variations of this technique have proven very valuable in the study of electrochemical processes at various interfaces, by probing both the topography and the local reactivity with sub-µm spatial resolution.\textsuperscript{13,14} It has been recently shown that electrochemical scanning tunneling microscopy (EC-STM) can map the catalytic activity of surfaces with sub-nm to nm spatial resolution by comparison of local fluctuations in the tunneling current above reactive and non-reactive nanoscale surface sites.\textsuperscript{15} Chemical specificity can be obtained by electrochemical tip-enhanced Raman spectroscopy (EC-TERS), which shows great promise to map active-site chemistry with a precision of 10 nm by combining Raman spectroscopy with EC-STM.\textsuperscript{16} However, none of these techniques would be suitable to study systems where electrochemical reactions produce, for example, gas bubbles. In addition to this limitation, all these techniques rely on a rastering scheme, where the signal is collected pixel by pixel. This scheme implies a time delay in collecting the signal from different areas, which prevents monitoring of large-scale changes in real time. It also becomes time-consuming if applied to large surface areas (in the hundreds of µm range), which can be a drawback in an application-oriented context where large-scale screening of samples is needed. As all practical (photo)electrocatalysts are extremely heterogeneous due to their large surface areas, the ability of large-scale screening of the surface is desirable to localize the presence of “hot spots” of increased reactivity.
Imaging of surfaces in real time (i.e., without employing a rastering scheme) can be obtained by high-throughput wide-field second harmonic (SH) microscopy. We have recently reported a study of the silica/water interface where we imaged the interfacial structure and dynamics of water in a microscopically confined geometry, using a structurally-illuminated SH wide-field microscope. Dissociation constants for the silica surface deprotonation could be extracted from surface potential maps employing a suitable model relating surface potential, charge and chemistry, and were found to change over 9 orders of magnitude along the surface of a single capillary because of surface heterogeneity. Contrarily to conventional rastering SH microscopes, here the wide-field configuration enables the imaging of spatial heterogeneity in real-time for areas of 100 µm in diameter and enables imaging of planar surfaces with detection along the surface normal. Furthermore, the imaging throughput is improved by 2-3 orders of magnitude compared to a point-scan imaging, bringing the image acquisition time down to ms or even µs. Such a short acquisition time is extremely valuable for dynamical imaging, where surface changes could be monitored with µs to ms time resolution.

The advantages of this wide-field microscopy configuration are further combined with second-harmonic generation (SHG), which has been used to study the electrode-electrolyte interface for decades. SHG is an optical, non-invasive and label-free technique and only requires a broken centrosymmetry of the media to generate a signal, making it interface-specific. This requirement makes SH particularly suitable for studying centrosymmetric metal electrodes such as gold or silver, where the SH signal mainly arises from the broken symmetry at the electrode/electrolyte interface. In these experiments there are a number of contrast mechanisms: The SH light response is complex and influenced by many factors. For metals, the SH primarily originates from the charge gradient at the interface and is consequently sensitive to modifications of this gradient. The applied voltage modifies the surface charge density at the interface and therefore the SH intensity. At sufficiently positive potentials, the formation of oxide layers on the surface will then start to quench the SH signal by reducing the free charge density. This quenching is particularly strong if the SH signal is resonant with a surface plasmon associated with d-electrons, as this contribution disappears upon oxidation. Besides the exposed surface structure (for example (111) vs. (110)), ion sorption (adsorption and desorption), surface reconstruction, and water orientation in the adjacent electrolyte solution can all contribute to the SH response and are all a function of surface structure. Lastly, illumination angle, wavelength, as well as SH wavelength have to be considered: A resonance with surface plasmons, either due to a free-standing electron wave around 550 nm or associated with d-electrons in the regions of 410 and 270–280 nm, will influence the SH intensity. While it is difficult to disentangle all the contributions to the SH response, it is possible reduce their number by carefully selecting the experimental parameters.
In this paper, we use wide-field high-throughput SH imaging combined with cyclic voltammetry (CV) to study the spatial extent of gold surface chemistry on nanocrystalline and polycrystalline electrodes during metal electrooxidation. Understanding metal electrooxidation is desirable, because it precedes the oxygen evolution reaction (OER), the oxidative half-cell reaction of water electrolysis. The OER is performance-limiting in virtually every electrolyser and finding better catalysts for it is (among other factors) complicated by our lacking understanding of the oxidation process and the resulting oxide. Using two different types of image analyses and without any a priori knowledge of the surface structure, we show that the SH response as a function of applied potential in polycrystalline electrodes displays strong heterogeneity on the order of µm as opposed to the nanocrystalline electrodes with sizes of single grains below the imaging resolution, which show a uniform SH vs. potential profile across the entire field of view. Analyzing the voltage dependence of each pixel on the polycrystalline electrode, we identify areas on the sample where the SH signal follows a positive quadratic dependence with increasing bias. There, the SH intensity is mainly attributed to electronic polarization contributions at the metal/electrolyte interface. Additionally, we identify areas where the SH signal follows a negative quadratic dependence with increasing bias. These latter sites correspond to areas that show the largest changes in successive CV sweeps, as corroborated by a correlation coefficient analysis. We assign these areas to domains of higher roughness that show an anion adsorption behavior distinctively different from the average and are more prone to potential-induced surface reconstruction. Rough and dynamic surfaces are often correlated to catalytic activity. Lastly, we show that those same areas appear as the brightest in the PSS polarization combination for our experimental conditions.

Materials and Methods

Chemicals
Sodium phosphate monobasic monohydrate (≥99.0% purity, Sigma-Aldrich), hydrogen peroxide (30% Reactolab SA), and sulfuric acid (95-97%, ISO, Merck) were used as received. All aqueous solutions were made with ultrapure water (H₂O, Milli-Q UF plus, Millipore, Inc., resistivity of 18.2 MΩ-cm).

Electrochemistry
A homebuilt Teflon cell was used for the microscopy experiments under potential control. The cell was cleaned by immersion in Piranha solution overnight and repeated supersonication in Milli-Q water before the experiment. Details of the cleaning procedure can be found in our previous work. As shown in Fig. 1A, the gold electrode is sandwiched between the substrate borofloat® glass and PTFE cell. The phosphate buffer solution (NaH₂PO₄) of pH = 2.8 is on top of the gold electrode immersing the microscope objective, the platinum counter electrode and the reversible hydrogen reference electrode. The absence of traces of chloride and sulfate
ions was cross-checked in separate experiments where we intentionally introduced those contaminants on the gold electrode (See Supporting Information), which showed that our 0.5 M NaH$_2$PO$_4$ electrolyte is not contaminated with chloride or sulfate ions. The polycrystalline gold foils were purchased from Sigma-Aldrich (0.025 mm thickness, 99.99% trace-metal basis) and annealed at 500 °C for 2 h (with linear heating and cooling ramps) to achieve a grain size distribution characteristic of many practically relevant catalysts and suitable for our microscope. The nanocrystalline gold thin-film sample was obtained by physical vapor deposition of 200 nm of gold on an optically flat glass substrate with a 30 Å layer of Cr for increased adhesion. Before use, both electrodes were cleaned using the following procedure: copiously rinsed in acetone, copiously rinsed with Milli-Q water, exposed to ozone for 5 min in a UV ozonator, copiously rinsed with Milli-Q water, copiously rinsed with electrolyte, and annealed electrochemically until the CV was stable (generally 20–30 cycles of cyclic voltammetry). After this procedure, no organic contamination is apparent in the CV. The counter electrode was a Pt mesh, which was cleaned identically to the Teflon cell. A self-made reversible hydrogen electrode was employed as reference. The potential cycling ranged from 0 to 1.7 V vs. the reversible hydrogen electrode (RHE) for the nanocrystalline gold film; and from 0.1 to 1.6 V vs. RHE for the polycrystalline gold foil.

**Imaging experiments**

The SH imaging setup has been previously described in detail for its transmission geometry and is constructed using principles from SH scattering. Here, we use the one-beam reflection geometry displayed in Fig. 1B. The light source for the SH microscope is a Pharos SP-1.5 (Light Conversion), which delivers 180 fs pulses centered around 1030 nm at a maximum output power of 6 W and variable repetition rates between 1kHz-1MHz. The laser system is operated at a repetition rate of 200 kHz. Half of the source intensity is used in our experiment. The fundamental beam is sent to a spatial light modulator (SLM). The SLM (Holoeye Pluto-NIR-015) is a phase-only device coated for near-infrared wavelengths. We project a binary grating on the SLM that acts as a reflective diffraction grating. The laser light is reflected towards a polarization state generator composed of a quarter-wave plate followed by a half-wave plate to modify the polarization state of the laser light. Diffraction orders are then formed in the Fourier plane, where we block all the orders except one 1st order. The laser light propagates through additional lenses and mirrors, until it is reflected by a dichroic mirror and focused into the back-focal plane of a water immersion microscope objective (Olympus, LUMPFLN 60XW, NA = 1.0, WD = 2 mm). This ensures that the sample is illuminated with a collimated wide-field single beam at 34° with respect to the surface normal. The gaussian illumination at the sample has a diameter of 82 µm full-width at half maximum with peak power density of 17.1 GW/cm² (3.4 mJ/cm² fluence). The position of the sample is manipulated by a XYZ translation stage.
(Asi Imaging, PZ-2000), where the XY-axes are controlled by actuators with 10 cm travel range, while the Z-axis is moved by a piezoelectric stage with 300 µm travel range. As a complementary feature of this positioning system, the microscope objective is mounted on a Z-axis actuator stage (Asi Imaging, LS-200). After the SH photons are generated at the surface of the sample, they propagate mainly in the direction of the reflected laser light. The reflected SH photons further pass through a dichroic mirror and continue towards a short-pass and a band-pass filter to ensure that we detect only SH photons at the camera. The polarization state of the SH light is analyzed with a half-wave plate followed by a polarizing beam splitter. Afterward, the SH photons are detected by a back-illuminated electron-multiplied and intensified CCD camera with 512x512 pixels (PI-MAX4: 512EM-HBf P46 GEN III). The size of a single pixel corresponds to ~ 400x400 nm in the sample plane. All microscope mirrors on the path are protected silver mirrors (Thorlabs, PF10-03-P01). The lenses (achromatic) and the other optical elements on the laser (illumination) path (1030 nm) are near-infrared antireflection coated (Thorlabs, B), while the optical elements on the SH (detection) path (515 nm) are antireflection coated for the visible region (Thorlabs, A). All SH videos were acquired with 0.25 s acquisition time per frame either in PPP, or PSS polarization combinations, where the first letter stands for the polarization state of the SH light and the last two letters stand for the polarization state of the two photons of the fundamental beam illuminating the sample. We chose here a slower acquisition in order to have an optimum CV shape, however, it is possible to decrease the acquisition time down to 10 ms while still retaining an optimum SH signal-to-noise ratio. Further illustration of the sample illumination can be found in the supplementary information.

Figure 1: Experimental setup and samples. (A) PTFE cell for SH and CV measurements; GWE – gold working electrode, RHE – reversible hydrogen electrode, PCE – platinum counter electrode, PBL – phosphate buffer liquid, BGS – borofloat® glass substrate. (B) Schematic of the second harmonic microscope in reflection mode of operation; SLM – spatial light modulator, PL – polarizer, BS – beam splitter, PSG – polarization state generator, L –

Results & Discussions

Before discussing the data, we briefly summarize the main elements of the model pioneered by Lee et al.\textsuperscript{50} that we use here below to analyze the SH images. Lee et al. found that, under certain conditions, the SH intensity produced in reflection on silicon and silver surfaces could be described as a quadratic function of the applied potential, and that the surface susceptibility varied linearly with the applied potential. This was further validated by later work.\textsuperscript{22,33,40}

The nonlinear polarization can be described as the sum of dipolar electric polarizations and static dc-field-induced polarizations:

\begin{equation}
P(2\omega) = \chi^{(2)}(2\omega)E(\omega)E(\omega) + \chi^{(3)\nu}(2\omega)E(\omega)E(\omega)E_{DC},
\end{equation}

where \(\chi^{(2)}\) is the total second-order nonlinear susceptibility from both surface and bulk (for gold, the surface term dominates over the bulk term)\textsuperscript{21} and \(\chi^{(3)\nu}\) is the effective total third-order nonlinear susceptibility. The effective third-order nonlinear susceptibility includes both the material response as well as the contribution of all oriented dipoles (mainly solvent) in the solution.

In the case of gold, the dipole response is much smaller than the gold response. \(E(\omega)\) is the electric field associated with the fundamental laser beam, and \(E_{DC}\) is a static electric field across the interface. The intensity of the SH signal \(I(2\omega)\) can then be written as proportional to:

\begin{equation}
I(2\omega) \sim |\chi^{(2)} + \chi^{(3)\nu}\Phi_0|^2 I(\omega)^2,
\end{equation}

where \(\Phi_0\) is the potential drop across the metal surface (the difference in potential between the gold surface and bulk electrolyte), and \(I(\omega)\) is the intensity of the fundamental beam.\textsuperscript{33}

Here, \(\chi^{(2)}\) and \(\chi^{(3)\nu}\) are assumed to be potential-independent. This can be reduced to a parabolic equation:

\begin{equation}
I(2\omega) \sim \left(\chi^{(3)\nu}\chi^{(3)\nu}\right)\Phi_0^2 + \left(\chi^{(2)}\chi^{(3)\nu} + \chi^{(2)\nu}\chi^{(3)}\right)\Phi_0 + \left(\chi^{(2)\nu}\chi^{(2)}\right) = Q\Phi_0^2 + L\Phi_0 + C,
\end{equation}

where \(Q\), \(L\), and \(C\) are the quadratic, linear, and constant coefficient, respectively. We assume that the potential drop at the metal surface is:

\begin{equation}\nonumber
\Phi_0 = V - V_{PZC},
\end{equation}

\[\Phi_0 = V - V_{PZC},\]

\[\Phi_0 = V - V_{PZC},\]
where \( V \) is the applied potential and \( V_{PZC} \) is the potential of zero charge. Using Eqs. (3) and (4), one can express the ratio of \( Q/L \) as follows:

\[
\frac{Q}{L} = \frac{\chi^{(3)r}}{\chi^{(2)r} + \chi^{(2)r}} = \frac{\text{Re}(\chi^{(3)r})^2 + \text{Im}(\chi^{(3)r})^2}{2\text{Re}(\chi^{(2)r})\text{Re}(\chi^{(3)r}) + 2\text{Im}(\chi^{(2)r})\text{Re}(\chi^{(3)r})}.
\]

(5)

According to the experimental data reported in the literature,\(^{52-55}\) the ratio of \( \text{Re}(\chi^{(3)}) / \text{Im}(\chi^{(3)}) \) increases with increasing fundamental wavelength. As a consequence, the imaginary part can be neglected for fundamental wavelengths in the NIR, as already done in a previous study using 1060 nm fundamental wavelength (close to the fundamental wavelength we use in this work, 1030 nm).\(^{40}\) We additionally performed a cross-check using Miller’s rule, which also confirmed the relatively small value of \( \text{Im}(\chi^{(3)}) \) (see Supplementary Information). This simplifies Eq. (3) to:

\[
\frac{Q}{L} = \frac{\text{Re}(\chi^{(3)r})}{\text{Re}(\chi^{(2)r})}.
\]

(6)

For simplicity, from now on we will omit the real part notation and refer to \( \text{Re}(\chi^{(3)}) \) and \( \text{Re}(\chi^{(2)}) \) in the rest of the manuscript as \( \chi^{(3)} \), \( \chi^{(2)} \), respectively. If \( \chi^{(3)} \gg \chi^{(2)} \), then the signal is parabolic with a minimum at the \( V_{PZC} \). Conversely, if \( \chi^{(3)} \ll \chi^{(2)} \), the signal is no longer parabolic and dominated by second-order contributions of surface and bulk. If \( \chi^{(3)} = \chi^{(2)} \) then the signal is parabolic with a minimum shifted away from the \( V_{PZC} \). It is important to note that the assumptions in Equations (2) and (4) are only valid in the absence of specifically adsorbing ions, or in a potential region where no specific ion adsorption occurs, i.e., when tuning the electrode potential is analog to changing the charge density on a bare metal capacitor. Additionally, Guyot-Sionnest et al.\(^{33}\) have shown that for fundamental wavelengths with photon energies within the free-electron regime the third-order contribution is important, while this contribution becomes negligible for photon energies that allow for interband transitions (for gold, this corresponds to wavelengths below ~ 500 nm\(^{56}\)). In the interband transition regime, the second order susceptibility is predominant, and the variation of the SH signal with potential is likely correlated to the screening of the d-electron contribution by the surface free electron distribution.\(^{33}\)

**SH imaging of nanocrystalline and polycrystalline electrodes**

In Fig. 2, the surface of a nanocrystalline gold electrode is imaged with the SH microscope in a phosphate buffer electrolyte (0.5 M NaH\(_2\)PO\(_4\), pH = 2.8) while performing CV. Phosphate ions were chosen because of their rather low propensity to adsorb on the surface\(^{57}\) and to ensure
pH stability during measurements. During potential cycling, the increasing of potential towards positive values is referred to as the forward scan, and the decreasing of potential towards negative values as the reverse.

Fig. 2A displays an SH image taken at 1.2 V during the forward scan. All potentials are given with respect to the RHE. The color scale is chosen for comparison with upcoming figures that show a larger spread of SH counts. The SH image does not have any specific features and the SH signal is homogeneous with small stochastic deviations in its magnitude. The black line indicates the position of the line scan displayed in Fig. 2B. This line scan shows that the SH counts across the image range from $7.0 \cdot 10^3$ to $9.7 \cdot 10^3$ with a standard deviation of ~ $0.5 \cdot 10^3$. Fig. 2C shows the cyclic voltammogram (black curve) together with the mean SH signal of the whole image as a function of the applied potential (SH-V). Just before the SH imaging, the gold electrode was electrochemically cleaned by cycling through oxidizing and reducing potentials, until we obtained a stable cyclic voltammogram, as described in the Materials and Methods. The cyclic voltammogram shows the features that are expected for gold electrodes$^{56,58}$ and three different regions can be identified in the forward scan. The first region is termed the polarization or double layer charging region (0 to 0.4 V)$^{59}$ with no/minor surface anion adsorption (for the weakly adsorbing ions we employ here)$.^{57,60}$ In this range, only a change in the electrostatic charge on the metal and corresponding change in double layer structure is observable.$^{58}$ The second region (0.4 to 1.2 V) is a region of further polarization where anion adsorption starts after the point of zero charge (in our case 0.4 V, as detailed further below in the text)$^{59}$ with strong adsorption of phosphate species occurring between ~ 0.7 – 1.2 V.$^{60}$ The third region corresponds to oxide growth (1.2 to 1.7 V).$^{61}$ It has been shown that low-coordinated gold atoms exhibit lower activation barriers.$^{62}$ Polycrystalline gold generally exhibits a large number of surface defects, and we expect that a considerable amount of these defect will be low-coordinated gold surface atoms. Therefore, the slight peak in the CV near 1.2 V in the forward scan is likely caused by the pre-monolayer oxidation of surface steps and defects.$^{53}$ The peaks above 1.35 V are the result of oxidation of the first full layer of metal atoms including terraces, which happens by replacement of adsorbed anions by either O, or OH, and subsequent site exchange of the oxygen species with metal ions,$^{64-67}$ while subsequent layers of oxide are only expected to grow at higher potentials. In the reverse scan, the peak around 1.1 V results from the reduction of the oxide. The small peak around 0.4 V is due to a minor impurity (see SI for a more detailed discussion). The slight bend in the cyclic voltammogram from 0 to 0.5 V is due to the presence of oxygen that causes a negative current due to the oxygen reduction reaction.$^{44}$

During the forward scan, the spatially-averaged SH intensity increases and eventually reaches a maximum around 1.1 V (Fig. 2C). The SH intensity then decreases from 1.2 to 1.7 V. In the reverse scan, the SH signal recovers to its initial highest value once the surface oxide is
fully reduced at 1.1 V vs. RHE, displaying a pronounced hysteresis. Note that during forward and reverse scans an identical parabolic behavior of the SH intensity can be observed as a function of applied bias between 0 and 0.9 V. The mean SH signal intensity of the nanocrystalline electrode as a function of applied voltage shows similar features to what has been already reported in the literature for both silver and gold electrodes\textsuperscript{33,40,41} and matches well with the CV data: from 0 to 1.2 V the SH intensity is expected to increase with increasing positive bias due to the increasing (positive) charge density at the metal surface. The subsequent decrease with increasing positive bias above 1.2 V is the result of gold surface oxidation\textsuperscript{31,33}.

Figure 2: Second harmonic imaging of the nanocrystalline gold electrode in PPP polarization as a function of applied voltage. (A) The SH image at 1.2 V vs. RHE during the forward scan. The SH image is a frame extracted from a SH video recorded with 0.25 s acquisition time per frame. The CV sweeping rate was set to 60 mV/s and the electrolyte was 0.5 M NaH\textsubscript{2}PO\textsubscript{4}. (B) The variation of SH counts across the image was obtained from the black line scan in (A). (C) Cyclic voltammogram (black curve) displayed with the mean SH signal of the whole image. The red and green traces are recorded during the forward and reverse scan, respectively. The potential values are given with respect to the RHE. Scale bar is 10 \(\mu\)m.

Fig. 3A, B, and C show the SH images of the polycrystalline gold electrode recorded during CV at 60 mV/s in a phosphate 0.5 M NaH\textsubscript{2}PO\textsubscript{4} buffer solution (pH = 2.8) at three different potentials during the forward scan: 0.2 V, 1.2 V and 1.51 V vs. RHE. The SH images were recorded in the PPP polarization combination. The SH signal in all three images, Fig. 3A, B, and C, display strong spatial heterogeneity. The color scale is identical to the color scale of Fig. 2A, offering a direct comparison of the nanocrystalline vs. the polycrystalline gold electrode. The line scan in Fig. 3B shows the variation of the SH counts across the image ranging from 4.4\cdot10^3 to 50\cdot10^3 with a standard deviation of ~7.6\cdot10^3 and an average value of ~8.4\cdot10^3 counts. For the polycrystalline gold electrode, clear areas with SH intensity per pixel above 10^4 counts spanning several tens of microns can be identified, while no such areas are visible on the nanocrystalline gold electrode, where the line scan across the image is flat and the SH intensity has an average value of ~8.4\cdot10^3 counts. The mean SH intensity of the entire field of view shown in the second panel of Fig. 3D (black curve) has a maximum around 1 V and is qualitatively very similar to the mean SH intensity recorded for the nanocrystalline electrode.
shown in Fig. 2C., with a maximum around 1.1 V. However, it is interesting to note that different spots on the surface show distinct SH behavior as a function of applied potential, therefore suggesting that looking only at the averaged SH signal obscures the local variations. This is demonstrated in Fig. 3D, where the SH intensity dependence on the applied potential is shown for three representative pixels, P1 (blue lines), P2 (red lines), and P3 (green lines) for three consecutive CV cycles, named CV1, CV2 and CV3. Pixels P1 and P3 are from neighboring bright (higher signal intensity) and dark (lower signal intensity) SH patches, respectively. Pixel P2 lies on their border. For further analysis, we highlight two regions of interest: the polarization region (PR), marked in yellow in Fig. 3D and the oxide growth (OG) region, marked in orange. Only the forward scan will be considered here. In the PR, the SH intensity of pixel P1 increases with applied potential, the SH intensity of pixel P3 slightly decreases with increasing potential, and the SH signal for pixel P2 increases slightly. On the other hand, in the OG region, all three pixels exhibit qualitatively similar SH behavior, i.e. the SH intensity decreases with increasing potential. Lastly, inspecting the SH signal on the whole forward scan (0.1 – 1.6 V), it appears that the borderline pixel P2 shows an intermediate SH behavior between pixels P1 and P3, suggesting that this transition region is an average between two opposite trends. The nanocrystalline sample at three different potentials during the forward scan is shown in the SI for comparison (see SI, Fig. S3). The SH intensity quadratically increases with increasing bias in the PR for the three pixels displayed.

Prior work has established that the efficiency of SH generation is highly dependent on the exposed surface structure ((111) vs. (110) facet, for example) and for a given facet it is also strongly dependent on the azimuthal orientation of the facet.35,36 This could possibly explain the difference of overall magnitudes in SH-V curves belonging to the three different pixels in Fig. 3D. However, this alone is unlikely to explain why some pixels display a decreasing SH signal with increasing bias in the PR region. An interpretation for the behavior of these pixels will be discussed in the next section. Interestingly, the voltage dependence in the OG region appears to be common to all pixels, indicating that once the oxide is starting to grow, the different contributions to the SH signal observed in the PR do not play a significant role anymore in the OG potential window.
Figure 3: Second harmonic imaging of the polycrystalline gold electrode in PPP polarization as a function of applied voltage. (A), (B), (C) SH images at 0.1 V, 1.2 V, and 1.51 V vs. RHE during the forward 60 mV/s scan. The SH images are frames extracted from a SH video recorded with 0.25 s acquisition time per frame. Points P1, P2, and P3 mark the chosen single pixel locations. The color scale is identical to Fig. 2A. In (B) the black line shows variation in SH counts across the image. (D) SH intensity as a function of the potential applied to the gold electrode in three continuous CV cycles. The blue curve corresponds to pixel P1; the red curve corresponds to pixel P2; and the green curve corresponds to pixel P3. The black line in the second image corresponds to the average SH signal of the whole image in CV cycle 2. The thick lines correspond to the forward scan, while the thin lines correspond to the reverse scan. The polarization region (PR, 0.1-0.4 V) is marked in yellow for all three cycles while the oxide growth regions (OG, 1.2-1.51 V) is marked in orange. The potential values are given with respect to the reversible hydrogen electrode. Scale bar is 10 µm.

Dependence of SH intensity on applied potential for polycrystalline Au
Characterizing the SH signal and all of its contributions is a difficult task even on well-defined single crystal samples. Here, the situation is even more complicated as we use polycrystalline gold with no prior knowledge of the gold morphology at each pixel. In spite of this complication, we can still extract useful information about the surface changes as a function of potential by analyzing the SH data within the mathematical framework described above. In Fig. 4 we show a pixel-wise fitting of the SH-V data based on Eq. (3). As described by this equation, the SH intensity can display a parabolic shape with a minimum at the potential of zero charge $V_{PZC}$ when $\chi^{(3)} \gg \chi^{(2)}$. The reason for this SH-V behavior is related to the increase in surface charge density: Increasing the applied potential on the electrode increases the (positive) surface charge density at the metal surface. This increases the charge gradient at the interface, which results in a quadratic increase of the SH intensity with applied bias. The minimum of the
parabola can be displaced from the $V_{pzc}$ when the relative strength of $\chi^{(3)}$ decreases with respect to $\chi^{(2)}$. In this case, the signal with increasing applied potential up to $V_{pzc}$ is due to a superposition of an increase in (positive) surface charge density (although the charge gradient is here reduced as we are below $V_{pzc}$) and of the $\chi^{(2)}$ contribution. In our case, the fundamental wavelength of our laser is 1030 nm, and the gold response is free electron-like (no interband transition) at this wavelength. We therefore expect an important $\chi^{(3)}$ contribution. However, by examining Fig. 3D, we can already also anticipate a significant amount of $\chi^{(2)}$ contribution: Considering the half-parabola in the potential range we investigate (from 0.1 to 0.4 V), it can be seen that the minimum is not located at $V_{pzc}$ but rather shifted to more negative bias (not visible in our experiment).

The SH-V signal is fitted in the PR with a parabola according to Eq. (3) at every pixel resulting in a quadratic (Q), a linear (L) and a constant (C) coefficient. Eq. (3) is applied to the PR potential interval as the approximation made in Eq. (4) is only valid in absence of strong anion adsorption. For the fitting procedure, the knowledge of $V_{pzc}$ is necessary. A large range of $V_{pzc}$ values has been reported in the literature for different gold facets. Our polycrystalline gold electrode was prepared with the same procedure as reported by Mariano et al., where the gold surface contained almost exclusively (111) and (110), but almost no (100) facets. We chose for the $V_{pzc}$ a value of 0.4 V vs. RHE, because it appears to be the average of the values reported in the literature. The choice of this average value will be further commented here below.

Fig. 4A, B, C, and D were calculated from PR2 (see Fig. 3D) thus the quadratic and linear coefficients have been labeled as Q2 and L2. Fig. 4A and B show respective maps of the quadratic and linear fit coefficients. These two maps look qualitatively similar; however, their scale differs. The map of linear coefficients shows much clearer large-scale features, while the map of quadratic coefficients reveals more signal variation within these features. Fig. 4C displays again the map of quadratic coefficients, however, this time with a color coding separating the $Q_2 > 0$ and $Q_2 \leq 0$. The regions where $Q_2 > 0$ account for 59.7% of the total surface, while the regions where $Q_2 \leq 0$ represent 40.3% of the total surface. The negative $Q_2$ values are present both in larger patches as well as in smaller spots distributed across most of the surface. The areas where $Q_2 \leq 0$ indicate that there is no increase in the SH intensity with increasing potential, but rather a decrease (or almost a flat dependence on the voltage), implying that in these areas the increase in (positive) surface charge density caused by the increasing potential is counteracted by another effect (see for example pixels P3 and P2 in Fig. 3D).
We hypothesize that anion adsorption at potentials below $V_{pzc}$ could occur in these areas, leading to charge screening at the gold surface and therefore to a decrease in SH intensity. Additionally, anion adsorption can drive or influence electro-chemical processes even for the low applied potentials of the PR \cite{64,65,69} or oxidation of metastable surface states,\cite{70} with a corresponding modification of the SH intensity. While phosphate ions, specifically dihydrogen phosphate ions ($\text{H}_2\text{PO}_4^-$) at the pH of our experiment, are not expected to strongly adsorb on the surface,\cite{77} they are still expected to be better sorbents than very weakly adsorbing ions, as for example ClO$_4^-$ ions.\cite{71} As such, phosphate adsorption in specific areas is a plausible option. It is important to note here that model we employ assumes no/minor adsorption of ions in order to fit the regions $Q_2 > 0$. Deviations from the model (regions where $Q_2 < 0$) indicate that, in those regions, the SH intensity as a function of applied potential in the PR cannot be interpreted within the framework established by Eq. (6). Therefore, the anomalous behavior of those specific areas can be tied to ion adsorption. This phenomenon could be the manifestation of a local $V_{pzc}$ being different than the average $V_{pzc}$ we have assumed for our sample.\cite{72} As the choice of the average $V_{pzc}$ was made for the purpose of the fitting, any deviations from it have to be interpreted as local variations from this average value that we arbitrarily chose, which indicate that the point of zero charge is not a homogeneous quantity across the surface but has to be treated as a spatially-dependent parameter.\cite{72}

Having considered the positive and negative values of $Q_2$, we also specifically identify the regions where $Q_2$ is close to zero. To specifically identify pixels where $Q_2$ is close to zero, we first need to define a threshold. Considering that the maximum $Q_2$ values are close to $40 \cdot 10^3$, a threshold value of $|Q_2| \leq 1000$ represents 2.5% of the maximum $Q_2$ values, and all the pixels with values below this threshold can be considered as having negligible $Q_2$. Only a small number of pixels where $Q_2$ is close to zero ($\sim 3.8\%$ of the total surface) is found, reflecting that there are only very few areas on the surface where the SH signal linearly depends on the voltage ($\chi^{(2)} \gg \chi^{(3y)}$), in agreement with the fact that we do not use a fundamental wavelength close to the interband transition regime of gold. Additionally, we find an even smaller number of pixels where $Q_2$ and $L_2$ are both close to zero ($\sim 2.4\%$ of the total surface when $|Q_2|$ and $|L_2|$ $\leq 1000$), where the SH signal remains insensitive to the applied voltage.

For comparison, the SH-V dependence of the nanocrystalline sample mostly shows regions where the SH intensity quadratically increases with increasing bias in the PR, with only a small number of pixels with an inverted potential-dependence scattered across the image (see SI, Fig. S4).

Having determined the surface areas where the SH intensity quadratically increases with the applied potential and the ones where this is not the case, we can now correlate these voltage-dependent behaviors with specific surface characteristics. In Fig. 4D we examine the results of fitting the data to Eq. (3) as the ratio of the $Q_2$ map over the absolute value of the $L_2$. 

\[ \chi^{(2)} \gg \chi^{(3y)} \]
map. The absolute value $L_2$ is chosen here to focus on the $Q_2/L_2$ ratio without distinctions between $\pm L_2$ (the sign of $L_2$ is related to the sign of the surface susceptibility, which for simplicity we do not consider in this analysis). By inspecting the ratio $Q_2/L_2$ of different pixels, we can compare the relative strength of $\chi^{(3)}$ over $\chi^{(2)}$ between these pixels according to Eq. (6). Only pixels with $Q_2 > 0$ are considered here, as pixels with $Q_2 < 0$ do not satisfy the assumptions of Eq. (6). As a reference value, the magnitude of $\chi^{(2)}$ for gold at 1064 nm was reported to be close to $2 \cdot 10^{-19}$ m V$^{-1}$, which is close to the magnitudes reported for $\chi^{(3)}$ for gold, in the range of $2 \cdot 10^{-19}$ to $7 \cdot 10^{-19}$ m V$^{-1}$ at 1030 nm. $\chi^{(3)}$ is not equal to $\chi^{(3y)}$ but is considered to be in the same order of magnitude for a metal. The ratio $Q/L_2$ is then expected to be in the range of 0-10, which agrees with our data showing the majority of the pixels displaying a ratio between 0 and 4. Values below 1 (20.65% of the total surface) are colored in blue and values above 1 (79.35% of the total surface) are colored in yellow to red. A detailed breakdown of the percentage of pixels per location is presented in Table 1. These percentages show that pixels with higher second-order surface susceptibility ($Q_2/L_2 < 1$) tend to accumulate at the edges of distinct surface features and at the borderline with the greyed areas ($\pm Q_2$ boundary). On the other hand, the areas where $Q_2/L_2 > 1$ are more evenly distributed over the image and there is not as much specific accumulation at the $\pm Q_2$ boundary.

Table 1: Percentage of pixels in Fig. 4D according to the fitting the SH data of polycrystalline gold to Eq. (3)

<table>
<thead>
<tr>
<th>$Q_2 &gt; 0$, $Q_2/L_2 &gt; 1$</th>
<th>$Q_2 &gt; 0$, $Q_2/L_2 &lt; 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>Total</td>
</tr>
<tr>
<td>$\pm Q_2$ boundary</td>
<td>$\pm Q_2$ boundary</td>
</tr>
<tr>
<td>79.35%</td>
<td>20.65%</td>
</tr>
<tr>
<td>40.68%</td>
<td>14.21%</td>
</tr>
<tr>
<td>38.67%</td>
<td>6.44%</td>
</tr>
</tbody>
</table>

From these results we see that, in the areas with $Q_2 > 0$, the majority of the pixels (79.35%) display a relatively stronger $\chi^{(3y)}$ contribution, indicating that the SH signal is dominated by variations of surface charge density. A minority of pixels in the $Q_2 > 0$ areas display a stronger $\chi^{(2)}$ contribution (20.65%), which indicates that the signal is dominated by variations of the surface term and it is likely accompanied by the excitation of a local surface plasmon (LSP). While surface plasmons in general cannot be excited by transverse electromagnetic waves by a simple one-beam reflection on a perfectly flat gold surface, the presence of irregularities at the surface can facilitate the excitation of the LSP. Thus, we can assign the areas with the highest $\chi^{(2)}$ contribution ($Q_2/L_2 < 1$) to various defects, grain boundaries, or small roughened parts that are spread over the polycrystalline surface. This is further supported by the observation of the majority of the pixels with stronger $\chi^{(2)}$ contribution accumulating...
at the edges between surface features displaying different SH intensity, i.e. grain boundaries (14.21% out of 20.65% total pixels).

Regions where $Q_2 < 0$ (SH intensity decreases with potential) cannot be interpreted within the framework established by Eq. (6), as we hypothesized that the initial assumption of no (strong) anion adsorption is not met in those specific areas. We can further speculate about the nature of these areas by inspecting Fig. 4E. Fig. 4E shows the $Q_3/L_3 - Q_2/L_2$ difference maps for PR3 and PR2 with no distinctions between $Q > 0$ or $Q \leq 0$. Here, a higher difference, either positive or negative, indicates that the shape of the SH-V curve has significantly changed between CV2 and CV3 cycle. This map evidences that the areas with the largest heterogeneity and the largest changes cycle to cycle are the borders of $+Q/-Q$ areas. As a quantitative example, we estimate the percentage of pixels with values $> 2$ or $<-2$ to be 40%, which correlates well with the percentage of pixels where $Q_2 < 0$ (40.3%), as determined above. A detailed breakdown of the percentage of pixels per location is presented in Table 2 and highlights that the borderline regions are prone to change cycle to cycle, which is a similar observation as in Fig. 4D. On the other hand, the areas in Fig. 4E that change the less cycle to cycle match well with the regions where $Q_2 > 0$ (yellow areas in Fig. 4C).

<table>
<thead>
<tr>
<th>$Q_3/L_3 - Q_2/L_2 &gt; 2$ or $&lt;-2$</th>
<th>±$Q_2$ boundary</th>
<th>elsewhere</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>40%</td>
<td>27.2%</td>
</tr>
</tbody>
</table>

The observation of large differences from cycle to cycle, together with a higher heterogeneity, in most of the areas where the quadratic coefficient is negative suggests that these surface areas undergo dramatic structural changes while potential cycling. These findings support our hypothesis hereabove, where anion adsorption behavior below the average $V_{PZC}$ could be the cause for increased surface reconstruction. Indeed, surface reconstruction induced by specific adsorption of ions has been previously observed by SHG on gold samples. LSP excitation, related to the second order susceptibility, is also possible in these regions, but is difficult to quantify in this case using the linear coefficient $L$, which in practice indicates the position of the minimum of the parabola. As a matter of fact, the position of this minimum could also be shifted as a result of anion adsorption and not only due to LSP excitation.
Figure 4: Fitting of the second harmonic signal in the PR as a function of applied potential for polycrystalline gold electrode. Second harmonic PPP polarization signal corresponding to potential interval PR2 (see Fig 3D) is fitted by a polynomial of 2nd degree with point of zero charge offset common to all pixels. This yields a map of fitted quadratic coefficients $Q_2$ in (A) and a map of fitted linear coefficients $L_2$ in (B). (C) Map of quadratic coefficients $Q_2$ with a binary color-code of yellow ($Q_2 > 0$) and blue ($Q_2 \leq 0$). (D) Division of $Q_2$ map over the absolute value of $L_2$ map. Pixels where $Q_2 \leq 0$ are not considered here. (E) Difference of quadratic over linear coefficients ratios obtained from potential interval PR3 minus PR2 (see Fig 3D). Scale bar is 10 µm.

Correlation coefficient analysis

The analysis of the data with Eq. (3) is limited to the PR and $Q > 0$ regions where Eq. (4) holds. We now describe an alternative image processing method in order to support our findings from above and that can be applied to other potential intervals than the PR. The aim of this method is to distinguish the differences in shapes of two SH-V signals in the same potential interval, however, from two consecutive CV cycles. Such a method can identify which pixels show different SH-V behavior in one CV cycle compared to the previous CV cycle, pointing to potential-dependent surface changes. For this reason, we chose to calculate the correlation coefficient for every pixel as follows:

$$
\text{Corrcoeff} \left( A, B \right)_{\text{per pixel}} = \frac{\text{cov} \left( A, B \right)}{\sigma_A \sigma_B},
$$

(7)

where $A$ is the respective SH-V signal intensity at a given pixel, and $B$ is the mean SH-V signal intensity of the whole image, both for a given potential interval. $\text{cov} \left( A, B \right)$ is the covariance of $A$ and $B$, $\sigma_A$ is the standard deviation of $A$ and $\sigma_B$ is the standard deviation of $B$. The correlation coefficient is a measure for the correlation of $A$ and $B$ as a function of voltage. Its output value ranges from -1 to 1. A value of 1 expresses an ideal correlation between $A$ and $B$.
for a positive increase in $A$ - there is also a positive increase in $B$. The other extreme of -1 expresses an ideal inverse correlation between $A$ and $B$: for a positive increase in $A$ - there is a decrease in $B$. A value of 0 implies that there is no correlation between $A$ and $B$.

Using Eq. (7), we calculated the correlation coefficient for every pixel using SH-V curves from 3 CV cycles. The results are displayed in Fig. 5A. The red to orange areas display the strongest correlation, thus indicative of the regions where the SH-V data at each pixel behaves similarly to the averaged SH-V signal. Note that there are similarities between the red regions in Fig. 5A and the areas displayed in yellow on Fig. 4C (i.e. areas where $Q_2 > 0$). On the other hand, the yellow to blue areas indicate regions where the SH-V data deviates from the averaged SH-V signal. Those areas match well with blue regions in Fig. 4C ($Q_2 < 0$ areas).

**Figure 5: Correlation coefficient analysis.** (A) Correlation coefficient map of the polycrystalline gold electrode calculated from three full CV cycles. (B), (C): Correlation coefficient maps calculated from PR2 and PR3 potential intervals, respectively. (D) Absolute value of the difference between (B) and (C). (E) Absolute value of the difference between two correlation maps calculated in potential intervals OG3 and OG2. SH data was recorded in the PPP polarization combination. Scale bar is 10 µm.

We obtain additional information by performing the correlation coefficient analysis also on the PR and OG potential intervals (see Fig. 3D). As mentioned above, the first potential interval (0.1 – 0.4 V) was chosen as the potential interval corresponding to double layer charging, where on average no/minor ion adsorption is expected. The OG region spans from 1.2 to 1.51 V for the polycrystalline sample. In this potential interval, the first layer of oxide is growing and eventually fully covering the surface.\(^{64,67}\) Correlation coefficient maps are calculated for both PR and OG potential intervals in the second CV cycle (PR2, OG2) and third CV cycle (PR3, OG3). By looking at the map of the absolute difference of correlation coefficient (designated here as $|\Delta\text{CorrCoeff}|$), we can locate surface areas where the SH-V behavior is the same,
or different, from one cycle to the other. The correlation coefficient maps are calculated for a specific interval; however, their difference retains the full history of the sample. For example, a large value of $|\Delta\text{CorrCoeff}|$ (PR3-PR2) indicates that changes have occurred between PR3 and PR2, however these changes could have originated at any point in the cycle and not only in PR2 or PR3 (also during OG2 or reduction, for example). Analogously, a large value of $|\Delta\text{CorrCoeff}|$ (OG3-OG2) indicates that changes have occurred between the OG3 and OG2 region, but those changes could have originated either during the oxide growth (OG2 or OG3), or during the successive reduction and polarization of the sample in PR3.$^a$ Note that here we consider the difference, so both correlation coefficients have to be calculated with respect to the same reference curve $B$ in Eq. (7). Here, we chose a simple $y = x$ curve as reference.$^b$ We applied this approach to the polycrystalline gold sample and present the results in Fig 5B-F. Fig. 5B,C show the calculated correlation maps from PR2 and PR3 potential intervals, which are qualitatively similar to the map calculated with respect to the average SH-V signal in Fig. 5A. Fig. 5D then shows the absolute value of the difference between Fig. 5B and C.

The $|\Delta\text{CorrCoeff}|$ map shown in Fig. 5D shows large spatial heterogeneity over the surface. As mentioned above, the areas with largest values of $|\Delta\text{CorrCoeff}|$ indicate that more changes are occurring in those areas over one full cycle. We take $|\Delta\text{CorrCoeff}| > 0.1$ as an indication for substantial changes occurring to the surface (the error on $|\Delta\text{CorrCoeff}|$ is estimated to +/- 0.04, see SI section S8). Fig. 5E also shows spatial heterogeneity in $|\Delta\text{CorrCoeff}|$ calculated for the OG region. While the magnitude of the $|\Delta\text{CorrCoeff}|$ cannot be directly compared for the PR and OG region,$^c$ we can compare the spatial extent of the changes on both potential intervals. In the OG region, values of $|\Delta\text{CorrCoeff}| > 0.05$ (the error on $|\Delta\text{CorrCoeff}|$ is estimated to +/- 0.02, see SI section S8), indicating areas with changes occurring over one full cycle, are found with a similar spatial distribution as Fig. 5D. The percentage of the total surface displaying changes of $|\Delta\text{CorrCoeff}| > 0.1$ in the PR interval is 39.7%. For comparison, the percentage of the total surface displaying changes of $|\Delta\text{CorrCoeff}| > 0.05$ in the OG interval is 22.7%. The nature of the changes associated with larger $|\Delta\text{CorrCoeff}|$ values will be addressed below. Results for the polycrystalline sample can be compared with the nanocrystalline gold sample shown in the SI (Fig. S5). This comparison highlights that no specific

---

$a$ The correlation coefficient analysis can only be used to compare the relative shape of the SH-V curves; it cannot be used directly to examine if a certain process started at a lower or higher potential.

$b$ This ensures that the SH-V signal will be correlated against the same reference curve, therefore, exposing mutual differences. The mean SH-V signal of the whole image is not appropriate here because it can vary cycle to cycle.

$c$ While the $|\Delta\text{CorrCoeff}|$ can be calculated for each of these regions, comparing their magnitudes is challenging as the possible contributions to the SH signal are likely potential dependent.
surface feature can be observed in the nanocrystalline electrode within our submicron resolution, while for the polycrystalline sample we can clearly distinguish areas whose SH-V profiles change cycle to cycle and areas that do not.

Given that the potential interval PR in Fig. 5D corresponds to the same potential interval considered in Fig. 4, we now can compare the correlation coefficient analysis in the PR with the analysis based on Eq. (3) presented above. The correlation coefficient analysis reveals that changes in the SH-V shape from one cycle to the next (regions with higher value of $|\Delta \text{CorrCoeff}|$) occur in the same spatial regions where the analysis based on Eq. (3) (the result of which are shown in Fig. 4) yields negative quadratic coefficients. There is indeed a remarkable agreement between the percentage of total surface displaying changes of $|\Delta \text{CorrCoeff}| > 0.1$ in the PR interval (39.7 %) and the percentage of total surface where $Q < 0$ (40.3 %) obtained from the analysis of Fig. 4. At the same time, the areas with the largest $Q_3/L_3-Q_2/L_2$ values shown in Fig. 4E, indicating the largest changes cycle to cycle, also match well with the areas displaying the largest $|\Delta \text{CorrCoeff}|$ values in Fig. 5D. It is therefore reasonable to assume that the correlation coefficient analysis can be used to further investigate the areas where $Q < 0$, a prospect that the analysis with Eq. (3) does not offer. Areas displaying a higher value of $|\Delta \text{CorrCoeff}|$ (i.e. $|\Delta \text{CorrCoeff}| > 0.1$) imply a change in the surface structure/chemistry during the electrochemical cycling, which alters the SH-V behavior from one cycle to the next. On the other hand, the areas with lower values of $|\Delta \text{CorrCoeff}|$ indicate that the SH-V behavior in a given potential interval is similar after one cycle. We do not expect electrochemical reactions to happen in the potential interval of 0.1 – 0.4 V and therefore assume that the largest values of $|\Delta \text{CorrCoeff}|$ (PR3-PR2) in Fig. 5D originate from surface restructuring during one entire potential cycle, likely roughening the surface by oxidation and reduction. This further supports the hypothesis formulated within the SH-V analysis of Fig. 4E, where the regions with $Q_2 < 0$ correspond to the areas with the largest surface changes during electrochemical cycling.

Note also that the observation of similar areas of considerable correlation differences ($|\Delta \text{CorrCoeff}| > 0.05$) in the OG potential interval (Fig. 5E) indicates that the SH-V behavior during oxide growth does experience changes from one cycle to the next. We speculate that the SH-V behavior during oxide growth is also affected by surface topographical changes due to potential-induced surface reconstruction. These surface topographical changes may already happen before the OG region and are possibly a consequence of surface reconstruction or oxidation of metastable surface states, processes that are very likely strongly influenced by anion adsorption. These processes could also explain areas with elevated $|\Delta \text{CorrCoeff}|$ in the OG region. Because anion desorption precedes oxide growth (as detailed above), we assume that a different local potential is required to initiate oxide growth in areas where anions behave different from the average (e.g. in $Q < 0$ areas). Such a behavior would also affect the SH-V curve and modify the distribution of $|\Delta \text{CorrCoeff}|$ values in the OG region. On the other hand,
the rest of the areas show an identical SH-V behavior in the oxide growth region from one cycle to the next.

The difference of the correlation coefficient analysis over the analysis based on Eq. (3) is that, as far as the electrochemical behavior of the sample of interest is known, the correlation coefficient analysis can be performed in any potential interval of interest and is not limited to the PR.

**Figure 6: Second harmonic images of different polarization combinations.** All three images represent the mean image averaged from the video frames corresponding to PR2 potential interval. (A), (B), and (C) correspond to PPP, PSS, and PSS divided by PPP polarization combinations for the polycrystalline gold electrode, respectively. Scale bar is 10 \( \mu \)m.

**PSS/PPP polarization combination ratio**

Here we present a way of identifying regions more prone to surface reconstruction during potential cycling, which possibly have a higher catalytic activity, that does not require a lengthy image analysis but relies purely on a measurement. The SH intensity from a given polarization combination is composed of multiple contributions, that unfortunately we cannot separate in our SH data. However, different facets on the surface can have a different response as a function of the incoming beam polarization. Fig. 6 shows two different polarization combinations: PPP, PSS, and their ratio for the polycrystalline gold electrode. It can be observed that these two polarization combinations appear to be complementary: the regions of highest SH intensity in the PPP polarization combination are also the regions of lowest SH intensity in the PSS polarization combination, and vice-versa. Furthermore, the areas with the strongest SH intensity signal in PPP polarization combination in Fig. 6A bear some spatial similarities to the blue areas in Fig. 5D with the lowest correlation difference between CV cycle 2 and 3, while the areas with the strongest SH intensity signal in PSS polarization in Fig. 6B display some spatial similarities with the areas of highest correlation difference in Fig. 5D. Division of PSS by PPP polarization shown in Fig. 6C presents the relative strength of the SH signal in PSS polarization in comparison with PPP polarization and visually intensifies various features at the surface. The cropping of Fig. 6C is a consequence of unintentionally shifted illumination when switching the polarization combinations. Here, we see that this ratio displays almost identical features as the PSS polarization combination in Fig. 6B. Indeed, the regions with a higher PSS contribution
(given as PSS/PPP > 0.1) visually correlate with the regions of higher difference in correlation coefficient observed in Fig. 5D. We estimate that 39.4% of the surface has a PSS/PPP ratio above or equal to 0.1. Comparing this number to the ones found above for the pixels with negative quadratic coefficient (40.3%) and the pixels showing the largest correlation difference above 2 or below -2 (40%), we conclude that all three methods to visualize the data identify similar surface areas (for visual comparison of the similarity between the three methods see video in SI). No specific features can be seen on the nanocrystalline sample presented in the SI (Fig. S6) in both polarization combinations.

We note that the SH image of the PSS polarization combination in Fig. 6B is not directly superimposable with the results of the model described by Eqs. 3, 6 and the correlation analysis (obtained on images recorded in the PPP polarization combination). Some of the most apparent mismatches are the sharp diagonal thin lines in the PSS polarization combination, which we presume are due to surface scratches. The SH intensity of PPP and PSS polarization combinations are dependent on amplitudes of the isotropic, onefold, twofold and threefold symmetry contributions. The difference is, these amplitudes are different for these polarization combinations. Therefore, the SH intensity is dependent on the azimuthal angle of laser illumination. On top of that the SH intensity is dependent on many factors, such as i) the given polycrystalline gold surface facet and its orientation in a given pixel; ii) occurrence of surface reconstruction; iii) anion adsorption and desorption; iv) LSP excitation, etc. Considering all these factors that contribute differently to the SH-V shape and absolute SH signal intensity, it is interesting to see that the images in the PSS polarization combination show a fair amount of similarities to the results of the parabolic model and the correlation analysis. While the model based on Eq. (3) and the correlation analysis were comparing two different CV cycles in PPP polarization combination, the SH image of PSS polarization shown in Fig. 6B is from a single CV cycle. This suggests that the SH PSS polarization combination on this particular electrode/electrolyte system is inherently more sensitive to the areas with irreversible surface chemistry in CV cycling on Au electrodes than the PPP polarization combination. Further work would be necessary to establish if there is a correlation between a high contrast mechanism in a specific polarization combination and areas prone to potential-induced reconstruction also for other metal/electrolyte systems. Such a general correlation could then be used as a basis for large-scale material screening with the goal to locate parts of the surface that are more prone to potential-induced surface reconstruction. This is of interest for studying corrosion and potentially for studying catalytic activity, as rough and dynamic surfaces are often catalytically active.
Conclusion

In summary, optical second harmonic (SH) imaging in a wide-field configuration combined with in-situ cyclic voltammetry is used here to investigate surface reconstruction during potential cycling of gold nanocrystalline and polycrystalline electrodes. Our findings show that, while the average SH intensity as a function of applied bias follows a similar trend as reported in prior studies, it varies drastically on the (sub)micron level for polycrystalline electrodes: Spatial averaging obscures qualitative differences in the SH response. In contrast images of nanocrystalline electrodes show no such heterogeneity. Fitting the SH signal as a function of potential in the polarization region (0 – 0.4 V vs. RHE), where no electrochemical reactions occur and no/minor specific ion adsorption is expected, reveals two distinct dependences on the applied potential. On the majority of the surface (~60%), the SH intensity is found to quadratically increase with increasing bias (Q > 0). This is in line with results of previous SH spectroscopy studies, where only the average SH response of the surface was probed. On the rest of the surface (~40%) the SH intensity quadratically decreases with increasing bias (Q < 0), which has not been reported before. In areas where Q > 0, we can quantify on a pixel-wise level the extent of the contributions from the second-and third-order susceptibilities. This analysis reveals that regions with higher second-order susceptibility, which possibly have a higher localized surface plasmon contribution, tend to be located at the boundaries between areas with (Q > 0) and (Q < 0). Furthermore, these boundary pixels display also the highest changes in the ratio of third-order susceptibility over second-order susceptibility between successive potential cycles, showing that surface reconstruction must occur here during potential cycling. On the other hand, areas with higher third-order susceptibility contribution appear to display minimal changes from one cycle to the next and here the SH signal as a function of applied bias can be explained mainly by reversible changes in surface charging. For the areas where the SH intensity quadratically decreases with increasing bias, we attribute this inverse behavior to anion adsorption at potentials below the average potential of zero charge, which is possibly facilitated by a rough and non-equilibrated surface structure, and therefore particularly susceptible to surface reconstruction during potential cycling. Interestingly, no such areas are identified on the nanocrystalline sample within our submicron resolution.

This hypothesis is corroborated by a correlation coefficient analysis. The correlation coefficient analysis reveals that the strongest changes in the SH-V shape from one cycle to the next (regions with higher value of \( |Δ\text{CorrCoeff} | \)) occur in the same spatial regions where the fit of the SH dependence as a function of potential yields Q < 0. We find that the percentage of the total surface area that is undergoing substantial changes cycle to cycle, where \( |Δ\text{CorrCoeff} | > 0.1 \) in the PR interval, is in good agreement with the percentage of total surface where Q < 0 (39.7 % and 40.3 %, respectively). At the same time, the areas with the largest \( Q_3/L_1-Q_2/L_2 \) values, indicating the largest changes cycle to cycle, also match well with the areas displaying
the largest $|\Delta \text{CorrCoeff}|$ values. We therefore assign these largest values of $|\Delta \text{CorrCoeff}|$ to originate from structural modifications occurring over one entire electrochemical cycle, likely roughening the surface. A similar spatial distribution of the highest $|\Delta \text{CorrCoeff}|$ values is also obtained for the correlation coefficient analysis in a potential region where surface oxide is expected to grow, adding further evidence that $Q < 0$ regions are particularly prone to surface reconstruction during potential cycling. Comparison to the nanocrystalline sample highlights that no specific spatial area of increased surface reconstruction can be observed in the nanocrystalline electrode within our submicron resolution. This finding suggests that the extent of areas with a rough and non-equilibrated surface is dependent on the grain size.

Lastly, the areas with the largest SH intensity in the PSS polarization combination match reasonably well with the above identified areas that are particularly prone to surface reconstruction during potential cycling. Following this observation, we will further investigate SH wide-field imaging in various polarization combinations on other metal/electrolyte systems. Establishing a correlation between a high contrast mechanism in a specific polarization combination and areas prone to potential-induced surface reconstruction would be a valuable tool for the investigation of certain aspects of surface chemistry, like corrosion, or potentially catalytic activity on a polycrystalline sample without any a priori knowledge of its surface structure.

This study demonstrates the applicability of a new imaging modality to the operando characterization of electrocatalysts on hundreds of $\mu$m length scales. Due to its speed and sub-micron resolution, this technique could be utilized to correlate various parameters of the surface (for example it could be potentially used to map out the local $V_{\text{PZC}}$) and chemical reactivity in an application-oriented context.

**Supporting Information**

Illustration of one-beam illumination of the sample, the effect of surface contamination on the CV, details on CV reduction peak at 0.4 V for the nanocrystalline gold electrode, SH mapping of nanocrystalline gold during CV, analysis of SH potential-dependent signal for nanocrystalline gold, correlation-coefficient analysis of nanocrystalline gold, SH images of PSS and PPP polarization combinations for the nanocrystalline gold, third-order susceptibility of gold at the fundamental wavelength used in our experiments, details on processing of the SH videos, determining the error bars of SH images for PPP polarization combination, determining the error bars for the correlation coefficient analysis.
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