Hardware-Software Co-Design of an RPC Processor

Présentée le 11 novembre 2021
Faculté informatique et communications
Laboratoire d'architecture de systèmes parallèles
Programme doctoral en informatique et communications
pour l'obtention du grade de Docteur ès Sciences
par
Arash POURHABIBI ZARANDI

Acceptée sur proposition du jury
Prof. P. Ienne, président du jury
Prof. B. Falsafi, directeur de thèse
Prof. C. Delimitrou, rapporteuse
Dr J. van Lunteren, rapporteur
Prof. C. Koch, rapporteur
Anyone who knows, and knows that he knows,
makes the steed of intelligence leap over the vault of heaven.
Anyone who knows, but does not know that he knows,
should be informed and awakened from his sleep.
Anyone who does not know, but knows that he does not know,
can bring his lame little donkey to the destination nonetheless.
Anyone who does not know, and does not know that he does not know,
is stuck for ever in double ignorance.

— Attributed to Nasir al-Din al-Tusi
To Ardavan, Negar, and my parents.
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Abstract

The booming popularity of online services has led to a major evolution in the way these services are built and deployed. To cope with such online data-intensive services, service providers deploy several massive-scale datacenters, also referred to as warehouse-scale computers, each populated with up to hundreds of thousands of servers. The services also follow the paradigm of microservices, which decomposes online services into fine-grained software modules frequently communicating over the datacenter network using Remote Procedure Calls (RPCs). Microservices simplify and accelerate software development and allow independent development and performance debugging of each microservice using the most suitable programming language and tools. Furthermore, microservices simplify software deployment and enable scaling and updating individual microservices independently. However, because services are deployed in a distributed fashion, frequent communication is needed to complete a request, putting pressure on the networking infrastructure of the datacenter.

As a result, networking technology has been evolving rapidly both in software and hardware to address this extra communication overhead, also referred to as the “RPC tax” in datacenters. High-performance network fabrics and new network protocols have been developed to address the performance and scalability issues associated with the increasing volume of communication between software components. Although the tax on inter-microservice communication includes both the RPC layer and the underlying network stack, ongoing advancements have mainly targeted the network stack, leading to a drastic reduction of the networking latency and exposing the RPC layer itself as a bottleneck. While modern fabrics continue improving network bandwidth, silicon's efficiency and density scaling met an abrupt slowdown with the end of Dennard scaling and the slowdown of Moore's law, putting more pressure on the RPC
Abstract

layer running on the general-purpose CPUs. Overall, the RPC layer accounts for a significant fraction of both a single request's latency and the datacenter's total compute capacity; thus, optimizing the hardware-software stack for RPCs is of critical importance.

In this thesis, we break down the underlying modules that comprise production RPC layers and show that CPUs can only expect limited improvements for such tasks, mandating a shift to hardware to remove the RPC layer as a limiter of microservice performance. Motivated by the growing RPC tax in datacenters, we advocate for hardware-software co-design to evade the RPC tax. We present design principles guiding the architecture of an RPC processor and show that conclusively removing the RPC layer bottleneck requires all of the RPC layer's modules to be executed by a NIC-attached hardware accelerator. We propose a NIC-integrated RPC processor that runs production RPC layers and acts as an intermediary stage between the NIC and the microservice running on the CPU. Because such an RPC processor can peek into the request's data, it opens up further opportunities such as intelligent load balancing and request dispatch. We make the case that such an RPC processor is an ideal candidate for inclusion in future server chips to better support and run microservices as they decompose into even finer granularity.

Keywords: datacenters, servers, warehouse-scale computers, microservices, remote procedure calls (RPCs), datacenter tax, serialization, data transformation, co-design, hardware acceleration.
Résumé

La popularité croissante des services en ligne a entraîné une évolution majeure dans la manière dont ces services sont construits et déployés. Pour soutenir ces services en ligne à forte intensité de données, les fournisseurs de services déPLOYENT plusieurs centres de données à grande échelle, également appelés ordinateurs à l’échelle d’un entrepôt, qui comptent chacun jusqu’à des centaines de milliers de serveurs. Ces services suivent également le paradigme des microservices, qui décompose les services en ligne en modules logiciels à grain fin communiquant fréquemment sur le réseau du centre de données au moyen d’appels de procédure à distance (RPC). Les microservices simplifient et accélèrent le développement de logiciels et permettent le développement indépendant et le débogage des performances de chaque microservice à l’aide du langage de programmation et des outils les plus appropriés. En outre, les microservices simplifient le déploiement des logiciels et permettent la mise à l’échelle et la mise à jour de chaque microservice de manière indépendante. Cependant, comme les services sont déployés de manière distribuée, des communications fréquentes sont nécessaires pour répondre à une demande, ce qui exerce une pression sur l’infrastructure réseau des centres de données.

En conséquence, la technologie des réseaux a évolué rapidement, tant au niveau des logiciels que du matériel, pour faire face à cette surcharge de communication, également appelée “taxe RPC” dans les centres de données. Des composants de réseau à haute performance et de nouveaux protocoles de réseau ont été développés pour résoudre les problèmes de performance et d’évolutivité associés au volume croissant de communication entre les composants logiciels. Bien que la taxe sur les communications inter-microservices englobe à la fois la couche RPC et la pile réseau sous-jacente, les progrès en cours ont principalement ciblé la pile réseau, ce qui
Résumé

a entraîné une réduction drastique de la latence du réseau et exposé la couche RPC elle-même comme un goulot d’étranglement. Alors que les puces intégrées modernes continuent d’améliorer la bande passante du réseau, l’efficacité du silicium et l’augmentation de la densité ont connu un ralentissement brutal avec la fin de l’échelle de Dennard et le ralentissement de la loi de Moore, ce qui a accentué la pression sur la couche RPC fonctionnant sur les CPU polyvalents. Dans l’ensemble, la couche RPC représente une fraction significative de la latence d’une seule requête et de la capacité de calcul totale du centre de données; par conséquent, l’optimisation de la pile matérielle-logicielle pour les RPC est d’une importance critique.

Dans cette thèse, nous décomposons les modules sous-jacents qui composent les couches de production RPC et montrons que les CPU ne peuvent s’attendre qu’à des améliorations limitées pour de telles tâches, ce qui rend obligatoire un changement de matériel pour supprimer la couche RPC en tant que limite de la performance des microservices. Motivés par la taxe RPC croissante dans les centres de données, nous plaidons pour une co-conception matériel-logiciel afin d’éviter la taxe RPC. Nous présentons les principes de conception guidant l’architecture d’un processeur RPC et montrons que pour éliminer de manière concluante le goulot d’étranglement de la couche RPC, il faut que tous les modules de la couche RPC soient exécutés par un accélérateur matériel relié à une carte réseau. Nous proposons un processeur RPC intégré à la NIC qui exécute les couches de production RPC et agit comme une étape intermédiaire entre la NIC et le microservice fonctionnant sur le CPU. Parce qu’un tel processeur RPC peut observer des données de la demande, il ouvre de nouvelles possibilités telles que l’équilibrage intelligent de la charge et la répartition des demandes. Nous démontrons qu’un tel processeur RPC est un candidat idéal à inclure dans les futures puces de serveur pour mieux supporter et exécuter les microservices au fur et à mesure qu’ils se décomposent en une granularité encore plus fine.

Mots clés : centres de données, serveurs, ordinateurs à l’échelle d’un entrepôt, microservices, appels de procédure à distance (RPC), taxe de centre de données, sérialisation, transformation de données, co-conception, accélération matérielle.
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Chapter 1 Introduction

Today’s connected world is fundamentally enabled by the existence of datacenters; the online services they deliver are ubiquitous in the lives of billions of daily users [2]. Email, social networking, web search, and e-commerce are a few examples of such popular massive-scale services. Google now processes over 90,000 search queries every second on average, which translates to over six billion searches per day and over 2.2 trillion searches per year worldwide, showing a $2 \times$ rise in the past few years [3]. Similarly, Facebook reported over 2.8 billion active monthly users [4, 3], and Amazon has an active customer base of over 300 million people, resulting in over three million item shipments per day. With every user generating data and each user request requiring data traversal of this massive dataset, compute and storage demands are growing dramatically, and software has undergone a major evolution [2]. To cope with such online data-intensive services, providers deploy several massive-scale datacenters, also referred to as warehouse-scale computers, each populated with tens of thousands of servers [2].

Many of the applications hosted on these datacenters are interactive, latency-critical services with strict performance and availability constraints [2, 1, 5]. Moreover, these applications are frequently updated and need to have short release cycles in the order of a couple of weeks or even days [2]. To meet these requirements, modern online services are shifting away from complex monolithic services that encompass the entire application functionality in a single bi-
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ary to graphs with tens or hundreds of single-purpose, loosely-coupled microservices [2, 1, 6]. The microservices architecture provides composable software design, with each microservice being responsible for a small subset of the application functionality. Hence, microservices not only simplify and accelerate software development, but also facilitate deployment, scaling and updating individual microservices independently [2, 1, 6]. Moreover, microservices allow independent development of each microservice using the most suitable programming language and tools and simplify correctness and performance debugging, as each microservice can be isolated easily [2, 1, 6].

Despite their benefits, microservices have broad implications ranging from cloud management and programming tools down to operating systems and datacenter hardware design, as they significantly depart from the way online services were traditionally designed [1]. In particular, while communication among software components occurs through simple function calls within a server in monolithic services, microservices require inter-server communication through a common API, such as Remote Procedure Calls (RPCs) or REST [2, 1, 6]. Although decomposing a monolith into microservices implies that each microservice does only a small fraction of the application-level work, the total time spent on inter-microservice RPCs increases in proportion to the number of microservices.

1.1 RPC Tax in Datacenters

Microservices are typically too simple to involve considerable processing; hence, the per-server amount of work required for a request is small, being comparable in terms of latency to the cost of inter-server communication. Consequently, microservices spend a considerable fraction of their execution time in communication, which gets exacerbated as service time shrinks due to higher degrees of service decomposition. In fact, a recent study has shown that the communication overhead can take up to 75% of a microservice's execution time [1]. The increase in communication to computation ratio creates a challenge to minimize the "tax" associated with each RPC. Therefore, inter-microservice communication within the datacenter becomes a first-order performance concern, leading to a “hunt for the killer microseconds”
1.1 RPC Tax in Datacenters

across the entire datacenter system stack [7], particularly the parts exercised by RPCs.

The importance of communication has resulted in a recent wave of fast evolution in datacenter network infrastructure. As datacenter networks continue to scale in bandwidth, with speeds up to 1Tbps on the roadmap for both Infiniband and Ethernet [8, 9], there exists a large body of work to optimize both hardware and software [10, 11, 12, 13, 14, 15, 16] to operate at these rates. Modern datacenter network topologies [17, 18] and protocols for optimized congestion control [10, 12, 14] achieve network traversals of a few microseconds (µs) with high predictability. Furthermore, transport protocols in either user-space [19] or hardware [20, 21, 22] have drastically shrunk the cost of the transport layer from 10s of µs [23] to as low as sub-µs values [13].

Although the tax on inter-microservice communication includes both the RPC layer and the underlying network stack, recent research has targeted chiefly the network stack, leading to a drastic reduction of the networking latency. Hence, the time spent in the RPC layer is becoming a significant fraction of the end-to-end cost of invoking a microservice. Recent studies have reported that the overhead of the RPC software layer can be in the order of tens of microseconds, which is in the same ballpark of the service time of a simple microservice [7]. This cost is a direct consequence of a deep software stack with multiple layers of functionality that is executed even before the proper application-level computation to service the RPC request starts.

The RPC software overhead is not only on the critical path of every RPC request, but also accounts for a significant fraction of a datacenter’s load. A recent study has shown that the RPC layer consumes about 12% of the total CPU cycles at Google's datacenters [24], which is not limited to running microservices. While modern fabrics continue improving network bandwidth, silicon’s efficiency and density scaling met an abrupt slowdown with the end of Dennard scaling and the slowdown of Moore’s law, putting more pressure on the RPC layer running on the general-purpose CPUs. Overall, the RPC layer accounts for a significant fraction of both a single request’s latency and the datacenter’s total compute capacity; thus, optimizing the hardware-software stack for RPCs is of critical importance.
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Despite the critical nature of the RPC layer for microservice performance, CPUs are ill-suited to execute the RPC layer tasks. Even though the underlying tasks are inherently parallel, the software implementations are unable to extract said parallelism. The tasks are variable-sized and too fine-grained for thread-level parallelism to amortize synchronization costs. Additionally, it has already been reported that CPUs are plagued by instruction supply problems when executing microservices [1]. This problem will worsen with the number of functions, message types, and nested RPCs that make up a microservice. When the inefficiencies of CPU-centric RPC processing are combined with the instruction supply issues in microservices, using dedicated hardware for RPC tasks becomes an attractive solution.

The significant role of the RPC layer in the datacenter’s total compute capacity and its relatively high latency overhead has motivated our effort to optimize and co-design the hardware and software stack exercised by RPCs. In order to justify the investment in dedicated hardware, it must be widely applicable and also contain some configurability for the sake of future software deployments. While there is a high diversity in applications running in datacenters and application code gets updated frequently [2], the APIs that applications expose to offer RPC functionality are much narrower and more stable [24]. We, therefore, believe these software layers are good candidates to inspect and accelerate. The commonality of RPC tasks justifies the investment in dedicated hardware for processing the RPC layer. Performing the RPC layer in a dedicated hardware unit integrated with the NIC opens up further opportunities for network-centric RPC request steering, such as a policy based on function affinity.

1.2 Thesis Goals

The primary goal of this thesis is the drastic acceleration of inter-microservice RPCs. As the microservices software architecture continues to proliferate, the common RPC layer gluing the microservices together is becoming a bottleneck. In this thesis, we claim that because CPUs are unable to perform the RPC layer’s underlying functionality at rates matching commodity NICs, it is necessary to execute the RPC layer in hardware to ensure servers keep pace with improving network line rates. To that end, we present design principles and constraints
guiding the architecture of RPC processing hardware and propose a NIC-integrated RPC processor that executes the RPC layer. We show that RPC offload not only accelerates the inter-microservice communication, but also improves the CPU’s performance when executing the microservice by improving its instruction supply. Moreover, it opens up new opportunities for more intelligent request dispatch policies that can further improve the performance and efficiency of server systems. The statement of this thesis is as follows:

*Latency-critical microservice deployments require specialized hardware for RPC processing to match the performance of microsecond-scale software and network stacks.*

### 1.3 Thesis Contributions

This thesis identifies RPC processing as a common yet costly task in modern datacenters and motivates the need for hardware-software co-design for rapid and flexible RPC processing. We introduce guidelines for designing such an RPC processor that enables evading the RPC tax in datacenters. We then implement a proof-of-concept instance of such an RPC processor and demonstrate its benefits. Through a combination of real-hardware measurements, cycle-accurate simulation, and analytical and RTL modeling, we make the following contributions.

First, we demonstrate how increasing demands for fast inter-server communication and reduction in service time stemming from the proliferation of microservices, combined with continuous developments in networking and network bandwidth scaling and the slowdown in silicon density, necessitate hardware-software co-design to transfer functionality from the CPU to bespoke hardware accelerators designed to accelerate the communication software stack. We argue that despite the critical nature of the RPC layer for microservice performance, CPUs are ill-suited to execute the RPC layer tasks. We quantify the cost associated with the RPC layer, and after dissecting the RPC layer, we present insights on (i) why the RPC layer is costly and CPUs are ill-suited to perform the RPC layer functionalities, and (ii) why multi-threading or staging fails to improve the RPC layer’s performance. We motivate the need for an RPC processor to address the growing cost of RPCs in datacenters and to shrink the gap between
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the CPU and network processing rates.

Second, motivated by the growing cost of RPCs in datacenters, we present a set of guidelines and constraints for designing and architecting an RPC processor. We advocate for a design that (i) supports execution of all three modules comprising the RPC layer and leaves only the application business logic to CPU, (ii) resides logically between the server's NIC and its CPU cores to eliminate excessive offload overheads, (iii) is integrated with server's NIC to minimize silicon deployment costs and to enable affinity-based request steering, which improves instruction locality, (iv) employs a new abstraction called transformation schema that simply uses type identifiers and memory addresses, enabling parallelism and making the accelerator compatible with various frameworks, and (v) comprises specialized hardware converters which can perform costly data transformations in a handful of cycles and support a variety of operations defined by the software.

Third, following the aforementioned design principles, we present Cerebros, our implementation of a full RPC processor. Cerebros is integrated with the NIC and NeBuLa architecture [25] and is able to execute the Apache Thrift RPC layer 37 – 64× faster than CPU according to our experiments. Additionally, Cerebros also improves the CPU's performance when executing the application logic of microservice by shrinking the instruction working set and improving its instruction supply. Cerebros also features a novel affinity-based request steering policy, which provides further reduction in execution time for microservices whose functions contend for cache space. Our evaluation using the DeathStarBench microservice suite [1] shows Cerebros reduces the CPU cycles spent per microservice request by 1.8 – 14×. We believe Cerebros is an ideal candidate for inclusion in future server chips to support microservices as they decompose into even finer granularity.

1.4 Thesis Organization

This thesis is organized as follows. Chapter 2 provides background on key application and technology trends that necessitate a rethink in the way RPCs are handled. Chapter 3 motivates
the need for an RPC processor to address the growing RPC cost in datacenters. Chapter 4 presents key design principles of a specialized RPC processor that can remove the RPC layer’s burdensome tasks. Chapter 5 introduces Cerebros, our implementation of a full RPC processor following the design principles of Chapter 4. Chapter 6 details our evaluation methodology, and Chapter 7 evaluates the performance impact of Cerebros on microservices and justifies the design choices we made in Chapter 4. Finally, Chapter 8 discusses related work, followed by Chapter 9, which discusses future research directions and concludes the thesis.
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Online services are ubiquitous in the daily lives of billions of users. They need to operate at scale across geographical regions and offer fast content delivery as well as high resource utilization at low cost [6]. To cope with these needs, service providers have been evolving the way they develop, deploy and scale their services. This chapter provides an overview of the recent software and hardware technology trends in the context of online services and highlights the role of inter-server communication in datacenters. First, we discuss the trend toward software decomposition that led to the rise of microservice and the finer-grained RPCs, which have already reached the \( \mu s \)-scale (Section 2.1). Next, we look at the recent trends in server design; we discuss what a modern datacenter server system looks like and how networking technology in particular, has evolved to support the fine-grain communication needed by microservices (Section 2.2).

### 2.1 Datacenter Services

The rising popularity of cloud services, such as web search, social networking, e-commerce, and video streaming has urged service providers to rethink the way they develop, deploy and scale their services [2, 1]. Most modern cloud applications are interactive and have strict performance and availability constraints. Such services require tens of thousands of servers and petabytes of storage. Additionally, these services are under constant development and
have release cycles on the order of a couple of weeks or even days [2]. To meet these often contradicting needs, modern online services have experienced a major design shift from monoliths to microservices [1].

2.1.1 The Rise of Microservices

Traditionally, online services were developed and deployed as a monolith, meaning that the entire application was built as a single unit. The monolithic design approach for building such cloud services makes them hard to build, update, and scale [1, 6]. Over time the application grows into a monstrous monolith that is too large and complex to be fully understandable. Any change to the application requires the entire monolith to be rebuilt and deployed. In order to scale, the entire application, rather than parts of it that require more resources, has to be scaled.

As a result, online service providers, such as Twitter, Uber, Netflix, eBay, and Amazon, are increasingly building their services using the microservices architecture. This philosophy revolves around building smaller and modular components, the microservices, connected via clean APIs, such as remote procedure calls (RPCs) or RESTful APIs [1, 6]. A service typically implements a set of distinct features or functionality, and exposes an API that is consumed by other microservices or by the application’s clients.

Each microservice may be developed separately by a different group of developers using different languages and tools. Components can be replaced or added seamlessly later as the business evolves and grows, making application lifecycle management both agile and scalable [6]. Hence, it is not uncommon to have release cycles on the order of a couple of weeks or even days [2]. The microservices architecture also enables developers to isolate the effect of a failure to individual components, thus making it easier to build fault-tolerant and reliable software systems. Similarly, it provides better scalability by enabling service providers to scale individual microservices based on the current demand, rather than replicating the whole monolith system [6].
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Figure 2.1: The architecture of the social network application from DeathStarBench [1].

Figure 2.1 illustrates a simple application that is created using the microservices architecture. It presents the architecture of the social network application of the DeathStarBench benchmark suite [1]. The blue boxes represent the mid-tier microservices, each performing a small subset of the overall business logic of the application. A client request reaches a web server (e.g., NGINX) after going through a load balancer. Depending on the type of user request, the web server then creates several requests to the microservices in charge of preparing the response to that request. For example, if the request is to create a new post, various post contents go through various microservices designed to handle each of the parts (i.e., text, user tags, media, or URLs). Each microservice may also invoke other microservices to complete the request. As the mid-tier microservices are stateless, the processing flow eventually reaches the data layer in charge of caching and storing the data. The invocations will eventually return one by one, and the final response is prepared to be sent back to the client.

While the microservices architecture brings many advantages in the form of scalability, reliability, programmability, and deployment, this architecture has drawbacks like every other technology. One of these drawbacks is the complexity that arises from the fact that a microservices-based application is in fact a distributed system running on hundreds or thousands of machines. Hence the services must interact using an inter-microservice communication mechanism over the network. Because microservices are typically simple and small (i.e., the per-service amount of work required for a request is small), the communication cost
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In a monolithic application, components invoke one another using language-level methods or function calls. However, in the case of microservices architecture, the microservices composing an end-to-end application use an inter-microservice communication mechanism to interact with one another. These interactions can be either one-to-one, where each client request is processed by exactly one service instance; or one-to-many, where each request is processed by multiple service instances [28]. While one-to-one interactions can be synchronous or asynchronous, one-to-many interactions are always asynchronous.

Request/response is the most common type of one-to-one interaction, and is usually preferred as a synchronous operation. In this case, microservices typically communicate over Remote Procedure Calls (RPCs) or a RESTful API. REST is an inter-process communication (IPC) mechanism that (almost always) uses HTTP verbs for manipulating resources, which are referenced using a URL. For example, a GET request returns the representation of a resource, which might be in the form of an XML document or JSON object, a POST request creates a new resource, and a PUT request updates a resource [28]. While REST provides a simple IPC mechanism, it is typically only used as a gateway API for the clients, such as browsers or mobile apps, to access a service, rather than inter-microservice communication.

Alternatively, services can communicate using RPCs for synchronous request/response interactions. The RPC model is well-known and has been used for several decades in distributed computing. At the high level, the RPC model allows a service to expose an interface similar to a local function (or procedure) to other services over the network. A service that wants to invoke an RPC exposed by another service prepares an RPC request message indicating which service it is requesting and specifying the RPC’s arguments. That information is then encapsulated in a network packet and delivered to the target server, which extracts the request message from the network packet, executes the invoked function locally, and responds to the requester with the result of the invoked function via the network.
RPCs are typically used for one-to-one, synchronous request/response interactions, where the client expects the response to arrive in a timely fashion. However, there are cases where asynchronous communication is preferred, or a one-to-many interaction is needed, following the Publish/Subscribe (Pub/Sub) pattern. In such cases, microservices interact via message queues or Pub/Sub systems, such as Amazon SQS [29] and SNS [30], and RabbitMQ [31]. At the high level, Pub/Sub systems include intermediary channels, known as topics, and for each topic, they maintain a list of subscribers to relay messages to. To broadcast a message, the publisher simply pushes a message to a topic. Pub/Sub systems can be used to enable event-driven architectures, or to decouple applications in order to increase performance, reliability, and scalability. While such IPC mechanisms are used in datacenters, RPCs are still by far the most common communication mechanism used by microservices. Thus we limit our focus to this type of inter-process communication.

RPC frameworks like Apache Thrift [32, 33], or Google's gRPC [34], usually have a layered architecture, with each layer providing a unique functionality. Common functionalities related to RPC frameworks include data (un)marshaling or data transformation, dispatch and load balancing, encryption and authentication, and compression. The dispatch layer’s main responsibility is detecting the service type requested by the incoming message and invoking the respective service function to process the request. Additionally, it can also be responsible for load balancing the incoming requests. Based on the service type and definition, the data transformation layer prepares the input arguments for the service function by parsing the payload. The same data transformation layer is later used to serialize the response message. While these layers are required for every RPC, other layers (e.g., encryption and compression) are optional.

Microservices are typically too simple, and the per-service amount of work required for a request is small, being comparable in terms of latency to the communication cost. The RPC stack overhead is not only on the critical path of every RPC, but also accounts for a significant fraction of a datacenter’s load: in Google’s datacenters (which are not limited to running microservices), the RPC software stack, including the management of protocol
buffers, consumes about 12% of the datacenter’s total CPU cycles [24]. The growth in the inter-microservice communication overhead has led to a hunt for the “killer microseconds” across all layers of the datacenter system stack [7].

### 2.2 Datacenter Building Blocks

The rapid growth of cloud services not only has radically changed the way services are built, but it has also created a new model for how servers are built and connected together. Modern datacenters are treated as one massive computer—a warehouse-scale computer (WSC)—, where the massive amounts of well-connected storage and processing resources are amortized across many ubiquitous workloads and a large number of users [2]. The building blocks of modern datacenters are commodity server machines connected via commodity networking equipment, which provide better performance per cost ratios than high-end components due to economies of scale [2, 35, 36].

#### 2.2.1 Server Architecture

At the core of modern datacenters or WSCs, there are mid-range server machines that are organized in racks interconnected by hierarchies of networks. Such racks include tens of servers that all share the same power and cooling infrastructure. Figure 2.2 shows a high-level architecture of a canonical Intel-based server node in modern datacenters. Each server blade typically incorporates two CPU sockets filled with mid-range server-class CPUs, each with around 20 cores [2]. More recently, servers also feature additional compute hardware, such as GPUs or custom accelerators like TPUs [37]. While a decade ago, the deployment of specialized accelerators in WSCs was limited, the slowdown of Moore’s law and the wide adoption of deep learning models have led to a rise in the adoption of specialized hardware in datacenters [2]. Examples of such deployments include the wide usage of GPUs and TPUs for deep learning workloads in Google datacenters [37] and Microsoft’s usage of FPGA-based accelerators in their datacenter fleet [38, 22].
As for storage and memory, WSCs incorporate a combination of DRAM, disks, and flash SSDs. Due to the rapid evolution of datacenter networking technologies and the increasing demand for fast access to data, more and more data is being kept in faster storage/memory devices (i.e., SSDs and DRAM). Hence, servers can have 100s of GBs of DRAM and TBs of SSD. Emerging technologies such as non-volatile memory [39, 40] provide another tier between today's DRAM and storage hierarchy [2]. Lastly, one of the most important building blocks of WSCs is the networking hardware. In the following section, we focus on the networking technologies used in modern datacenters, and we look at the recent advancements (both in hardware and software) in this domain.

### 2.2.2 Datacenter Networking Technology

In order to cope with the increase in networking demand and to provide the requisite capacity for online services, today's datacenters have observed focused evolution efforts in the networking and systems domains. These efforts have led to an overall increase of network bandwidth and a drastic reduction in the latency of both transport protocols and datacenter network
traversals. Datacenter network fabrics have been scaling their capacity because bandwidth demands are doubling every 12-15 months [18]. Custom network topologies that resemble a multi-stage Clos network with many layers of aggregation are used by datacenter operators to provide enough path diversity that allows all inter-server communications to attain uniform high capacity [18, 41, 42, 17].

Server NICs have also seen a rapid increase in their bandwidth in the past decade, from the 40Gbps NICs deployed in Google datacenters in 2012 [18], to current products that offer 200Gbps bandwidth and 220M IOPS [43]. Future NIC generations are expected to have even higher capacities as both Ethernet and InfiniBand have forecasted to have bandwidths as high as 1 Tbps soon. Such high speeds demand optimized transport protocols that allow server systems to keep up with this tremendous growth.

Latency-optimized transport protocols such as Homa [14] and NDP [12] have been proposed to provide \( \mu s \)-scale round-trip times, 100\( \times \) better than traditional TCP/IP at the 99th percentile [14, §5.1]. These newly proposed transport protocols are designed explicitly for the inter-microservice RPCs. Exposing the notion of an RPC to the transport layer allows the transport to optimize for latency in multiple ways: optimizing for short messages over long flows, dynamically allocating in-network priorities, and using the receivers to actively pull new packets from senders [14]. The combination of massive NIC bandwidth, optimized network topologies and protocols that provide \( \mu s \)-scale message delivery times has shifted the burden to the hardware and software on the servers that are network endpoints.

Recent industry and academic systems have started to redesign legacy network software to provide commensurate performance. These solutions range from user-space network stacks (e.g., DPDK [19]) to software dataplanes such as IX [44] and Arrakis [45]. Hardware-assisted solutions such as at-scale RDMA over Converged Ethernet (RoCE) deployments [20] and their derivatives (e.g., OmniPath [46]), and custom hardware solutions like Microsoft’s Catapult [22] all perform protocol termination in hardware, shrinking the latency overheads of network stack processing even further by delivering packets directly to the application layer.
Moreover, we have observed a recent trend toward network-compute integration in both academia and industry. This type of integration not only reduces the communication latency by eliminating the costly IO interconnects such as PCIe, but also frees up CPU cycles by offloading functionality traditionally performed on the CPU. Academic examples include Scale-Out NUMA [21], the FAME-1 RISC-V RocketChip SoC [47], and the NanoPU [48]. Commercial examples include Oracle’s Sonoma [49], Calxeda’s ARM SoC [50], and integrated Ethernet MACs in Intel’s Xeon-D line [51]. Such integrated network interfaces can also perform server-side load balancing, further enhancing the performance [52, 25]. In future chapters, we show how such designs can be extended to also perform the RPC layer’s functionality and use the information inside the message header to perform a more intelligent request steering.

We conclude that due to the concerted efforts of system architects and their recent hardware and software proposals, network protocol processing and software overheads have largely moved off the critical path for handling $\mu s$-scale RPCs. In the following chapter, we show that once the transport and network layers are out of the way, the RPC layer itself is the main performance limiter.
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The popularity of online services has urged service providers to rethink the way they develop and scale their services. As a result, modern online services are built using the microservices architecture, where the whole service is decomposed into tens or hundreds of small modular components connected via a clean API, such as RPCs [1, 6, 7, 2, 53]. While the microservices architecture brings many advantages in the form of scalability, reliability, programmability, and deployment, this architecture has drawbacks like every other technology. A single incoming user request may require hundreds or even thousands of servers communicating with each other to process the request [7, 24]. Typically, the per-server amount of work required per request is small, being comparable in terms of latency to the cost of inter-server communication [1]. Therefore, efficient network communication is a first-order performance concern.

While modern fabrics continue improving network bandwidth, silicon's density scaling met an abrupt slowdown [54, 55], putting more pressure on the system stack running on the general-purpose CPUs. To quantify, running Microsoft Azure’s 40GbE network stack on commodity servers already requires the use of two full CPU cores, and dedicating more cores is an untenable solution at future network bandwidths [56]. The signaling rates of InfiniBand have been doubling every three years for the past decade, resulting in commensurate bandwidth improvements, and such an improvement rate is projected to continue in the near
future [8]. A recent InfiniBand NIC from Mellanox delivers 200 Gbps and 200M IOPS, which means the server CPUs have fewer than $\sim 1000$ cycles to complete a request associated with a single network packet [35]. Hence, utilizing all the available network bandwidth has become increasingly challenging, especially with fine-grained messages. Offloading network processing to dedicated hardware addresses such challenges and has already seen wide industry adoption [56, 20, 22], but exposes a new bottleneck for microservices: the RPC layer itself.

The RPC layer running on the general-purpose CPUs is far behind the advancements seen in networking technologies. The overheads of the RPC software layer can be of a few tens of microseconds [7]. Putting this latency number into perspective, the service time for a simple microservice is in the same ballpark. It is shown that microservices spend up to 75% of their on-CPU time in the RPC and transport layers [1], which is a direct consequence of a deep software stack with multiple layers of functionality that is executed for every RPC message. The RPC software overhead is not only on the critical path of every RPC message, but also accounts for a significant fraction of a datacenter’s load. Google reported that the RPC layer consumes about 12% of the total CPU cycles at their datacenters [24], which are not limited to running microservices. In our experiments, we have observed the RPC layer taking up to 90% of the microservices’ on-CPU time and lagging behind the state-of-the-art and future NICs [8, 9] by up to three orderers of magnitude. Overall, the RPC software stack accounts for a significant fraction of both a single request’s latency and the datacenter’s total compute capacity; thus, optimizing the hardware-software stack for RPCs is of critical importance.

This chapter motivates the need for an RPC processor to address the growing RPC cost in datacenters. First, we describe how the move to microservices and their heavy reliance on communication along with technology trends have led to RPCs becoming a performance bottleneck in datacenters. We then quantify the cost associated with the RPC layer, and after dissecting the RPC layer, we present insights on (i) why the RPC layer is costly and CPUs are ill-suited to perform the RPC layer functionalities, and (ii) why multi-threading fails to improve the RPC layer’s performance. Finally, we conclude with why RPC processing is a good fit for hardware acceleration.
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Online services have been transforming from single-binary monoliths to a plethora of fine-grained modules known as microservices. A microservices architecture simplifies development and deployment by creating independent modules responsible for subsets of the application’s functionality, and enforcing modularity between each module [2, 1, 6]. Microservices are deployed across many servers and thus require inter-server communication using an API such as Remote Procedure Calls (RPCs). Figure 3.1 breaks down the layers of the system stack exercised by a microservice. Upon the arrival of a new request, the server first performs transport protocol processing and hands the request to the RPC layer to begin operation. After the RPC layer completes, the actual application-layer code in the microservice runs and then sends its response to the original requester. The response goes through the same layers in reverse before the message leaves the server.

Decomposing a monolithic service into a concert of microservices means that each microservice is leaner than the original monolith. However, each microservice must now traverse the lower levels of the communication stack at least twice (i.e., to receive an incoming RPC and send the matching response). Simply put, decomposing a service into a chain of ten microservices will result in each component doing 10% of the application-level work on average while increasing the aggregate communication time by $10 \times$. As microservices continue to proliferate, the amount of application-level work performed per RPC (i.e., the computation to
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communication ratio) will decrease, thus creating a challenge to minimize the “tax” associated with each RPC.

The above walkthrough presents a simplified case where the application layer is self-contained and completes its processing in isolation (i.e., there is only one incoming and one outgoing message for each request). However, microservices commonly perform several nested RPCs while processing a request, for reasons such as retrieving data from other microservices or sending information as inputs to other microservices. The inclusion of nested RPCs means the execution of the business logic is interrupted multiple times by repeatedly traversing the RPC and transport layers. Such behavior exacerbates the microservice’s computation to communication ratio and further adds to the microservice’s time spent in the RPC and transport layers. Prior work reports that microservices spend up to 75% of their on-CPU time in the RPC and transport layers [1]. Oscillating between the microservice and the RPC layer also negatively impacts the CPU’s instruction supply, leading to a higher number of instruction misses than would be experienced by an RPC-free application.

While the tax on inter-microservice communication includes both the RPC layer and the underlying network stack, ongoing research has drastically reduced the latency of both transport protocols and datacenter network traversals. Modern datacenter network topologies [17, 18] and protocols for optimized congestion control [10, 12, 14] achieve network traversals of a few microseconds (\(\mu s\)) with high predictability. Furthermore, optimized endpoints running protocols in userspace (e.g., DPDK [19]) or hardware (e.g., RDMA [20], Scale-Out NUMA [21], or LTL [22]) have drastically shrunk the cost of the transport layer from 10s of \(\mu s\) for kernel-based TCP [23] to as low as sub-\(\mu s\) values [13]. Hence, the time spent in the RPC layer is becoming a significant fraction of the end-to-end cost of invoking a microservice. We claim that the RPC layer in its current form will inevitably dominate the future latency of microservices, particularly as the processing times of the microservices themselves shrink to the microsecond scale [7]. We now proceed to quantify the costs of the RPC layer.
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3.1.1 The Cost of RPCs

To quantify the costs of the RPC layer, we study microservices from DeathStarBench [1] and measure the fraction of CPU cycles spent in the RPC layer versus the function code itself, where the actual business logic of the application is performed. We also measure how much of the microservices’ instruction working sets belong to the RPC layer. We first go over our experimental setup and then present our findings.

Evaluated Microservices. We select five microservices from DeathStarBench [1] that differ in the following primary parameters that dictate the cost of the RPC layer: number and complexity of functions, frequency of nested RPCs, and message size/format complexity. We evaluate UniqueId (UID), User (USR), UrlShorten (URL), SocialGraph (SG), and ComposePost (CP), comprising one, six, one, seven, and six underlying functions, respectively. The selected microservices represent DeathStarBench’s various microservice classes. Other microservices in this benchmark suite behave identically or similarly to those we evaluated. In particular, most of the microservices are similar to SG and CP, which contain little business logic and spend most of their execution time just passing data along to other microservices or data stores via nested RPCs.

All microservices use Apache Thrift [32] as their RPC layer, to which we have added a new hardware-terminated transport protocol based on NeBuLa [25]. We study each microservice in isolation and create mock components for the other microservices surrounding the isolated one. Due to our use of isolated microservices, we report the CPU cycles expended in only the RPC and application layers. Therefore, our results are independent from the underlying transport and network protocols.

Microservice Characterization. To accurately measure the breakdown between the functions and RPC layer, we instrument the microservices’ code to record cycles expended in the following three steps: (i) the RPC processing that occurs upon new requests arriving, (ii) nested RPCs that occur during the function’s execution, and (iii) the function code itself. Therefore, the cycles we attribute to the function quantify only the time spent executing the application's
business logic. Reported cycle counts are the average number of cycles expended per request across all functions for each microservice. To estimate instruction working set sizes, we apply the methodology used for profiling workloads in Google datacenters [24]: we collect the trace of executed instructions and measure how many unique cache lines cover 99.9% of the trace when ranked by popularity.

**Simulation Setup.** We use the QFlex cycle-accurate full-system simulator [57] to simulate a 16-core ARMv8 CPU running Ubuntu Linux 18.04. Table 3.1 summarizes our system’s configuration parameters. All workloads are pinned on 15 cores, leaving one core for system tasks and interrupt processing. We limit UID to four cores because lock contention limits its scalability. Our simulator includes a load generator that creates incoming requests based on a given popularity distribution, dictated by the structure of the microservice, and delivers notifications to the CPU through the NBUULA transport stack. The load generator also emulates all the mock microservices, mimicking their behavior and instantly responding to RPCs with pre-constructed messages.

Figure 3.2 breaks down each microservice’s mean on-CPU time when processing various request types into the following three categories: (i) the RPC layer for the initial request message and its final corresponding response, (ii) the RPC layer for any nested RPCs that the microservice generates, (iii) the application-layer functions. In all cases, the RPC layer takes a
3.1 The Need for Faster RPC Processing
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Figure 3.2: Breakdown of CPU cycles expended in microservices - Function vs. RPC Layer.

A significant fraction of the microservice's runtime, accounting for 40–90% of the on-CPU time. The fraction of time spent in the RPC layer varies widely because the functions comprising these five microservices have different complexities, input/output message types, and number of nested RPCs. For example, UID has a single function that generates a globally unique integer, and one nested RPC to upload that ID to another microservice. In contrast, CP has six simpler functions, but each can have up to 13 nested RPC calls to other microservices; hence, ~70% of CP's expended cycles are attributed to nested RPCs. We also observed throughputs for the RPC layer in the range of $100 - 200 MB/s$, which are an order of magnitude lower than a commodity NIC's throughput (i.e., $40 Gbps$), and two to three orders of magnitude behind the more advanced NICs that are on the roadmap for both Ethernet and Infiniband with processing rates of up to $1 Tb/s$ [8, 9].

Additionally, the RPC layer hurts the microservice's performance indirectly by bloating the microservice's instruction working set. The decomposition of a monolith into microservices drastically shrinks each individual component's working set. For the microservices we evaluated, we observed working set sizes of 70-190KB, which even though are one to two orders of magnitude smaller than that of monolithic services, they still exceed the typical L1 instruction cache capacity (e.g., AMD's Zen v3 [58], Intel's Ice Lake [59]) by 4–6×. Essentially, although the
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microservice itself could indeed be L1-resident, encapsulating it in a bloated RPC layer results in the working set outgrowing the L1 cache’s capacity. Our study on the five microservices shows that 30-70% of the working set is attributed to the RPC layer. Many individual functions are small enough to fit inside a 32KB instruction cache, whereas when the RPC layer’s instructions are included, the total working set exceeds the instruction cache size. As a result, CPU frontend stalls remain an important bottleneck to address for microservices, as they still account for 20–60% of total CPU slots [60]. In our experiments, ~20% of CPU cycles are wasted on frontend stalls.

This study shows that once microservices are deployed using optimized transport and network layers, the RPC layer is a prime contributor to a server’s expended CPU cycles. Of equal importance is that nested RPCs cannot be overlooked: as microservices become more specialized and modular, the greater the cumulative RPC overheads. Given the significant overhead of the RPC layer in terms of latency and instruction footprint and its universal use by all microservices, it is the next logical step to revisit to improve performance. In order to resolve this emerging RPC bottleneck, it is first necessary to decipher its underlying operations. Hence, in the following section, we dissect the RPC layer, examine its internal operations and identify their associated costs.

3.2 Dissecting the RPC Layer

RPC frameworks such as Apache Thrift [32] or Google’s gRPC [34] are themselves multi-layered architectures. Figure 3.3 expands the RPC layer to display the common functionalities comprising these frameworks in a simple request-response case (i.e., without nested RPCs). An RPC message consists of two parts: a header and a payload. Upon receiving a new request, the RPC layer first has to parse the header, which has fields indicating the message type and the requested function. The header may also include a sequence number to be used for demultiplexing outstanding RPCs completing out-of-order. The dispatch module then runs, which looks up the function ID in a table to retrieve the handler associated with this function and passes control to it. Finally, the handler prepares the input arguments by deserializing
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Figure 3.3: Operations within the RPC layer.

the message's payload and calls the requested function, terminating the RPC layer. Response messages are handled by the RPC layer in a similar manner, applying the same operations in inverse order.

We categorize the aforementioned operations into three modules: (i) header manipulation, which contains header parsing and creation, (ii) payload manipulation, which contains payload serialization and deserialization, and (iii) dispatch. We refer to the two manipulation modules together as *data transformation*, as they essentially boil down to the same type of operations, which we see later in Section 3.2.1. While these modules are mandatory for every RPC, there exist additional modules such as compression, encryption and authentication, that the RPC layer may optionally employ. However, for many of the microservices that only exchange small amounts of data and are not user-facing (i.e., are internal to a datacenter), these modules are often omitted.

We classify RPC layer time into the cycles expended in the three aforementioned modules, using the same experimental setup as in Section 3.1.1 and further instrumentation of the code. Figure 3.4 depicts our results. All cycle counts are cumulative over the request RPC, the final response RPC, and the nested RPCs that occur within the microservice's functions. Payload manipulation stands out as the largest component, accounting for \( \sim 60\% \) of the RPC layer's total expended cycles. The absolute cost of payload manipulation is a function of each message's size and layout and adds up with each nested RPC. CP and SG's aggregate payload manipulation cycles in Figure 3.4 are greater than UID, USR, and URL because they create more nested RPCs, and each individual payload manipulation task is costlier due to larger and more complex messages. In contrast, header manipulation uses an identical format (i.e.,
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Figure 3.4: Breakdown of CPU cycles expended in the RPC Layer.

This study shows that the RPC overheads are concentrated in the RPC layer's payload and header manipulation modules (also known as data transformation), which together make up ~95% of RPC cycles. Hence, we first look further down into data transformation tasks in order to have a better understanding of what they do and why they are necessary. We then look into why these operations are so costly and how we can potentially make them to run faster in Section 3.3.

3.2.1 Data Transformation

Because the microservices architecture consists of fine-grained software components with enforced modularity that are interconnected through RPCs, each microservice is often developed by separate teams using different programming languages and tools that are best suited for that microservice [2, 1, 6]. Hence, RPCs that cross format boundaries must perform data transformation (DT) to and from the desired format. Such DT tasks are also found in
workloads other than microservices, such as databases, data analytics and generally wherever there are multiple software components that need to work together in order to achieve an end goal. Moreover, it is common for storage systems to store objects in a serialized format such as Protobuf’s binary format. RPC frameworks such as Apache Thrift [32] or Google’s gRPC [34, 24] provide a structured way for application developers to define the format of each message and generate the code required to transform that message to and from the wire representation.

To illustrate the essential nature of data transformation, we present an example software stack in Figure 3.5, where microservice 1 performs an RPC to microservice 2 with a Person object as its argument (i.e., message's payload). The Person object must first be serialized to its wire representation on the sender side, and then deserialized later on the receiver side before being ready in microservice 2's acceptable format. Both the serialization and deserialization processes are performed using the code generated by the RPC framework. Critically, this step takes place for every network message between microservices, even those using the same data format, as the data must be flattened into a byte-stream at the sender and unflattened on the receiver side.

Listing 3.1 shows pseudo-code for the serialization process that is done by software frameworks such as Thrift [32] or Protobuf [61], which is part of Google's gRPC [34]. The serialization process converts objects to a series of keys and values, which are then sent over the network. We use Figure 3.6 to aid our explanation — it shows the fields of a basic Person object and its final binary wire representation in the Protobuf format. As transformation operations are similar across frameworks, we use Protobuf as a reference framework throughout this section without loss of generality.
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Figure 3.6: Sample Person object in Protobuf binary format.

Listing 3.1: Serialization Pseudo-code.

```plaintext
serialize (byteStream target):
  for (field f from 1 to N):
    serializeField(f, target)
```

To serialize a Person, each field is individually transformed into its binary representation using the `serializeField` function, where the operation that is performed depends on the field type. For some fields, such as `float`, the source data is directly copied, but for others, the source is completely transformed before being written. The output of each field contains a key (aka. tag), which acts as an identifier for the field, and the serialized bytes of data. For example, the second field in Figure 3.6, `name`, has its tag set to 0x12, which comes from its type, 2 representing a `string`, and its field ID, which is 2. Because the third field is an embedded message called `Phone`, `serializeField` recursively calls `serialize`, and all the output bytes corresponding to this message will be placed into the output stream following the tag. The `Phone` message is shown in Figure 3.6 as an ellipsis.

The wire representation for the `id` field is a common data type in DT frameworks such as Protobuf or Thrift and is called a `varint`, an encoding that depends on the data value. Only the number of bits required to encode the value (e.g., 32 bits to represent the value 123456789, even though the language specifies 64 bits) will be sent on the wire. In order to signal to the receiver that there are more bytes to be processed that represent this integer value, the upper
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Bit of each byte is reserved for the continuation bit, and is set to 1 if there are more bytes to come. These bits are shown as red and underlined in Figure 3.6. Reading from left to right, each continuation bit would signal the receiver to “keep reading” as there are more bytes to come. The receiver stops processing the varint when it reaches a continuation bit with the value of 0. These complete transformations are the most challenging and compute-intensive operations. All DT frameworks contain these types of transformations, such as the itoa operation in JSON.

3.3 Toward Faster RPC Processing

Because the majority of the RPC cost comes from the data transformation tasks, we first look into why these tasks are so costly, and CPUs are ill-suited to execute them. We then explore the use of threads to accelerate DT tasks individually and the RPC layer as a whole. We show that neither multi-threading nor other parallelization techniques such as staging can help to accelerate the RPC layer. Finally, we conclude this section and this chapter by making a case for an RPC processor.

3.3.1 Limitations of Data Transformation on CPU

The process of transforming data on CPUs has two critical limitations, both inherently connected to the use of the ISA as an abstraction to represent the underlying operations. Performing DT on CPUs entails a high instruction count per serialized field and relies on implicit instruction-level rather than explicit field-level parallelism. The object layout expresses the field-level parallelism, but the task granularity is too big for CPU’s ILP window. At the same time, the tasks are variable-sized and too fine-grained for thread-level parallelism to amortize synchronization costs.

The cause for instruction bloat is the fact that many format encodings (e.g., varint) require performing an operation on each byte of the source data and the extra operations needed to access the complex data structures generated by the DT framework. In Listing 3.2, we show
Listing 3.2: Serialization Pseudo-code for Variable Integer 64.

```c
writeVarInt64 (uint64 value, byte* target):
    while(value >= 0x80):
        *target = value | 0x80
        value = value >> 7
        ++target
    *target = value | 0x80
```

pseudo-code for transforming a 64-bit integer to a varint. For each byte of the input value, the code performs a branch to check whether or not the value is large enough to require the use of this byte (e.g., when checking the third byte, the source value must be greater than $2^{14}$). Then, bitwise operations are performed to isolate the correct byte and write it to the output buffer. Moreover, because of the complex data structures generated by the DT framework, and the fact that this code is performed by a general-purpose DT framework with a deep software stack, a series of instructions must be executed before and after the actual transformation function gets executed. For example, the code path goes through 10-15 functions before reaching the leaf writeVarInt64 function.

We quantify the cost of such DT operations using a microbenchmark running on a commodity ARM X-Gene server. We use an X-Gene system-on-chip with eight ARM Atlas A57 4-wide OoO cores running at 2.4GHz available on CloudLab [62]. Our microbenchmark runs (de)serialization tasks using Google Protobuf v3.7 and the message types in Table 3.2. The sizes of these messages are chosen to represent the fact that the majority of network packets sent by latency-critical applications are sub-1KB [41, 14]. The R/W ratio is the number of bytes that must be read for each byte written in the serialized output and depends on each field’s depth and type. For example, varints are converted to different byte-streams based on their values, where strings have an R/W ratio of one (not considering the tag and size). Moreover, the depth of each field (i.e., the number of sub-messages that must be parsed before returning to the top level) increases the read/write ratio because an additional tag and size values must be written in the serialized output. We use the C API for Unix time and `perf` to measure transformation throughput and dynamic instruction count, respectively.
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<table>
<thead>
<tr>
<th>Message Type</th>
<th>R/W Ratio</th>
<th>Max Depth</th>
<th>Size (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1</td>
<td>2.6</td>
<td>1</td>
<td>485</td>
</tr>
<tr>
<td>Type 2</td>
<td>2.75</td>
<td>2</td>
<td>297</td>
</tr>
<tr>
<td>Type 3</td>
<td>4.25</td>
<td>2</td>
<td>232</td>
</tr>
</tbody>
</table>

Table 3.2: Message types and their characteristics.

We measured that 25 dynamic instructions are executed on average per output byte, adding up to hundreds of instructions per field and thousands of instructions per message. Executing these many dynamic instructions per field means CPU’s ILP window is not able to extract the available field-level parallelism, thus capping the achievable transformation throughput at roughly 1Gbps. Improving the performance of serial instruction streams requires boosting the CPU’s IPC. Unfortunately, transforming fields such as varints results in a data-dependent branch per byte; these branches are known to be difficult to predict and limit the attainable instruction-level parallelism. The limited success of control speculation, when applied to data-dependent branches, has also been observed by prior work studying ETL workloads for data cleaning and ingestion [63]. Although classical microarchitecture techniques such as predication [64] would help the performance of varint encoding, today’s CPUs only support partial predication and lack the ability to perform conditional stores [65].

We measured an IPC of 1.5 on this 4-wide OoO core when running the transformation microbenchmark, indicating the application itself does not have enough ILP. In this case, the transformation throughput could get up to 2.8Gbps in the best case, assuming the core was able to achieve an IPC of four (i.e., the full width of this OoO core) when doing these transformations. However, even with utilizing the full width of the core, the throughput would still be far away from the network’s line rate (40Gbps). In fact, at this rate of 25 instructions per byte, in order to match the network’s line rate, the CPU core would have to achieve an IPC of 56. Even if the application exhibited that much instruction parallelism, it is unlikely that any micro-architectural optimization would improve IPC by that much. The raw number of instructions required will inevitably exceed the limits of hardware techniques for instruction-level parallelism.

Unfortunately, parallelizing the data transformation tasks with software threads will not help
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either due to synchronization costs and the granularity of tasks. Assuming all the fields’ types and addresses are known in advance, the most efficient way to parallelize serialization of fields with threads requires a scatter phase in the beginning, which distributes the fields to threads, and a gather phase at the end that brings all the transformed fields back into a single serialized buffer. Hence, there are at least two synchronization points. Considering using a simple locking mechanism to signal other threads, the synchronization cost will be at least 200\(\text{ns}\) [66]. To put this number into perspective, serializing a header or the payload of small messages like the ones used by the UID microservice of Section 3.1.1 takes roughly the same amount of time. In addition to this synchronization cost, there is also the cost of extra copies needed in the gather phase to bring the serialized data from each thread’s local buffer into the final serialized buffer. Hence, the parallel version of this task is, in fact, going to perform worse than its sequential version.

With bigger messages, the synchronization cost gets amortized over the whole execution, making it less of a bottleneck. To illustrate, consider the serialization of a message of Type 3 from Table 3.2, for which CPU takes \(\sim 1\mu\text{s}\) to complete. Parallelizing this task with four threads only gives a 2.2\(\times\) speedup in the best case, assuming perfect parallelism and no additional cost other than the 200\(\text{ns}\) synchronization cost. However, the cost of gathering the data is non-negligible, and it scales with the message size and number of threads.

Moreover, as messages get bigger, they tend to get deeper as well, meaning they have more sub-messages. Such nested messages make both scatter and gather phases more difficult to balance because a sub-message is treated as one single field and all of its data has to be written together in the output buffer. The existence of such fields, along with the fact that even other primitive data types have different transformation latencies lead to significant load imbalance for each thread, penalizing the overall benefit. Additionally, in the case of online services where cores are busy processing multiple requests in parallel, multi-threading is only beneficial if it gives super-linear speedups (e.g., more than 4\(\times\) with four threads); otherwise, the overall throughput of the system gets hurt. For instance, in the above example, assuming running four threads gives 2.2\(\times\) speedup for the DT tasks, the overall system throughput is
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55% of the case where four threads run separately to process parallel requests.

Additionally, while parallelizing serialization is theoretically possible, deserialization is not easily parallelizable in software because it is not known in advance where the data of each field lies in the serialized buffer. One thread has to run ahead to read the data blocks from the serialized buffer, detect the serialized fields and then pass them to other threads for parsing, which significantly limits the attainable parallelism. Hence, we do not expect that parallelizing DT with software threads will yield performance improvements. In the following section, we look into the possibility of improving the RPC layer’s performance using another software parallelization technique to run the whole RPC layer in parallel with stages.

3.3.2 Limitations of Staging the RPC Layer

We do not expect to get any benefit from other parallelization techniques like software pipelining or staged execution either. Staged execution is a well-known technique that improves the performance by improving locality and increasing parallelism when the program execution can be broken into several segments or stages that are chained together, forming a producer-consumer pipeline [67, 68, 69, 70]. As shown in Figure 3.3, processing an RPC request is, in fact, comprised of a chain of tasks (i.e., parsing the header, dispatch, parsing the payload, function, header creation, and payload serialization). While staged execution may seem a good fit for RPC processing, it is not beneficial for similar reasons as to why multi-threading fails to improve the performance of DT tasks—i.e., the tasks are variable-sized and too fine-grained to amortize synchronization costs.

Staging or software pipelining works best when (1) the processing rate of all stages is the same, and (2) the synchronization overhead (i.e., the data transfer cost between two stages and queue contention among threads of the same stage) is negligible compared to the latency of each stage. When the stages do not operate at the same rate, the stages with faster processing rates will be stalled, hence, wasting resources and limiting the overall throughput of the system. Unfortunately, the aforementioned chain of tasks comprising the processing stack exhibits significant latency variability, both across and within tasks. For example, while the
dispatch and header manipulation modules take roughly the same amount of time across messages (i.e., around 100\text{ns} and 200\text{ns}, respectively), payload manipulation can take from just a few nanoseconds (in the case of an empty message) all the way up to a few microseconds, depending on the structure of the payload.

Moreover, one stage of this pipeline is the function itself that runs the business logic of the program, which not only exhibits significant variability within itself, but also can have latencies that are orders of magnitude higher than the other stages. Such high variability leads to poor resource utilization. Additionally, as shown in Section 3.1.1, microservices have several nested calls to other microservices within the function (e.g., up to 13 times in the case of the ComposePost microservice). These nested calls mean the function stage of the pipeline has to be stalled while the nested RPC is completed due to the synchronous nature of the program. Coroutines can help in such cases to break the function into smaller segments and make it reentrant. However, the fine-grained granularity of the segments, along with the extra complexity of such design that makes it error-prone and reduces development velocity, prevent it from being a viable solution; thus, we do not consider such design. As such, nested calls exacerbate the load imbalance and utilization issue.

Even with perfect load balancing and utilization, the extra synchronization overhead precludes any potential performance gain. To illustrate, we assume the latching overhead between two stages is at least 50 CPU cycles [71], which is just the cost for signaling the other thread that the previous stage is completed. Considering each of the aforementioned six tasks of the chain to be a stage in the request processing pipeline, the aggregate latching overhead is at least 250 cycles. Additionally, because of the nested calls, the execution flow goes through the RPC stages multiple times over the course of processing a request. These additional latching overheads bring up the aggregate latching overhead to even a couple of microseconds, which is non-negligible knowing that the whole microservice is about a few microseconds.

While merging the stages into fewer stages lowers the aggregate latching overhead at the cost of less scalability for each stage, there are still other sources of synchronization overhead that limit the staging gains. Each stage consists of multiple threads contending over a single pair
of input and output queues, which introduces extra synchronization overhead. This extra overhead is at least 100\(\text{ns}\) for each stage, assuming using optimized queue-based locks with hardware support [72]. By merging all stages into three stages, one for all the pre-processing tasks that occur before the function, one for the function itself, and one of all the post-processing tasks that occur after the function, the total synchronization cost will be at least 350\(\text{ns}\) for the case where there are no nested calls. The additional synchronization overheads incurred by such nested calls lead to non-negligible microsecond-scale overheads. To compare, the service time of our five microservices from Section 3.1.1 is 6 – 10\(\mu\text{s}\).

Contrary to prior work in which staging is used to gain better instruction and data locality [69, 68, 70], the only advantage of staging in the case of an RPC processing pipeline is better instruction locality because there is no data locality within each stage. In our experiments on the five microservices, we observed on average \(\sim 20\%\) of the cycles being wasted due to instruction misses. Even assuming staging can reclaim all those cycles, staging will still hurt the overall system performance as the microsecond-scale synchronization overheads and resource under-utilization offset the reclaimed cycles.

### 3.3.3 The Case for an RPC Processor

Despite the critical nature of the RPC layer for microservice performance, CPUs are ill-suited to execute the RPC layer tasks. We showed that the underlying data transformation inherent to header and payload manipulation modules is a parallel task, but software implementations are unable to extract said parallelism. The object layout expresses the field-level parallelism, but the task granularity is too big for the CPU’s ILP window. At the same time, the tasks are variable-sized and too fine-grained for thread-level parallelism to amortize synchronization costs. In principle, each field in \texttt{Person} could be independently transformed if the hardware is made aware of each field’s type and memory location. In that case, while the \texttt{varint} encoding is being performed, the \texttt{name} can be copied, and the \texttt{Phone}’s data can be fetched. Serial instructions are the wrong abstraction to expose these types of independent operations because the problem is inherently parallel. Unfortunately, neither software threads nor CPU
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ISAs is the right form to represent this parallelism between fields.

The dispatch module is also unlikely to be efficiently executed on CPUs because it contains multiple data-dependent and indirect branch instructions, which are dependent on the incoming message. Furthermore, staging the RPC processing does not help either for similar reasons as to why multi-threading fails to improve the performance of DT tasks. In addition to these issues, it has already been reported that CPUs are plagued by instruction supply problems when executing microservices [1]. This problem will worsen with the number of functions, message types, and nested RPCs that make up a microservice. When the inefficiencies of CPU-centric data transformation are combined with the instruction supply issues in microservices, using dedicated hardware for RPC tasks becomes an attractive solution.

To justify the investment in dedicated hardware, it must be widely applicable and also configurable for the sake of future software deployments. Our breakdown of the RPC layer shows these exact characteristics are true for its three modules; despite the diversity and rapid evolution of microservices, they all depend on these three ubiquitous modules. Furthermore, the maturity of the RPC layer [24, §4] indicates that dedicated hardware for its modules will not be immediately obsolete. Via the use of a dedicated abstraction to represent both payload and header manipulation, such hardware can be made applicable to any RPC message and framework. Hence, we argue it is feasible to design hardware that is drastically more effective in executing the RPC layer than CPUs.

Although the use of FPGA-equipped NICs has been proposed to accelerate RPC layer operations [73, 74, 75, 76], no existing design has managed to target all of the RPC layer modules we describe in section 3.2. The most difficult challenge is to support the header and payload manipulation tasks because the message objects in production RPC layers are complex pointer-based data structures. Processing such software-readable objects requires judiciously co-designing RPC hardware and software around the constraints of the server’s DMA engine, which only transfers opaque chunks of bytes or scatter-gather arrays [76]. Therefore, we argue that it is logical to handle such tasks with hardware integrated on chip, removing the DMA engine’s constraints as well as the extra latency incurred whenever data must be moved across
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the I/O interconnect. Details of existing proposals are further discussed in chapter 8.

Although it may appear logical to limit the scope of integrated hardware accelerators to the two manipulation modules because they make up \( \sim 95\% \) of the execution time, the seemingly small dispatch module creates a critical bottleneck that must be addressed. Because the dispatch module is logically wedged between the two manipulation tasks and remains on the CPU, the CPU serves as the coordinator that creates offload tasks after a new network message arrives. The resulting split in the RPC layer between software and hardware and using the accelerator as a co-processor introduces excessive fine-grained CPU-accelerator offload overheads. These offload overheads are a critical obstacle limiting the performance gains, particularly because their cost accumulates when a microservice uses many nested RPCs. We conclude that although it is logical to invest in hardware for the two common manipulation tasks, keeping the dispatch module on the CPU cripples end-to-end performance due to cumulative offload overheads, and therefore it must also be done in hardware as well.

The inclusion of dedicated hardware for all three of the RPC layer's modules has the side benefit of improving the CPU's instruction supply. Many individual functions are small enough to nearly fit inside a 32KB instruction cache, whereas when the RPC layer's instructions are included, it bloats the total working set to a few times larger than the instruction cache. In a server with hardware support for the RPC layer, these instructions vanish, and any remaining L1 instruction cache contention occurs when the execution of multiple functions is interleaved on the same core. Deploying the RPC processor as a NIC integration rather than CPU extension enables a unique performance optimization opportunity by doing network-centric RPC request steering. The RPC processor can have the ability to assign requests to cores in a manner that is aware of the function being requested to increase instruction cache locality and lower the inter-function contention.

Summary: The rise of RPC-coupled microservices, combined with developments in networking, is leading to a need to address the overheads in the RPC layer. Unfortunately, despite the critical nature of the RPC layer for microservice performance, CPUs are ill-suited to execute the RPC layer tasks. We cannot rely on software optimizations like multi-threading or staging
to shrink the gap between the CPU and network processing rates either. Despite extreme
diversity among microservices and their rapid evolution, each microservice depends on the
ubiquitous RPC layer. The commonality of RPC tasks justifies the investment in dedicated
hardware for processing the RPC layer. This RPC processor must incorporate all the three
common modules of the RPC layer in order to be most effective. Performing the RPC layer
in a dedicated hardware unit integrated with the NIC opens up further opportunities such
as network-centric RPC request steering based on function affinity. In the next chapter, we
present our hardware/software co-design for rapid and flexible RPC processing.
In Chapter 3, we motivated the need for an RPC processor that addresses the growing overheads of the RPC layer in datacenters. In this chapter, we describe the design space for an RPC processor, hereafter referred to as an RPCProc. Our design is guided by the following six design goals: (G1) the CPU should only need to run the business logic of the microservice rather than the RPC layer, (G2) the RPCProc should be autonomous and not CPU-controlled, (G3) the RPCProc should be synergistic with state-of-the-art NIC architectures, (G4) the RPCProc should be able to scale with the NIC’s line rate and allow the cores to run services at NIC’s rate, (G5) the RPCProc should have minimal silicon requirements, and finally (G6) the RPCProc should be compatible with existing frameworks and programmable to allow compatibility with future frameworks. In this chapter, we present the design of a specialized RPC processor that achieves all the aforementioned goals and is able to completely remove the RPC layer’s burdensome tasks identified in Chapter 3.

4.1 High-Level Architecture

4.1.1 Logical Workflow

In current systems, the NIC directly interacts with the CPU cores to signal the arrival of incoming work, as shown in Figure 4.1. After terminating the network and transport protocols,
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Figure 4.1: Current system design, where both the RPC layer and the application function are executed by CPU cores.

As seen in Section 3.2, the two header and payload manipulation tasks constitute ~ 95% of the cycles spent in the RPC layer. Because both tasks boil down to common data transformation tasks and together they make up most of the RPC cost, it may seem logical to limit specialized hardware design efforts to these two modules. Figure 4.2 depicts such a design where the CPU core offloads the header parsing and payload parsing tasks to the RPCProc (2, 4), but it has to perform the dispatch functionality, which is wedged between the two tasks (3).

Because the dispatch module is logically wedged between the two manipulation tasks and is processed on the CPU, the CPU serves as the coordinator that creates offload tasks after a new network message arrives. The resulting split in the RPC layer between software and hardware and using the accelerator as a co-processor introduces excessive fine-grained CPU-accelerator offload overheads. While in this design the RPCProc is able to accelerate the dominating fraction of the RPC layer, the unnecessary offload overheads limit the performance gains, particularly for small messages where the offload overhead is comparable to the time RPCProc takes to process the message. Hence, the seemingly small dispatch module creates a critical bottleneck that must be addressed.

Offloading the dispatch functionality to the RPCProc is not enough to achieve our second
design goal, mandating the RPCProc to work independent of the CPU (G2). In this case, even if the RPCProc was able to process the dispatch module as well the two manipulation modules, because the CPU is the unit that takes the message from the NIC, there needs to be at least one explicit task offload from the CPU to the RPCProc. A critical requirement for the RPCProc is to receive incoming requests directly from the NIC and process the full RPC layer to completion before involving the CPU. The same is true for outgoing requests, except the RPC layer must entirely complete with a single RPCProc call by the CPU to start the sending process.

Offload overheads stemming from partial acceleration of the RPC layer or CPU’s involvement for explicit task offloads form a critical obstacle limiting the performance gains, particularly because their cost accumulates when a microservice uses many nested RPCs. Hence, we conclude that although the dispatch module takes less than 5% of the RPC layer runtime, it must happen in the same location as the payload and header manipulation tasks. While it is logical to invest in hardware for the two common manipulation tasks, keeping the dispatch module on the CPU cripples end-to-end performance due to cumulative offload overheads, and therefore it must also be done in hardware as well. Moreover, the RPCProc must have a direct interface with the NIC to be able to operate without the CPU’s involvement. Without either of these requirements, the system reverts to the behavior in Figure 4.2, where the dispatch and manipulations are logically split, necessitating the RPCProc to be under CPU control and resulting in unnecessary offload overheads.

Realizing our first two design goals (G1 and G2) requires the RPCProc to be a transport protocol endpoint. The use of lean hardware-terminated protocols actually enables this design change because there is no extra processing to be done once the incoming message exits the NIC.
Therefore, we target such a design for our RPCProc, because it not only allows us to meet our first two goals, but also is sufficient to meet our third design goal (i.e., RPCProc being synergistic with the NIC). Message delivery to the RPCProc could be accomplished by any well-established signaling method, such as in-memory queues [77] or MSI-X interrupts [78].

Figure 4.3 displays the architecture of an RPCProc that achieves our first two design goals: it receives incoming RPC requests directly from the NIC (1) and immediately begins processing the RPC layer without the CPU’s involvement, starting with header parsing (2). It then performs the dispatch module using hardware logic, which reads the function ID from the parsed header, looks it up in a dispatch table, and finds the metadata describing how to parse the corresponding type of payload (3). Using this information, the accelerator parses the payload (4) and passes an application-readable RPC to the CPU (5) that begins executing the requested function (6). Placing the RPCProc’s dispatch module near the header manipulation module is natural because these two stages form a logical pipeline, where the dispatch logic depends on the value produced in the RPC’s header indicating which function is being requested.

An RPCProc with this design is not only essential for solving the RPC layer bottleneck, but it also can provide additional benefit to the CPU when it executes the microservice’s business logic. As our design performs all three RPC modules together in the RPCProc, all of the instructions previously executed in the RPC layer are completely bypassed, reducing instruction cache pressure on the cores. Additionally, the decision of selecting the core to run the incoming
RPC takes place after the function type is already known from the completed header parsing step (2). Based on this information, the RPCProc can choose the core to process this function based on any policy—in particular, we identify temporal locality as a beneficial one. Assigning RPCs to cores that have just executed the same function virtually guarantees that the core’s instruction cache is warm and that function will execute with fewer stalls. We call this approach *affinity-based request steering*. Next, we present our RPCProc’s system integration, which is critical to meet two of our remaining design goals (G3 and G5).

### 4.1.2 Server System Integration

Figure 4.4 shows the architecture of an on-chip RPCProc and the components that execute the header manipulation, dispatch, and payload manipulation modules of the RPC layer. Keeping with G3, we assume the existence of an on-chip integrated NIC with a hardware-terminated transport protocol, because such designs are a natural substrate for a server that is intended to handle communication-intensive microservices. Architectures featuring integrated NICs are already becoming commonplace, following seminal work showing they reduce the total cost of ownership [79]. Academic examples include Scale-Out NUMA [21], the FAME-1 RISC-V RocketChip SoC [47], and the NanoPU [48]. Commercial examples include Oracle’s Sonoma [49], Calxeda’s ARM SoC [50], and integrated Ethernet MACs in Intel’s Xeon-D line [51].

We integrate the RPCProc with the on-chip NIC to reduce silicon costs and deployment
complexity (G3 and G5) because the RPCProc and NIC share glue logic that connects them to the CPU’s memory hierarchy. In particular, both components need a small cache and its matching MMU, which the NIC uses to read/write data coherently and the RPCProc will use to operate on that data when it performs the RPC layer. By moving the endpoint of the transport protocol to the RPCProc, it now must be the agent which communicates with the CPU cores to inform them of incoming RPCs (c.f., Step 5 of Figure 4.3). As CPU-NIC communication has been shown to be problematic for small data transfers, it is logical for an RPCProc meeting G3 to leverage highly optimized architectural support in state-of-the-art NIC designs [80, 25].

An alternate design point is to provision an RPCProc per CPU core, sharing the CPU’s glue logic rather than the NIC’s. However, we choose to use a single shared RPCProc for two reasons. First, the silicon overheads of a design with replicated RPCProcs are considerable, thus contradicting G5. Second, a per-core design precludes the RPCProcs from employing affinity-based request steering because requests are first sent to the per-core RPCProcs by the NIC before the function IDs are known.

Integrating the RPCProc with the server’s NIC enables function-to-core affinity as one of the potentially many policies in the stages of the NIC that assign incoming requests to cores. State-of-the-art NICs already contain support for assigning work to cores based on metrics such as load balancing [52] or TCP connection locality [81], and therefore, it is logical to provide affinity-based request steering in the same location. The RPCProc component for the dispatch module can be easily adapted to extract the function ID from the header-parsing stage, and provide it to the NIC’s core-assignment stages once the entire RPC stack processing is concluded. We now present our RPCProc’s interfaces.

### 4.1.3 Interfaces

Based on our analysis in Chapter 3, we claim that accelerating the RPC layer requires an abstraction that expresses the parallelism inherent in the underlying data transformation tasks (i.e., transforming independent fields). Such an abstraction solves the bottlenecks of expressing transformations in traditional ISAs. When a transformation is compiled into a
CPU’s ISA, field-level parallelism is only unlocked if the core is able to speculate far enough ahead to issue instructions that actually operate on two fields simultaneously. Our analysis in Section 3.3 shows that doing so requires many hundreds or thousands of instructions, greatly exceeding the practical limits of a CPU’s speculative state. An efficient abstraction, therefore, requires representing transformations in an explicitly parallel fashion. The hardware can then unpack the field-level parallelism and enjoy the performance benefits.

The critical observation that leads to our novel transformation abstraction is that the transformation on each field is completely described by its type (thus identifying the operation the hardware must perform) and the address of the input data. Therefore, a data structure containing these two pieces of information for each field is the leanest abstraction required to express all of an object’s transformations. Such an abstraction also enables the RPCProc to work independent of the high-level software RPC framework that is employed as long as the framework sets up the schemata used by the application (G6).

We call our abstraction the schema, which resides in memory and holds the type and address of each field. The schemata are generated by the application, and passed to the RPCProc to instruct it on how to process RPC messages. The software framework (e.g., Protobuf or Thrift) needs to be modified to create the schemata during the process of creating the message, which can be done by updating the Setter methods generated by the framework compiler to populate the schema’s address field as well as the message’s value. Figure 4.5 shows an example of the schema for a Person after each field has been initialized.

Our schema design achieves two goals: first, it enables the hardware to operate on each field
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in parallel by scanning the schema, accessing the data to be transformed, and performing the requested operations. Second, it enables any framework to use the accelerator (G6); the only requirement is to update the schema while creating the message. To provide compatibility with various frameworks, our RPCProc also has an interface for applications to program custom transformations. Upon requesting a new transformation context, the application also has the option to issue system calls to program custom operations into the RPCProc itself. We now present the internal building blocks of our RPCProc and how they implement the above interfaces.

4.2 Components for RPC Tasks

An RPCProc’s most important component is the one that handles payload and header manipulations, because those two tasks constitute the vast majority of RPC latency (c.f., Figure 3.4). Both manipulation tasks essentially reduce to the same low-level operation: given an in-memory object, create its wire format, or vice versa. Due to the prevalence of these manipulation operations and the associated CPU limitations, it is logical to have a bespoke component for object (de)serialization. Although such a component can provide impressive speedups for the manipulation tasks, having this component by itself is not enough as it cannot operate without CPU involvement, missing G1 and G2. In this section, we describe the set of components required to address both the manipulation and dispatch tasks of the RPC layer.

Enabling the RPCProc’s manipulation hardware to directly handle incoming requests from the NIC requires additional control logic that initiates accelerator processing in response to incoming requests, replacing the CPU as the controller. Due to the complexity and recursive nature of the underlying objects inside the requests, the control logic should make no attempt to represent that structure, and instead be limited to creating tasks for the accelerators. This control logic simply indicates the correct schema to the data transformation (DT) component.

Figure 4.6 shows the specialized hardware components comprising our RPCProc. We start
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Figure 4.6: The Building Blocks of an RPC Processor.

with RPCProc’s control logic (labeled Ctrl.), which is responsible for interacting with the rest of the system (i.e., the NIC in our case). The Controller contains internal registers which are read/written by the NIC when invoking new tasks. Upon receiving a new request, the Controller unpacks the request information and schedules a new task for the DT component which includes an array of transformation pipelines.

4.2.1 Handling Data Transformations

Conceptually, the DT component is organized as an array of independent transformation pipelines, each featuring a set of hardware units operating in a decoupled access-execute mode [82]. During serialization, its input units read data from the memory hierarchy based on the Address fields and feed transformation units, which feature simple ALUs that transform data according to the installed schema’s rules. The output units write the transformed data to the designated memory buffer. An architecture like the DT component we have presented is sufficient to handle both RPC manipulation modules (header and payload).

Each transformation pipeline consists of three components dedicated to parsing the schema and fetching data blocks from the memory hierarchy, performing transformations, and writing back results. We first describe the specialized Converters (denoted C in Figure 4.6) and how they achieve complex transformation operations (e.g., varint encoding) in a few cycles.
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Recall from Section 3.2.1 that serializing a varint requires at least one branch, two arithmetic operations, and one memory access per byte. Specialized hardware can achieve this complex operation in a single cycle by extracting each byte from the source data independently, performing the range checks, and inserting the correct continuation bits. Each such operation is read from a small instruction memory (I-Mem) which resides in the Converter. By designing the DT component’s Converter around such specialized operations, the accelerator can attain transformation throughput at higher rates than traditional cores.

In keeping with our goal that the RPCProc architecture should be applicable to various frameworks (G6), we also make the Converter’s I-Mem programmable by system software. The DT component is still usable for rare transformation operations and is forward-compatible with new software. Such custom operations will inevitably have reduced transformation performance due to the return of ISA limitations, but they will still reap the field-level parallelism enabled by using our schema. In such cases, a design with more Converters per transformation pipeline can overlap costly transformations to keep the overall transformation performance high. The software can customize the I-Mem’s contents for new transformations at initialization time when the RPCProc is set up and the application context is created.

Each transformation pipeline also includes two decoupled components responsible for accessing the memory hierarchy, which overlap the memory accesses with actual transformations. These two components are the Reader and Writer (denoted R and W in Figure 4.6 respectively), which access data and stream it to/from the programmable Converter. Our schema also enables the Reader to perform multiple parallel memory accesses without requiring speculation, as each field’s address is explicitly written in the schema by software (in the case of serialization). All memory accesses are performed through the glue logic shared with the NIC.

Once the transformation task is complete, the Controller will notify the NIC through its interface. The usage of parallel transformation pipelines with specialized Converters and decoupled components for accessing the memory hierarchy (i.e., the Reader and Writer) enables the DT component to process DT tasks at NIC’s line rate, hence, achieving G4. We analyze this component thoroughly in Section 7.4.
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4.2.2 Handling Dispatch

In order to eliminate excessive offload overheads and meet G2, the RPCProc must also contain dedicated logic to perform the RPC layer’s dispatch module. The dispatch module must retrieve the target function ID from the parsed header, call the subroutine that deserializes the message’s payload, and then transfer control to the appropriate function when payload deserialization finishes.

To realize this in hardware, the in-memory schema used by the accelerator must include information to specify which header field acts as the function identifier. We argue that as the Reader component is already able to parse the schema, it can be trivially enhanced to use this information to extract the function ID from the deserialized header and perform a table lookup to find the corresponding schema describing this function’s payload manipulation task. Hence, there is no need for an additional component to perform the dispatch functionality. This logic can be trivially performed with a table lookup that returns the expected payload format and address of the matching function. The Reader will then fetch the payload’s schema and starts feeding the Converter with the payload’s fields.

In our design, we assume the function ID is an integer value or an index that can be directly used to perform the table lookup by the Reader. Because the RPC layer code is generated by a compiler based on the described services and message types, the RPC layer compiler (e.g., Thrift) can generate these function IDs. In a case where the function IDs are not treaded as a simple index value, the RPCProc needs to hash the function ID fetched from the message’s header to get an index and perform the table lookup. Prior work has proposed simple hardware units for hashing and table lookups [83]; hence, similar hardware can be employed for RPCProc’s dispatch module in such cases.
Simultaneously meeting all of the design goals of Chapter 4 for an RPCProc requires the following architectural characteristics: First, it needs to support the execution of all three modules comprising the RPC layer. Using dedicated hardware is feasible because the vast majority of the required functionality can be accomplished by an accelerator configured to perform any microservice's RPC tasks. Second, it must reside between the server's NIC and its CPU cores to eliminate excessive offload overheads and allow CPU cores to execute only the application business logic. Third, integrating the RPCProc with the server’s NIC minimizes silicon deployment costs and enables affinity-based request steering. Fourth, the use of a powerful schema that uses simple type identifiers and memory addresses, enabling field-level parallelism and making the accelerator compatible with various frameworks. Finally, specialized hardware converters, which can perform data transformations in a handful of cycles and support a variety of operations defined by the software.

In this chapter, we present Cerebros, our implementation of a full RPC processor following the design principles presented in Chapter 4. We first briefly introduce the critical features of our assumed network hardware and discuss Cerebros’ integration with NeBula’s network stack (Section 5.1). Next, we present Cerebros’ software interface (Section 5.2), followed by the description of Cerebros’ components that replace the RPC layer’s modules (Section 5.3 and Section 5.4). We then conclude this chapter with the extensions for affinity-based request
steering (Section 5.5). Figure 5.3 presents the Cerebros architecture, with indicators showing
the process of receiving and processing an RPC. Alphabetic indicators show events associated
with the NIC, where numeric indicators show Cerebros’ operations.

5.1 Integration with NeBULa

As motivated in Section 4.1.2, it is logical for Cerebros to be constructed over a baseline
system featuring an on-chip integrated NIC and hardware-terminated protocol. We, therefore,
select the NeBULa [25] architecture as our baseline. The NeBULa architecture features an
RPC-oriented hardware-terminated transport and an integrated NIC attached to the server’s
on-chip network. NeBULa’s NIC also supports load-balancing of incoming messages across
threads of the same application.

5.1.1 NeBULa’s Baseline Architecture

The NeBULa architecture is based on the Scale-Out NUMA (soNUMA) architecture [21]
and follows the “Manycore Network Interface” architecture (aka. Split-NI) [80] for CPU-NIC
interactions as shown in Figure 5.1. In this architecture, the network interface (NI) is split into
two parts, a frontend and a backend, which together implement the soNUMA communication
protocol [21] and NeBULa’s extensions.
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Software endpoints communicate with the NEBuLA stack by using an RDMA-like memory-mapped Queue-Pair (QP) interface [77]. The frontend part of the NI handles all the control path interactions with QPs, and thus it is colocated with each core to accelerate the on-chip interactions. The backend part of the NI is replicated across the chip's edge and is in charge of all the data path interactions. It handles the arrival of new network packets and reading data from the memory hierarchy of the server. The communication between the two parts occurs via special packets sent over the on-chip network of the server.

Following the soNUMA architecture, the NIC in the NEBuLA architecture is comprised of three independent pipelines: the Request Completion Pipeline (RCP), the Request Generation Pipeline (RGP), and the Remote Request Processing Pipeline (RRPP). The RGP is responsible for sending new RPC messages. The RRPP handles incoming requests, and the RCP handles incoming message replies. In the Split-NI design, the RGP and RCP are split between the backend and frontend components of the NIC, while the RRPP is only included in the backend. For further details of the Split-NI and its underlying pipelines, see [35].

Figure 5.2 shows the high-level key events that take place when the baseline NEBuLA architecture receives a new RPC request. When packets arrive at the server, NEBuLA's NIC pipelines extract the RPC message from the network packet by terminating the transport and reassembling the possibly fragmented network packets into a full message and place it into the NIC's dedicated cache, which is coherent with the server's memory hierarchy (1). For load-balancing reasons, NEBuLA keeps the arrived messages in a NIC-private memory-mapped queue until a CPU core becomes available to process a new RPC. When a core indicates its availability, NEBuLA creates a new entry in that core's Completion Queue (CQ), pointing...
to the received message's buffer location in memory (2). The core receives the RPC arrival notification by polling its private CQ.

### 5.1.2 NIC Interface and Execution Flow

To meet the goal of performing the RPC layer without CPU involvement (Chapter 4, G2), Cerebros needs to be inserted into the flow of incoming RPCs as a logical step between NEBuLa's transport protocol termination and core notification. As our design goals are best fulfilled by integrating the RPC processor with the NIC, we choose to add a simple interface comprising two hardware queues between NEBuLa's NIC pipelines (i.e., the RGP backend and the RRPP) and Cerebros' control logic. Cerebros only begins RPC processing after network protocol handling completes; the inverse is true for outgoing RPCs.

As in the NEBuLa baseline, the NIC pipelines place incoming RPC messages into the NIC cache. The NIC invokes Cerebros' Controller (labeled as Ctrl.) through a hardware queue (Figure 5.3, A), passing the address of the newly arrived message. Cerebros' data accesses all go through NEBuLa's existing MMU (B) and find the target data already resident in the NIC cache. Once Cerebros completes its processing tasks, its Controller returns a message to the NIC pipelines indicating that RPC processing is complete, which contains a metadata structure with all of the RPC's corresponding data (C). The NIC pipelines' final stages then execute the core selection logic and use NEBuLa's default mechanism to notify the selected
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core through its QP ( ). In Section 5.5, we present how we use NEBUŁA’s core selection logic for affinity-based request steering.

5.1.3 Memory Management

During its payload manipulation stage, Cerebros unpacks the incoming message’s arguments and prepares them for the software to read. However, this implies that a buffer must be provisioned for the deserialized payload, in addition to the transport buffers reserved for and managed by NEBUŁA’s protocol stack. Instead of adding another disparate memory reservation stage in Cerebros’ hardware, a more efficient alternative is to unify this buffer management with NEBUŁA’s transport buffer management and make them “all-or-nothing” atomic. Allocating both the transport and application buffers together avoids the need for additional logic in the NIC to handle cases where transport allocation succeeds but RPC layer allocation fails, which is likely to be rare and complex to handle. To unify the two buffering stages, we extend NEBUŁA’s buffer manager (which originally only manages transport buffers) to also reserve memory for the deserialized payload. If either memory reservation fails, NEBUŁA returns a NACK to the sender according to its existing protocol; the sender reacts to the NACK according to a policy of its choice.

To ensure the allocated size for the application buffer is sufficient to contain the deserialized payload, we use the insight that in production RPC stacks, the maximum possible field-level compression is $4 \times$. This compression occurs only in variable-length integers, which can shrink from eight bytes in their application format to two bytes in the network format. All other primitive types have lower compression factors due to additional metadata, and the same is true for composite types such as Maps. Therefore, Cerebros allocates $4 \times$ the network message’s size for the deserialized payload, which is guaranteed to be sufficient memory even if the entire incoming message consists of variable-length integers. All RPC layer memory comes from the arenas pre-allocated and installed by the microservice through Cerebros’ control interface.
5.2 Software Interface

Cerebros’ control path is used at initialization time by microservices that wish to offload their RPC layer. Software must provide Cerebros with the following information in order for the full RPC stack to execute in hardware: i) its function IDs and their respective payload types, ii) the metadata (schema) describing each function’s payload layout, ii) the globally shared format for header manipulation, and iv) a set of memory arenas used by the manipulation accelerator to place its output into. Each of these parameters is created once on application start, and programmed into Cerebros’ memory-mapped control registers via `ioctl` system calls.

Each of the microservice’s threads creates and registers a dedicated QP that is used for sending and receiving network messages. Incoming messages placed in the thread’s QP have been completely processed by Cerebros and can be directly processed by the function whose ID is indicated in the new QP entry. Outgoing nested RPCs and responses are placed by the microservice directly in the QP without invoking software RPC processing, which is completely performed by Cerebros before the message is delivered to the NIC for transport encapsulation. In case Cerebros cannot process a message (e.g., due to an unrecognized function), a fallback mechanism sends the unprocessed message to a thread, indicating with a null function ID that the RPC layer must be executed in software. Next, we discuss the architecture of the components comprising Cerebros.

5.3 Data Transformation Component

Due to the commonality between the operations, both header and payload manipulation can be handled by a single hardware component performing data transformations. Cereal [84] is an example of an accelerator that targets data transformations with bespoke hardware components. However, it only works with a dedicated serialization format, limiting its generality. Following our G6 from Chapter 4, we believe a data transformation component (DTC) that does not require changing each microservice’s data format to match the specific DTC implementation is more applicable to datacenter microservices. Therefore, Cerebros adopts
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such a DTC design for header and payload manipulation.

The DTC’s key enabling feature is the use of a transformation schema, an in-memory data structure that represents the parallel sub-tasks comprising each manipulation request. Cerebros uses this transformation schema as a flexible accelerator interface that allows defining all types of parallel data manipulation tasks, facilitating compatibility with any RPC framework after the schema’s format is established.

The DTC is internally organized as an array of independent transformation pipelines. A Transformation Pipeline is architected as a decoupled access-execute pipeline [82] and includes a Reader, Converter, and Writer. We now present the implementation details of our DTC. Figure 5.4 displays the microarchitecture of our DTC, comprising its transformation pipelines and their three internal components. As we describe each component, we walk through the process of serializing a message. A similar process applies to deserialization.

5.3.1 Reader

The Reader parses the schema that comes from the Controller, fetches all the fields from the memory hierarchy, and sends them to the Converter. The Reader receives a request’s schema pointer from the Controller through a hardware queue and issues a memory request for that address to NEBULA’s MMU. The Reader gets a cache line containing schema fields, which it stores in a dedicated Field Buffer. The Reader then fetches a field from the Field Buffer, extracts the data pointer, and issues a read request to the MMU. If a field is a sub-message, such as the Phone field of Person in Figure 4.5, the Reader recursively fetches the schema of that sub-message in a depth-first manner.

The Reader gets a cache line containing the field’s raw data, which it then stores in its Data Buffer. The Reader then extracts the required data (in Chunks) from the Data Buffer based on the field’s type, and forwards it to the Converter to carry out the transformation. The Reader also calculates the offset where the Writer should place the transformed data, again depending on the schema. To illustrate this process, consider the string field in Figure 4.5. Once the
second field of the schema is present in the Field Buffer, the Reader determines that it is a string of length eight. The Reader picks the correct eight bytes from the cache line, forms a Chunk with the correct output buffer offset and transformation type, and sends it to the Converter. During deserialization, the Reader fetches data from the serialized buffer, finds the corresponding field in the schema, and passes the information to the Converter.

5.3.2 Converter

The Converter takes in the Chunks sent by the Reader and performs the required data transformation. Once completed, the Converter passes the transformed field to the Writer. The Chunks contain information that identifies the field’s type and therefore what operation to execute. A small (128-entry) instruction memory stores a sequence of instructions for each application-defined type to perform the conversion. This memory is initialized when the application requests to use the accelerator and is indexed by the type field in the Chunk. After data is transformed, the Converter passes the converted bytes to the Writer to be written to the output buffer.

The Converter is implemented as a simple pipeline with the following four stages: instruction fetch, decode and register file read, execute, and register file write-back. The field type
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included in the Chunk indicates the entry in the instruction memory that the Converter executes. For common data types (e.g., `varint`), a single instruction performs the conversion. Other transformations that do not have specialized instructions can execute a sequence of instructions at the cost of reduced throughput. While in our case the Converter takes four cycles for each Chunk (a single instruction), the number of cycles the Converter requires to transform data varies depending on the complexity of the transformation. As such complex transformations that are not supported with a single instruction can benefit from having more Converters (in the same transformation pipeline) that work in parallel on various fields of the same object.

The optimal number of Converters per transformation pipeline is easily determined with Little’s Law. If the expected latency (given by $W$) of a non-dedicated transformation is ten cycles and the arrival rate of Chunks (given by $\lambda$) from the Reader(s) is one Chunk per two cycles, the correct number of Converters to provision is given by: $L = \lambda W = \frac{1}{2} \times 10 = 5$. We provision a single Converter per pipeline because when operating at peak throughput, a Reader can produce one Chunk per cycle if it is picking bytes from a contiguous array. A single Converter and Writer can keep up with this peak throughput. Once the Reader has finished queuing all of the Chunks for a message, it can continue to the next message while the Converter and Writer complete the transformations and write-backs.

5.3.3 Writer

The Writer receives transformed data from the Converter and writes it at the appropriate location in the output buffer, which is identified by a `(base, offset)` pair. The base address is supplied by the NIC, and is passed to the Writer by the Controller, while the offset is calculated by the Reader and passed to the Writer. The Writer contains internal write buffers that assemble a cache line of transformed data from the Converter and writes it through NIC’s MMU. During deserialization, the Writer also writes the data pointers in the schema. Finally, once the Writer issues all the writes for a request, it notifies the Controller of completion.

An architecture like the DTC we have presented is sufficient to handle both RPC manipulation
modules (header and payload); the next component that needs to be addressed is the one handling dispatch.

5.4 RPC Dispatch

Moving the dispatch module into hardware is mandatory for complete RPC layer processing on Cerebros without CPU involvement. We now walk through the tasks performed by Cerebros when the dispatch stage executes, using Figure 5.3 as a guideline. When a new RPC task arrives at Cerebros from the NIC (1), Cerebros’ Controller assigns the RPC to an available transformation pipeline and passes the request’s metadata to it (2). After the DT component first parses the header (3), Cerebros must (i) determine the function ID being requested, and (ii) prepare the payload manipulation task corresponding to that function’s message type.

To meet these two requirements, we extend Figure 4.5’s schema format to include a special marker indicating which field of the header contains the function ID. The Reader in the DTC’s pipeline uses the schema to extract the function ID from the deserialized header. After the function ID is known, Cerebros uses a small table, called the Schema Map, that maps this ID to the correct schema corresponding to the incoming request’s payload format (4). The Schema Map is exposed via an in-memory configuration space and programmed by the microservice at start-up through Cerebros’ control path. The Schema Map’s storage requirements are limited because we expect the number of concurrently active functions to be a few tens.

We also introduce the idea of a split schema, which decomposes each schema into two parts. The first part is the Type column of Figure 4.5, which only represents the data types pertaining to a particular message class. As all of the messages reaching a particular function are of the same type, the Type schema remains immutable and is shared among all messages of the same type, including headers. The second part is unique for each individual message and contains the data pointers (the Address column). Dividing the schemata in this fashion roughly halves their storage requirements, as Cerebros will access the same read-only Type schema for all incoming messages to the same function. Additionally, such division eliminates the need for
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Cerebros’ DT component to create a new Type schema in memory for every request.

Returning to Figure 5.3, after header parsing completes, Cerebros uses the special marker in the header schema to extract the function ID. It then looks up the Schema Map (4) which returns the Type schema for the corresponding function’s payload type. To prepare the payload manipulation task for the incoming RPC, Cerebros creates a blank Address schema in the memory previously reserved by the NIC’s pipelines for the DT component to fill out with each Type’s address. Cerebros’ DTC then begins parsing the payload by reading the raw payload and filling out the Address schema with the addresses where the application-readable fields were placed (5). When payload manipulation completes, Cerebros sends two pieces of information to the NIC’s core selection stage (C): a pointer to the buffer with the application-readable request, and the function ID.

5.5 Affinity-Based Request Steering

The final task remaining is to select a core to send this RPC to—the result of this process is what allows us to realize affinity-based request steering. NICs already implement logic to perform core selection based on a variety of metrics (e.g., load balancing [52] or TCP 5-tuple [81]). Cerebros contains a core selection stage that obtains a set of desirable cores for handling this function from a table called the function map (D). The function map is a direct-mapped table storing a FIFO list of recently executed function IDs for each CPU core. When a new RPC is assigned to a core, the function ID is added to the head of the core’s list, and the tail of the list is dropped. Our implementation only stores a single entry per core, so that a core is only considered as having affinity if it has just executed the exact same function.

Selecting a core for a new RPC involves comparing the function map’s entries against the incoming function’s ID, and considering that a core has affinity to this function if the incoming ID matches. To preserve load balancing, Cerebros’ core selection stage then chooses the core with the fewest number of outstanding RPCs from the set of all cores having affinity to this function. Such policies that assign requests based on the number of outstanding requests
per core have been implemented in hardware by prior work [52, 85]. Further core assignment policy optimizations (e.g., increasing the depth of the list in the function map in the case where multiple functions have constructive code sharing) are interesting extensions to our proof-of-concept implementation.

While the core is being selected, NeBULa’s NIC pipelines create a metadata structure containing a pointer to the incoming message’s Address schema, the corresponding request buffer, and a function pointer that indicates the address where the core must begin executing. Cerebros notifies the selected core of a new incoming request, passing the metadata to it via a QP entry. Once the core receives the notification, it begins executing the function indicated in the metadata structure.
In this chapter, we detail our evaluation methodology. We first describe the microservices and simulation setup used for evaluating Cerebros (Section 6.1). Next, we present the methodology used for a deeper evaluation of the data transformation component along with the implementation details of a stand-alone version of the data transformation component (Section 6.2).

6.1 Full RPC Layer Acceleration

6.1.1 Evaluated Microservices

We choose microservices from DeathStarBench [1] that differ in the following primary parameters that dictate the RPC layer’s cost breakdown: number and complexity of functions, frequency of nested RPCs, and message size/format complexity. Our microservices are Uniqueld (UID), User (USR), UrlShorten (URL), SocialGraph (SG), and ComposePost (CP), which comprise one, six, one, seven, and six underlying functions, respectively. The selected microservices represent DeathStarBench’s various microservice classes. Other microservices in this benchmark suite behave identically or similarly to those we evaluated. In particular, most of the microservices are similar to SG and CP, which contain little business logic and spend most of their execution time just passing data along to other microservices or data stores via nested RPCs. Facebook has also recently revealed their web services (the closest
workload to DeathStarBench’s microservices) spend as little as 18% of their execution time in
the application logic [86].

All microservices use Apache Thrift [32] as their RPC layer, to which we have added a new
hardware-terminated transport protocol based on NEBuLA [25]. We study each microservice
in isolation and create mock components for the other microservices surrounding the isolated
one. Due to our use of isolated microservices, we report the CPU cycles expended in only
the RPC and application layers. Therefore, our results are independent from the underlying
transport and network protocols.

6.1.2 Request Processing Model

Our evaluated RPC layer implements a synchronous request processing model, where each
microservice polls for incoming requests and executes them to completion. Threads also
synchronously poll for the results of their nested RPCs, which Cerebros guarantees will be
returned to the same thread. An asynchronous processing model (where threads begin pro-
cessing new requests instead of polling for responses to nested RPCs) would provide higher
throughput at the cost of extra CPU cycles spent for context switching and higher program-
ing complexity [7]. A user-level threading library such as Arachne [87] would be mandatory
for handling the μs-scale execution times of our evaluated microservices. We emphasize that
because Cerebros’ primary target is the reduction of CPU cycles expended per request, it bene-
fits either processing model, and the saved cycles can be re-purposed to increase concurrency
if asynchronous RPCs are used.

6.1.3 Microservice Characterization

To accurately measure the breakdown between the functions and RPC layer, we instrument
the microservices’ code to record cycles expended in the following three steps: (i) the RPC
processing that occurs upon new requests arriving, (ii) nested RPCs that occur during the
function’s execution, and (iii) the function code itself. Therefore, the cycles we attribute to the
function quantify only the time spent executing the application’s business logic. Reported
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<table>
<thead>
<tr>
<th>Cores</th>
<th>ARM v8; 64-bit, 2GHz, 4-way OoO TSO, 128-entry ROB Next-line instruction prefetcher</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1 Caches</td>
<td>64KB 4-way L1d, 64KB 4-way L1i, 64B blocks 2 ports, 32 MSHRs, 4-cycle latency (tag+data)</td>
</tr>
<tr>
<td>LLC</td>
<td>Shared block-interleaved NUCA, 8MB total 16-way, 1 bank/tile, 8-cycle latency</td>
</tr>
<tr>
<td>Coherence</td>
<td>Directory-based Non-Inclusive MESI</td>
</tr>
<tr>
<td>Memory</td>
<td>45ns latency, 2×25.6GBps DDR4-3200</td>
</tr>
<tr>
<td>Interconnect</td>
<td>2D mesh, 16B links, 3 cycles/hop</td>
</tr>
</tbody>
</table>

Table 6.1: Architectural simulation parameters for evaluating Cerebros.

cycle counts are the average number of cycles expended per request across all functions for each microservice. To estimate instruction working set sizes, we apply the methodology used for profiling workloads in Google datacenters [24]: we collect the trace of executed instructions and measure how many unique cache lines cover 99.9% of the trace when ranked by popularity.

### 6.1.4 Simulation Setup

We evaluate Cerebros using cycle-accurate full-system simulation. We use the QFlex simulator [57] to simulate a 16-core ARMv8 CPU running Ubuntu Linux 18.04. Table 6.1 summarizes our system’s configuration parameters. All workloads are pinned on 15 cores, leaving one core for system tasks and interrupt processing. We limit UID to four cores because lock contention limits its scalability.

Our simulator includes a load generator that creates incoming requests based on a given popularity distribution, dictated by the structure of the microservice, and delivers notifications to the CPU through the NeBUŁA transport stack. For the User microservice, in particular, we use the following popularity distribution: 5% of the requests are for the RegisterUser function, 5% for the RegisterUserWithId function, 10% for the Login function, 30% for the UploadCreatorWithUserId function, 30% for the UploadCreatorWithUsername function,
and the remaining 20% requests are for the GetUserId function. The load generator also emulates all the mock microservices, mimicking their behavior and instantly responding to RPCs with pre-constructed messages.

6.2 Study of the Data Transformation Component

The data transformation (DT) component is the most critical component of Cerebros as the majority of the RPC layer’s cost is associated with the data transformations inherent in both the header and payload manipulation tasks. Cerebros’s performance and its ability to perform RPC processing at NIC’s line rate is dictated by how fast its DT component can process DT tasks. Hence, we see the need to perform a stand-alone study of the DT component.

Such DT tasks are also found in workloads other than microservices, such as databases, data analytics, and generally wherever multiple software components need to work together to achieve an end goal. Moreover, it is common for storage systems (e.g., key-value stores) to store objects in a serialized format such as Protobuf’s binary format. Because our DT component has use cases in other application domains, we propose and implement a stand-alone version of our DT component or a DT accelerator (DTA) that can process DT tasks without being integrated with the NIC. On the contrary to what we proposed in Chapter 4, this design presents a more relaxed and less intrusive point in the design space, where the server system does not require integrated NICs, and the overall throughput of the system is more important than its service latency. We still maintain the goal of achieving the NIC’s line-rate performance.

We now describe our design for a DTA, followed by our implementation of such a stand-alone DTA, called Optimus Prime. In Chapter 7, we evaluate the performance of the stand-alone DTA using micro-benchmarks (Section 7.4) and also compare this implementation to our full RPC processor in the context of microservices to highlight the impacts of offload overheads (Section 7.5).
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6.2.1 Designing a Stand-Alone DTA

In this section, we lay out the design of a DTA, prioritizing the following design goals. First, the DTA must be able to directly communicate with the cores, to get new tasks and notify the cores on completion of the tasks. Second, the DTA should perform DT tasks at NIC line rate, as this DTA will still be used by software components that commonly communicate with each other. Third, similarly to the RPCProc, the DTA should be compatible with existing DT frameworks and programmable to allow compatibility with future data formats. Third, a DTA should have minimal impact on existing server architecture, limiting deployment cost. To achieve these goals, we seek to answer the following questions: i) what interfaces should the accelerator have with the software framework and the server system, ii) what additional components are needed as building blocks compared to the DT component we designed for our RPCProc, and iii) where should the accelerator reside in the server?

Interfaces

We argue that the combination of our proposed transformation schema (Section 4.1.3) with programmable Converters (Section 4.2.1) is enough to allow the DTA to be framework-agnostic. The only requirement is that the software framework needs to update the schema while creating the message. Moreover, the schema enables the hardware to operate on each field in parallel by scanning the schema, accessing the data to be transformed, and performing the requested operations. We now present the interface design between the DTA and the rest of the system.

In the left half of Figure 6.1, we see a traditional multi-core server system, with a number of cores connected by an on-chip network (NoC). Because the DTA must be able to interact with the cores directly, it must use its own “glue logic” rather than relying on the NIC’s. In particular, the DTA exposes a set of internal registers to the system software, which we map to I/O virtual addresses (IOVAs) in each process’ address space to enable kernel-bypass and minimize invocation latency [44]. Applications use memory-mapped I/O (MMIO) writes to
Figure 6.1: Architectural overview of a DTA. Light grey structures are configured by the control path, and dark grey structures directly communicate with the application.

These IOVAs to request new transformations, and repeated MMIO reads to poll for completions. Additionally, as the DTA needs access to the schemata and objects, it requires access to the server’s virtual memory system. Given such access to the virtual memory system, the DTA can use regular pointers for schemata and messages, avoiding wasteful copies. Each request contains pointers to the schema and the output buffer for this transformation.

For an application to begin using the DTA, it performs a system call that returns a private context containing: (i) a set of per-core memory arenas where all messages from the application must be constructed, and (ii) the I/O virtual addresses where new requests are to be submitted. It is common for DT frameworks to use arena-based memory management [88], which follow the principles of user-level allocators like jemalloc. Because software already builds its messages in these arenas, the system call provides the arenas’ virtual addresses to the DTA so it can access the messages to be transformed. While there are rare cases where the application has pre-populated responses in its internal data structures, we focus on the general case where the application creates a new response message for every request.

To provide compatibility with a variety of DT frameworks, our DTA also has an interface for applications to program custom transformations. Upon requesting a new transformation context, the application also has the option to issue system calls to program custom operations into the DTA itself. We now present the internal building blocks of our DTA and how they
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implement the above interfaces.

Building Blocks

The right half of Figure 6.1 shows the specialized hardware components comprising the DTA. The main two changes compared to the RPCProc's DT component are in the Controller and the Block Buffer. We start with the Controller (labeled Ctrl.) component as it is responsible for interacting with the server's cores (as opposed to interacting with the NIC pipelines in the case of RPCProc). The Controller contains the DTA's internal registers, which are read/written by the cores when invoking new transformations. Upon receiving a new request, the Controller unpacks the schema and output buffer pointers and sends them to a transformation pipeline. Once the transformation is complete, the Controller's registers are updated and the core will see the completion with its next MMIO read.

The design of the transformation pipeline is the same as in the RPCProc—i.e., architected as a decoupled access-execute pipeline [82] of three components dedicated to parsing the schema and accessing data from the server's memory (Reader), performing transformations (Converter), and writing back results (Writer). However, all memory accesses are now performed by means of a non-coherent Block Buffer, which acts as a scratchpad for the Reader and Writer, translates the virtual addresses of each field, and issues the corresponding reads and writes to the server's NoC. We next discuss the physical placement of DTA in the server.

Physical Location

Placing the DTA off-chip and connected over PCIe offers the lowest cost and least intrusive design point. However, the ~ 1µs latency of the PCIe interconnect [89] quickly becomes an obstacle for common nested messages (e.g., Person), due to the multiple PCIe roundtrips to fetch the nested message's pointers. Therefore, we focus on the tradeoffs inherent to an on-chip DTA, and discuss the following options: a private DTA co-located with each core, or a shared DTA that is placed on one of the chip's tiles.
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These two choices expose a critical tradeoff between transformation latency and silicon provisioning. In the case where a DTA is co-located with each CPU core, it shares the core's L1 cache and TLB, eliminating the need for the Block Buffer component. However, private DTAs will require the Reader, Writer, Converter and Controller to be replicated. Effectively, choosing private DTAs costs more silicon but lowers data access latency and eliminates variability in the access latency, which is attributable to the NUCA architecture of the server's LLC. In contrast, attaching the DTA to the NoC as a shared component accepts the variability but attains more efficient silicon provisioning. We claim that despite the higher memory access latency and variability, the DTA should be shared due to the fact that the silicon costs of private DTAs quickly add up with increasing core counts. Our DTA is therefore shared and sits at the chip's edge, as shown in Figure 6.1.

6.2.2 Optimus Prime

In this section, we present Optimus Prime (OP), our implementation of a stand-alone DTA, which follows the principles in Section 6.2.1. OP includes two main changes compared to the Cerebros's DT component presented in Figure 5.4: (i) the Controller component is modified to enable direct interaction with CPU cores, and (ii) OP includes a new component called Block Buffer that facilitates the Reader's and Writer's data accesses.

Controller

The Controller receives transformation requests from the cores and notifies the corresponding core upon completion. It contains a set of dedicated control registers which CPU cores access through MMIO to request new transformations. Each request includes a pointer to the schema to be transformed, a pointer to the output buffer where data has to be written, a pointer to the serialized buffer (for deserialization only), and a valid bit. When a new request arrives in the control registers, the Controller's internal control logic passes the schema pointer to the Reader and output buffer pointer to the Writer.

Upon request completion, the valid bit is cleared and the CPU core will determine the trans-
formation is completed with its next MMIO read. In our implementation, transformations are synchronous in nature; therefore, a core waits for a request completion before it issues another. Asynchronous transformations can also be implemented by writing each request to a different control register and polling each one.

**Block Buffer**

OP has a virtually-indexed, virtually-tagged Block Buffer, which is not coherent with the rest of the on-chip hierarchy. Synonyms are resolved by tagging each entry with the core ID associated with the transformation. If a data request to the Block Buffer results in a miss, the Block Buffer issues an explicit read request using the cache coherence protocol. The Block Buffer has a TLB, which contains the virtual-to-physical translations for per-core memory arenas where applications construct their objects. The OS allocates and pins a per-core arena at initialization time for each application and fills the TLB with the translations.

We assume services that wish to use OP run on dedicated cores, which is a common practice in datacenter workloads. As such, the TLB has as many entries as cores, is directly indexed by core ID and maintains the translation for as long as the microservice is active. Such a direct-mapped table has a small silicon footprint even with hundreds of cores. As the cores create every object in their private arenas whose translations are pre-installed, the TLB never misses. The total amount of pinned memory for the arenas is also relatively small, given that modern servers integrate hundreds of GB of DRAM [90]. Filling translations into the TLB at initialization time is a low-cost operation required only in the case of a context switch.

**Optimizations**

Each transformation pipeline's throughput heavily depends on memory access latency. Before any Converter can begin transforming data, a Reader must perform at least two memory accesses, one for schema and another for the corresponding data. More accesses are required for fields that are objects themselves (i.e., sub-objects). However, as the Reader has access to the object's schema in its Field Buffer, it can issue prefetches for each upcoming field and
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overlap the access latency. These prefetches attain 100% accuracy because the object's schema explicitly contains the address of each field.

Even with prefetching, we find that the pipeline still spends the majority of its cycles waiting for memory accesses. To increase utilization further, the pipeline can be time-shared among multiple requests. This technique is similar to coarse-grained multi-threading in CPUs [91] and requires keeping multiple request contexts per Reader, which can be rotated in one cycle. The Converter and the Writer do not require contexts as they do not retain the message state.

Time-sharing provides almost the same performance as physically replicating the entire transformation pipeline. The optimal degree of time-sharing is limited by the pipeline's idle fraction. For example, a pipeline that is stalled 75% of the time will have a utilization rate of 100% with four contexts. Adding contexts beyond this point will only increase request latency.

To aid the explanation of OP's possible configurations, we introduce the following notation: $\text{OP} \{i, j\}$ refers to OP with $i$ physical transformation pipelines, with each being time-shared among $j$ DT requests.

6.2.3 Methodology

Microbenchmark

To study the performance of our stand-alone DTA, Optimus Prime (OP), we use a multi-threaded micro-benchmark that generates (de)serialization tasks based on Google Protobuf. In order to directly evaluate the maximum throughput of OP, the micro-benchmark sends (de)serialization requests to OP in a tight loop. This scenario represents the upper bound of the load offered to OP; as in a real-world deployment, the application will also consume CPU time. As specified in Section 6.2.1, each core sends a transformation request to OP with MMIO writes, and repeatedly polls the address to check if the request is complete. Once the request completes, the core generates a new request and sends it to OP.

To choose representative objects to be transformed, we create three object classes shown in Table 6.2. The sizes of these objects are chosen to represent the fact that the majority of
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<table>
<thead>
<tr>
<th>Object Type</th>
<th>R/W Ratio</th>
<th>Max Depth</th>
<th>Size (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flat</td>
<td>2.6</td>
<td>1</td>
<td>485</td>
</tr>
<tr>
<td>Mixed</td>
<td>2.75</td>
<td>2</td>
<td>297</td>
</tr>
<tr>
<td>Nested</td>
<td>4.25</td>
<td>2</td>
<td>232</td>
</tr>
</tbody>
</table>

Table 6.2: Object types and their characteristics.

Network packets sent by modern online applications are sub-1KB \[41, 14\]. The R/W ratio is the number of bytes that must be read for each byte written in the serialized output, and depends on each field’s depth and type. For example, varints are converted to different byte-streams based on their values, where strings have an R/W ratio of one. Moreover, the depth of each field (i.e., the number of sub-objects that must be parsed before returning to the top level) increases the read/write ratio.

**Area and Power Analysis**

To estimate OP’s area and power, we implemented OP in VHDL and synthesized it with the Synopsys Design Compiler [92] using TSMC 28nm technology (Core library: TCBN28HPMBWP35, Vdd: 0.9V). We use a 2GHz clock rate and set the compiler to the high area optimization target. The synthesized RTL only takes into account the Controller, Reader, Converter, and Writer. We add the power and area of the Block Buffer and TLB using CACTI 6.5 [93]. Finally, we compare our area and power overheads with Cortex-A57 numbers from prior work [94] in Table 7.1.

**System Organization and Simulation Parameters**

We simulate a 16-core ARMv8 server running Ubuntu Linux 18.04 in full-system cycle-level detail using the QFlex simulator [57], which combines the QEMU emulator with the timing models from the Flexus simulator [95]. Table 6.3 summarizes the simulation parameters. All workloads are pinned on 15 cores, leaving one core for OS threads and interrupts. OP is attached to a corner tile of the NoC mesh, which has access to two NoC links. Therefore, OP has a total read/write bandwidth of 32 bytes/cycle (i.e., 512Gbps).

To quantify the implications of offload overheads, we estimate the best-case performance
for Optimus Prime—i.e., we assume no queuing delays on the accelerator and that all data it requires is delivered with a single access to the cache hierarchy. We model the accelerator’s processing time as the cycles required by OP’s transformation pipeline to process all the fields of the message. To calculate the cost of a single synchronous offload, we model five sequential traversals of the server’s on-chip network: (i) the CPU invokes the accelerator through MMIO writes; (ii) the accelerator reads the metadata describing the task, which is delivered separately from the invocation; (iii) the accelerator reads the data block(s) corresponding to the task; (iv) the data to be returned is written back to the cache hierarchy; and (v) the accelerator notifies the CPU. Each of these traversals incurs a latency of 40 cycles, measured using our cycle-accurate simulator.

<table>
<thead>
<tr>
<th></th>
<th>ARM v8; 64-bit, 2GHz, OoO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3-wide dispatch/retirement, 128-entry ROB, TSO</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>L1 Caches</th>
<th>32KB 2-way L1d, 48KB 3-way L1i, 64-byte blocks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 ports, 32 MSHRs, 2-cycle latency (tag+data)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LLC</th>
<th>Shared block-interleaved NUCA, 8MB total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>16-way, 1 bank/tile 6-cycle access</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Coherence</th>
<th>Directory-based Non-Inclusive MESI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interconnect</td>
<td>2D mesh, 16B links, 3 cycles/hop</td>
</tr>
<tr>
<td>Memory</td>
<td>45ns access latency</td>
</tr>
<tr>
<td>OP</td>
<td>Block Buffer: 8KB, 2-way, 64-byte blocks, LRU</td>
</tr>
<tr>
<td></td>
<td>64MSHRs, 1 cycle hit, 2 read/write ports</td>
</tr>
<tr>
<td></td>
<td>TLB: 2MB pages, 64 entries, direct mapped</td>
</tr>
</tbody>
</table>

Table 6.3: Architectural simulation parameters for the stand-alone DTA study.
Chapter 4 presented a set of design guidelines for building an RPC processor. In Chapter 5, we introduced Cerebros, a full RPC processor integrated with the NEBULA architecture and implemented following the guidelines of Chapter 4. In this chapter, we evaluate the performance impact of Cerebros on microservices and justify the design choices we made in Chapter 4.

We begin our evaluation by showing Cerebros’ ability to virtually eliminate the RPC processing tax and to achieve our first design goal: that CPU cores only execute the microservices’ business logic and not the RPC layer (Section 7.1). Next, we demonstrate how fully offloading the RPC layer actually improves the performance of the microservices themselves (Section 7.2), and show the benefits of affinity-based request steering (Section 7.3). We then focus on data transformation (DT) component and evaluate our stand-alone DT component, Optimus Prime, and perform a scalability study to show how it achieves line-rate DT processing (Section 7.4). We also show the implications of only accelerating the data transformations within the RPC layer and quantify the performance implications of offload overheads, demonstrating the need for Cerebros to directly interact with the NIC and perform the entire RPC layer (Section 7.5).
7.1 RPC Layer Acceleration

Figure 7.1 shows the mean on-server expended CPU cycles per request, broken down into the RPC layer and the application-level function. Cerebros virtually eliminates the cycles spent in the RPC layer and thus reduces the expended CPU cycles by \(1.8\)–\(14.2\)\times, depending on the fraction of cycles attributed to the RPC layer in the baseline.

The effect of RPC layer offload to Cerebros is most pronounced for SG and CP, as they spend \(~90\%\) of their cycles in the RPC layer due to heavy use of nested RPCs (Section 3.1.1). The functions of these two microservices primarily pass along the information contained in their input messages to other microservices, performing tiny amounts of business logic. A function in CP can include up to 13 nested RPCs, accounting for up to \(~70\%\) of the microservice’s total expended cycles on average (as shown in Figure 3.2). In contrast, SG has a maximum of five nested RPCs, but the messages it exchanges with other microservices include complex nested objects and are larger than CP’s. Message size and complexity make SG’s breakdown of RPC versus function time similar to CP’s, despite fewer nested RPCs. Cerebros is able to effectively eliminate the RPC layer’s overheads, whether the underlying root cause is deep RPC nesting or transformation complexity.
Business logic in UID, USR, and URL is more complex, hence forming a more notable fraction of the expended cycles. Additionally, UID’s messages do not contain complex objects and are smaller than 50B in size. Despite the relative simplicity of UID’s RPC tasks, Cerebros still attains a $1.8 \times$ reduction in CPU cycles.

### 7.2 Improved Function Performance

As a side-effect of full RPC layer offload, Cerebros reduces the on-CPU service time of each microservice’s business logic as well. Figure 7.1 shows 2–49% fewer expended cycles in the functions as a result of improved CPU frontend performance due to reduced instruction working set. To clearly show the effect on the CPU frontend, we measure the working set sizes and the number of misses per thousand instructions (MPKI) of our five microservices in two configurations: when the RPC layer is performed by the CPU and when it is offloaded to Cerebros.

Figure 7.2a shows the instruction working sets of our evaluated microservices. In the baseline CPU system, the bloated RPC layer results in total working sets that exceed the L1-I’s capacity by up to $3 \times$. In contrast, Cerebros’ RPC layer offload reduces the working set by 27–68%, which naturally translates to a higher L1-I hit rate. The working sets are most visibly reduced for SG and CP, as they have little business logic in their functions and their instruction footprints correspond more directly with RPC layer code, due to their large number of nested RPCs and complex message types. Hence, when the RPC layer is offloaded to Cerebros, we see a reduction of more than 60% in their instruction working sets. On the contrary, UID includes only one nested RPC and uses simpler messages, while the function itself is roughly 43KB in size. Even then, offloading UID’s RPC layer to Cerebros shrinks the instruction working set by 38%.

Figure 7.2b depicts the L1-I MPKI before and after the RPC layer offload. The working set reduction achieved by Cerebros directly affects the core’s frontend performance, virtually eliminating instruction misses for four of the microservices and reducing CPU cycles wasted.
on instruction misses by 5–93%. Instruction miss reduction also yields a 2–49% reduction in function cycles, as shown in Figure 7.1, highlighting that RPC layer offload has a significant positive side-effect on the CPU performance.

USR benefits the least among all microservices because it includes two functions with working sets larger than 90KB in size. It also experiences the smallest reduction in the instruction working set, as shown in Figure 7.2a. In such cases where the aggregate working set of all the functions still outstrips the L1-I cache, even fully offloading the RPC layer to Cerebros provides limited benefits to the CPU’s frontend. We now evaluate the performance of affinity-based request steering that ameliorates CPU frontend inefficiencies in these exact cases.

### 7.3 Affinity-Based Request Steering

Although the aggregate working set of the USR microservice when using Cerebros is ~140KB, four of its six functions are small enough to fully reside in a 64KB instruction cache if running in isolation. However, the working sets of the other two functions are >90KB. When the NIC’s core selection policy does not take into account function locality, all six functions will compete for L1-I cache capacity, resulting in the high number of instruction misses visible in Figure 7.2b even after Cerebros’ RPC layer offload. This phenomenon particularly hurts the performance of functions for which L1-I misses account for a large fraction of total execution time.
Figure 7.3: Breakdown of USR’ functions into execution time and instruction cache misses.

Figure 7.3 breaks down the CPU time of USR's six functions into execution time and time stalled on instruction misses and compares a Cerebros baseline (C) against Cerebros with affinity-based steering (CA). In the affinity-agnostic baseline, USR's functions are stalled on instruction misses for 15–44% of their total runtime. Function 2 is the only strongly compute-bound function, spending the majority of its time hashing strings after its working set is first loaded into the L1-I. All other functions have their CPU times divided roughly equally between execution and instruction stalls.

With affinity-based request steering enabled, the fraction of time stalled on L1-I misses drops by $1.05 - 18\times$, with the larger benefits being applicable to the most commonly executed functions, F3–F5. We measured that $\sim98\%$ of requests were able to be steered to a core that had just executed the same function type, highlighting the fact that function affinity is plentiful for our deployment. For F3–F5, affinity-based steering virtually eliminates L1-I misses, leading to a $1.8 - 2\times$ reduction in CPU time. These functions benefit drastically because their instruction working sets are between 20–25KB, which are easily accommodated by our CPU’s 64KB L1-I cache. Affinity-based steering allows F3–F5 to execute with zero L1-I misses for 94% of requests.
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Despite their high number of L1-I misses in the baseline, F0–F1 benefit only marginally from affinity-based steering because their L1-I misses primarily come from limited cache capacity, not inter-function contention. We have verified this with an experiment enforcing that these two functions execute on dedicated cores to eliminate any contention from other functions. Even in this best-case scenario, F0–F1’s CPU times are within 3% of what we observe with affinity-based request steering.

Aggregated across all of the functions, affinity-based request steering reduces average CPU time for the USR microservice by 8.7%. The fact that USR’s two largest functions (F0–F1) have execution times ~180× larger than its most popular functions (F3–F5) skews the average downwards. In contrast, the median CPU time drops by 33% because F3–F5 comprise 70% of total incoming requests and experience greater speedups.

7.4 Line-Rate DT Acceleration

The DT component is the most critical component of Cerebros as the majority of the RPC layer’s cost is associated with the data transformations inherent in both the header and payload manipulation tasks. DT tasks are also found in workloads other than microservices, such as databases, object stores, and data analytics (Section 3.2.1). Hence, in this section, we focus on evaluating a stand-alone version of our RPC processor’s DT component, Optimus Prime (OP), primarily on its ability to transform data at the bandwidths of modern NICs.

We first evaluate a single transformation pipeline (Section 7.4.1), and then move to designs that exploit parallel pipelines to match the NIC bandwidth (Section 7.4.2). Next, we evaluate the impact of time-sharing and its effectiveness in improving pipeline utilization, in cases where the data access latency is the main bottleneck, thus reducing the number of required physical pipelines (Section 7.4.3). Finally, we analyze the power and area cost of various OP configurations using our synthesized RTL (Section 7.4.4).
7.4 Line-Rate DT Acceleration

7.4.1 Single Transformation Pipeline

We first measure the performance of a configuration of OP with a single transformation pipeline ($OP_{[1,1]}$) against CPU-centric DT and plot the results in Figure 7.4 for all three object classes. To isolate the improvement from Converter specialization, we also measure a configuration labeled $OP_{\text{Base Ser}}$ that disables pipelining and prefetching. Figure 7.4 shows that a CPU core can at best achieve a throughput of $\sim 1.7\text{Gbps}$ for serialization, while OP is $\sim 5\times$ faster. $OP_{\text{Base Ser}}$'s throughput is limited because it spends most of its time waiting for data from the memory hierarchy.

Next we enable pipelining and prefetching; the throughput of this configuration is shown by the $OP_{[1,1]} \text{ Ser}$ and $OP_{[1,1]} \text{ Deser}$ bars. Prefetching and pipelining overlap the latency of transformations and memory accesses, improving throughput by another $2 - 4\times$. The key enabler for this overlap is our schema, which represents each field as a $\{\text{type}, \text{address}\}$ pair, allowing OP to extract field-level parallelism. Such parallelism allows $OP_{[1,1]}$ to reduce the average field read latency from 27 cycles to 9 with prefetching. The CPU baseline does not attain this parallelism because the transformations are compiled into serial instruction slices.

![Figure 7.4: Data transformation throughput comparison of a single core with $OP_{[1,1]}$.](image)
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that are lengthy, and highly control- and data-dependent.

The Nested object class represents the worst case performance for OP with a throughput of ~11Gbps, because every field in this object class is a sub-object. Therefore, each schema field must be read before the sub-object's data can be forwarded to the Converters. Additionally, the prefetcher only operates at the top object level, and therefore it does not overlap accesses further than the schemata of the first level of sub-objects. The Flat object class exhibits ~33Gbps of throughput, because all the schemata and data can be prefetched in parallel. Mixed objects have characteristics of both flat and nested, with OP reaching ~15Gbps.

Deserialization exhibits higher throughput because OP reads already-serialized items from a contiguous buffer, rather than making dependent accesses to the data elements, thus enjoying high spatial locality. However for objects which exhibit more nested fields, the degree of dependent accesses to the schema grows and limits throughput. The bottleneck in OP\textsubscript{1,1} is the serial processing of objects by a single transformation pipeline. Given that objects are naturally independent of each other, we now evaluate configurations with multiple pipelines. For brevity’s sake, all further experiments only display results for serialization as deserialization has similar performance.

7.4.2 Parallel Transformation Pipelines

Although OP\textsubscript{1,1} attains 9-20× higher serialization throughput than a core, there is significant headroom left to attain the 40Gbps sustainable by modern NICs. Next, we measure a scale-up OP by adding transformation pipelines which operate in parallel. Figure 7.5 depicts the serialization throughput for OP\textsubscript{n,1} as we vary the number of transformation pipelines.

Flat objects achieve 40Gbps with only two pipelines, benefiting the most because they have the fewest dependent memory accesses. In contrast, Nested objects require four pipelines to achieve 40Gbps, and Mixed objects require three. Throughput increases linearly with up to three pipelines in all cases, because each extra pipeline adds additional independent memory accesses and transformations. Overall, our OP design can easily meet the target NIC
bandwidth of 40Gbps for all the three object classes.

The throughput plateaus beyond a certain number of pipelines because they, in aggregate, exhaust the available NoC bandwidth. Flat objects are the most read-efficient (lowest R/W ratio) class of objects, and therefore generate less NoC traffic and higher throughput. In contrast, Nested objects require more reads per write (i.e., they have a greater R/W ratio), thus limiting the OP’s serialization throughput to $\sim 50$Gbps. We confirm that each configuration has reached the maximum link bandwidth of 512Gbps by summing the bandwidth needed for the schema and object data, the additional NoC header overhead, and other on-chip coherence protocol requests.

When OP saturates the NoC links of the tile it is attached to, the whole NoC has an average link utilization of 16%. Preserving the NoC bandwidth that is available to the core on the contended link would require slightly over-provisioning the NoC’s link width. The silicon costs of doing so are negligible, as the per-tile cost of the NoC components has been shown to be less than 1.5% [96].
7.4.3 Time-Shared Transformation Pipelines

This section quantifies the benefits of time-sharing transformation pipelines and studies the effects of a larger diameter NoC on OP’s performance. Figure 7.6 illustrates the impact of longer average memory access latency (AMAT) on the number of pipelines required to attain peak throughput, by plotting $OP_{(n,1)}$’s throughput and latency per 100B for Mixed objects for a $4 \times 4$ and an $8 \times 8$ mesh. The $8 \times 8$ mesh has twice the AMAT of the $4 \times 4$ mesh, resulting in half the throughput for an equivalent OP configuration. Doubling the number of pipelines for the case of $8 \times 8$ mesh allows OP to recover the original throughput of the $4 \times 4$. Following this trend, while the NoC link attached to OP saturates with six pipelines in the case of the $4 \times 4$ mesh, we need 12 pipelines to saturate the same link in an $8 \times 8$. Beyond this point, increasing the number of pipelines results in elevated latency due to contention for NoC bandwidth.

When time-sharing is enabled, OP can continue to issue memory accesses to hide cycles where the pipeline is idle. For instance, with a time-sharing degree of two ($OP_{(n,2)}$) we are able to saturate OP’s NoC link in the $4 \times 4$ mesh with three pipelines as opposed to six in Figure 7.5. The $8 \times 8$ mesh benefits more from time sharing due to its larger average latency, and requires a time-sharing degree of four to saturate OP’s NoC link with three physical pipelines. Figure 7.6a shows that a time-sharing degree of four, $OP_{(n,4)}$, has a nearly identical throughput curve with increasing $n$ as the time-sharing degree of two for a $4 \times 4$ mesh. Time-sharing enables OP to achieve roughly the same throughput per pipeline even with different NoC sizes. As long as there is available NoC bandwidth and request-level parallelism, adding more pipelines or time-sharing pipelines increases attainable throughput.

7.4.4 Area and Power Analysis

To model the area and power consumption of OP, we synthesized our RTL design using TSMC 28nm technology, and display the results in Table 7.1. Configured with 12 pipelines, $OP_{(12,1)}$ requires $0.45\text{mm}^2$ of area, and consumes $532\,mW$ when operating at $2\,GHz$. Additionally, each time-shared pipeline requires an enhanced 4-way Reader to switch between different trans-
Figure 7.6: OP throughput and latency for serialization over Mixed objects comparing different NoC sizes.
Table 7.1: Synthesis results for different configurations of OP, compared to the CPU baseline. All throughput numbers are for serializing Mixed objects on the 64-core setup, and all performance per watt numbers are normalized to the CPU.

<table>
<thead>
<tr>
<th></th>
<th>Power [mW]</th>
<th>Throughput [Gbps]</th>
<th>Area [mm²]</th>
<th>Performance per Watt</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>5400</td>
<td>1.3</td>
<td>2.57</td>
<td>1</td>
</tr>
<tr>
<td>OP{(1,1)}</td>
<td>58</td>
<td>8.8</td>
<td>0.12</td>
<td>655</td>
</tr>
<tr>
<td>OP{(12,1)}</td>
<td>532</td>
<td>73</td>
<td>0.45</td>
<td>593</td>
</tr>
<tr>
<td>OP{(3,4)}</td>
<td>152</td>
<td>73</td>
<td>0.19</td>
<td>2075</td>
</tr>
</tbody>
</table>

formation contexts. Such time-shared Readers have \(\sim 20\%\) greater area and power overhead compared to normal Readers. Fortunately, time-sharing reduces the number of transformation pipelines required at saturation from 12 to 3. Therefore the \(OP\{(3,4)\}\) configuration achieves the same performance as \(OP\{(12,1)\}\) with a silicon area reduction of 60% and a performance/watt improvement of \(3.5 \times\). Compared to a CPU core, \(OP\{(3,4)\}\) achieves \(2075 \times\) higher performance/watt.

Finally, we compare the area of a shared version of OP to a core-private version (as discussed in Section 6.2.1) and Cerebros. Private OPs do not require a Block Buffer and share the CPU core’s TLB, and therefore require \(0.03 \text{mm}^2\) of area. The silicon area of \(OP\{(3,4)\}\) is only \(\sim 7\%\) of a single CPU core, whereas having 64 private OPs, one for each core, costs \(\sim 75\%\) of a core. This overhead from replication justifies our choice of having a shared accelerator. We estimate the area of Cerebros’ additional storage using CACTI, and compare it to those reported for OP. Cerebros’ NIC integration eschews the need for a dedicated cache (i.e., OP’s Block Buffer) or dedicated control registers for each core, as it uses the NIC’s cache and the queue pairs already provided by the transport interface, thus requiring only half of the area that OP requires.

### 7.5 Impacts of Offload Overhead

We now quantify the performance implications of offload overheads, demonstrating the need for Cerebros to directly interact with the NIC and run the entire RPC layer. The performance
Improvements from a design that uses the CPU as a coordinator for an RPC accelerator depend on the accelerator's per-module speedup and the overhead of each module offload.

In Figure 7.7 we instantiate our analytical model for the following five designs executing the UID microservice: the CPU baseline (None), offloading the RPC's payload to the OP accelerator (OP: P-Only), offloading both the payload and header (P+H), using a private accelerator per core (P+H_PV), and Cerebros that performs the entire RPC layer (Full).

Accelerating payload manipulation (P-Only) leaves the rest of the RPC layer processing to the CPU and only reduces RPC layer cycles by $1.7 \times$. Additionally offloading header manipulation (P+H) frees up 40% of the remaining cycles, bringing the total speedup to $2.3 \times$. In this case, the only remaining part that is executed on the CPU is the dispatch module, which takes only 5% of the RPC layer's cycles. However, the offload overhead grows because the CPU must explicitly request the processing of both manipulation modules independently, forming a lower bound on the performance of the RPC layer. Each request to the UID microservice generates four header manipulation and four payload manipulation tasks, resulting in a total offload overhead of $\sim 1600$ cycles, compared to an accelerator processing time of only 90 cycles. For microservices with more nested RPCs (e.g., SG or CP), offload overheads dominate the cost even more overwhelmingly.

A brute-force solution to mitigate offload overheads is to integrate a private accelerator with each CPU core. Figure 7.7's P+H_PV bar shows the performance of this solution, where the
only module remaining that contributes to RPC layer cycles is the dispatch layer. However, such accelerator replication requires 5× more area and 6× more power than a single shared accelerator with a 16-core chip, which is a steep cost for hardware operating at only 1% utilization in the case of UID. These costs grow with higher core counts, making replication an inefficient design choice.

We expect that the best solution to reduce offload overhead without a direct NIC-accelerator interface requires optimizing the accelerator’s interface to coalesce its input data with the CPU’s requests (similar to RDMA NICs) [97], and using a low-diameter on-chip interconnect such as Multi-drop Express Channels [98] or NOC-Out [99]. The combination of these two techniques can reduce offload overheads by 3.36×, reducing the exposed offload overhead to 60 cycles per module. Therefore, the performance of such an optimized system would fall between P+H and P+H_PV.

Only the solution with a fully capable RPC processor (Full) can simultaneously offload all elements of the RPC layer and avoid silicon over-provisioning. A NIC-interfaced RPC processor cuts expended cycles in the RPC layer by 50× when compared to the CPU baseline, and 21.5× compared to the case where only dispatch is performed on the CPU (P+H). Integrating the RPC processor with the NIC itself allows a 50% reduction in the area of the DT component, as it now shares the NIC’s cache and MMU (§4.2).
In this chapter, we discuss prior work related to the topics of this thesis. We first discuss the software and hardware proposals targeting RPC processing acceleration across the communication stack: transport (Section 8.1.1), the RPC layer itself (Section 8.1.2), and data transformation in particular (Section 8.1.3). Next, we review proposals to reduce CPU-accelerator offload overheads (Section 8.2) and address the instruction supply bottleneck (Section 8.3).

### 8.1 RPC Processing Acceleration

#### 8.1.1 Accelerating the Transport Layer

The use of RPCs as a datacenter communication API has resulted in a plethora of research to optimize RPC performance. FaRM [100], FASST [101], HERD [102], and NeBula [25] all study the specifics of how to best implement RPCs over hardware-terminated transports to optimize scalability. In contrast, R2P2 [85] and RPCValet [52] both target improved load balancing. eRPC proposes an RPC API, wire protocol, and threading model which can receive RPCs at the rate of a 40Gb NIC [13]. None of these customized systems use a production RPC layer providing communication among microservices that cross language and data format barriers; therefore, our work is largely orthogonal to all of these systems. Although we chose to implement Cerebros on top of NeBula due to its integrated NIC, it is possible to integrate
Cerebros with any solution using hardware transport termination. In that case, Cerebros would need to re-implement an interface to the server’s memory hierarchy and to the CPU cores, increasing its hardware cost.

### 8.1.2 Accelerating the RPC Layer

The prevalence of RPC-connected microservices in the datacenter has led to a plethora of proposals to use production NICs, equipped with FPGAs or their own CPU cores, to accelerate application-level tasks such as the RPC layer. Dagger [73] is the only other work we are aware of which proposes to offload the full RPC layer to hardware. They target the integrated FPGA in an Intel Broadwell platform and build a customized RPC layer inspired by the Thrift [32] software stack. Similarly, NICA proposes a programming model and runtime to accelerate application-level tasks on FPGA-enhanced NICs [74], citing message de-serialization as a potential application. Neither Dagger nor NICA currently supports the underlying modules of production RPC layers we describe in Section 3.2 because they lack support for the header and payload manipulation modules in production Thrift [73, §4.5]. Dagger and NICA share our use of hardware-terminated transport protocols, but still leave header/payload manipulation (and therefore RPC dispatch) to the host CPU.

Adding support for manipulation tasks to designs based on commodity NICs would require co-design with the host’s DMA engine, because common-case objects cannot be deserialized on the NIC and then DMA’ed to the host without rewriting all of the object’s pointers. Although it may be possible to realize such a design in the future, as argued by Wolnikowski et al. [75] and Raghavan et al. [76], the hardware required will likely be similar to Cerebros, and therefore we believe an on-chip design is more logical. Additionally, executing the RPC stack on commodity NICs will inevitably incur the overhead of transferring objects between the FPGA accelerator and the host’s CPU cores. Dagger and NICA contain a highly customized communication stack to transfer objects between the FPGA accelerator and the host’s CPU cores, and reduce the latency of the FPGA-to-host interconnect—another form of offload overhead that Cerebros does not incur due to its use of an on-chip NIC.
8.1 RPC Processing Acceleration

iPipe proposes a scheduling algorithm to minimize tail latency for microservices offloaded to SmartNICs [103]. Combining affinity-based request steering with a scheduler such as iPipe’s would result in a system that can simultaneously improve instruction locality and maintain tail latency.

8.1.3 Accelerating Data Transformation

We focus on Protobuf [61] and Thrift [32] as they are the two state-of-the-art and commonly-used frameworks for generalized cross-language data transformation (DT). Cerebros and Optimus Prime are designed to be a general-purpose RPC processor and DT accelerator, respectively. Hence, they are compatible with other frameworks provided they simply create a compatible schema for each object (e.g., through the setter methods). Customized RPC frameworks such as Cap’n Proto [104] or FlatBuffers [105] use a pre-flattened RPC message format, which inherently removes the aforementioned challenges with pointer-based objects. However, this comes at the price of more costly object creation [76], object immutability, less flexibility, and larger wire-format objects. We believe these trade-offs are particularly burdensome for microservices with many nested RPCs because message objects are commonly modified on every nested call. Cerebros can even benefit such frameworks by accelerating header parsing and with affinity-based request steering.

CPU vendors have also realized the difficulties in expressing transformations using existing ISAs. In fact, Intel has already been granted a patent for ISA extensions to x86-64 which provide dedicated support for specific DT operations [106]. The performance impact of ISA extensions would be more or less similar to our specialized Converters, which are specialized pipelines tailored for transformation. However, the serialization of an entire object is still expressed as a serial sequence of many transformation instructions with implicit parallelism. Our work goes further by proposing an entire new abstraction for explicit parallelism between the many fields of a message.

Intel has recently released the specifications for an integrated Data Streaming Accelerator (DSA), supporting operations like data copying, virtual switching, and integrity check-
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ing [107]. Although DSA does not currently target general-purpose DT, our key insights would equally apply to DSA, as it follows many of our design choices (e.g., integration into the virtual memory system). Applying our transformation schema would enable DSA's internal hardware to unlock the field-level parallelism inherent in transformation tasks. SoC designers wishing to perform general-purpose DT with DSA could construct specialized DSA Engines (which are in principle similar to our Converters) for common DT tasks.

Finite automata (FA) processing is an emerging computational model that promises orders of magnitude better performance than CPUs in executing Finite State Machines (FSMs) [108, 109, 110]. FSMs traditionally suffer from complex control flow, limiting the benefits of branch prediction, and irregular memory access patterns, reducing the effectiveness of caching. We observe similar behavior for code generated from DT frameworks. Therefore, FA accelerators for tasks such as pattern matching or replacement could easily be deployed as a type of Converter in our proposed data transformation pipelines. UDP [63] applies the FA model to a coarse-grained class of workloads such as data mining and CSV file parsing. Their architecture is targeted towards bulk loading and cleaning of batches of data, and motivate UDP by comparing CPU processing time to disk I/O. In contrast, our work targets eliminating DT as a bottleneck for latency-critical inter-microservice RPCs.

8.2 Reducing CPU-Accelerator Offload Overhead

Shao et al. have observed that data movement between CPUs and accelerators limits performance, and propose optimizations to pipeline data transfers with computation [111]. Although such techniques could reduce some of the offload overhead we identify in Section 7.5, they cannot eliminate it due to the complex pointer dependencies inherent to the messages in production RPC formats. M3-X provides support for accelerators to access OS services and communicate with rescheduled threads [112]. Systems such as Morpheus-SSD [113], GPUs [114], and NVIDIA GPUDirect [115] address performance losses arising from CPU-mediated transfers between peripherals, and all use peer-to-peer DMA to eliminate CPU time spent moving data through system memory. Cerebros shares the motivation of removing the
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CPU from the accelerator’s path of work, but operates at nanosecond timescales instead of milliseconds.

Daglis et al. observe that for one-sided RDMA operations in rack-scale computing fabrics, cache coherence interactions can become a bottleneck for end-to-end latency; these interactions are a form of invocation cost. They propose Manycore Network Interfaces [80] to optimize CPU-NIC data transfers. In fact, our NEBULA [25] protocol baseline uses a Manycore Network Interface architecture for its on-chip communication. Our work studies different invocation costs associated with CPU-accelerator offloads for a single RPC request.

Many prior works have developed analytical modeling techniques for studying heterogeneous architectures [86, 116]. We instantiate a similar model to show the offload overheads associated with CPU involvement in the flow of RPCs (Section 7.5).

8.3 Instruction Supply in Servers

A plethora of micro-architectural solutions exist to address instruction supply bottlenecks [117, 118, 119, 120, 121, 122, 123], all of which depend on storing and accessing prefetching metadata. For microservices with many functions or large working sets, the required metadata to cover their misses will outgrow the CPU’s storage capacity and reduce coverage. Offloading the RPC layer to Cerebros benefits these frontend designs, as the RPC layer’s code footprint vanishes and fewer capacity misses occur in the prefetcher’s storage. Cerebros also goes further by proposing affinity-based request steering, which provides speedups in the case where a microservice’s functions are too large to be contained by the CPU’s frontend resources.

Profile-guided prefetching proposals, such as AsmDB [124] and I-SPY [125], perform offline analysis on datacenter-wide miss traces, and re-compile the profiled applications with software prefetches. Affinity-based request steering does not require recompilation or datacenter-wide profiling.
Deploying and maintaining online services in warehouse-scale computers [2] has become a task so complex that it has changed the best practices for software development and deployment [1, 126, 127, 128, 129]. Instead of single-binary monoliths, datacenter-scale applications are now best constructed as **microservices**, consisting of numerous self-contained modules communicating through Remote Procedure Calls (RPCs) or RESTful APIs [130, 131, 60, 1, 53, 132]. The microservices architecture provides composable software design, with each microservice being responsible for a small subset of the application functionality. Hence, microservices not only simplify and accelerate software development, but also facilitate deployment, scaling and updating individual microservices independently [2, 1, 6]. Moreover, architecting the software in this way enables independent development of each microservice using the programming language and tools best suited to its purpose, and simplifies correctness and performance debugging, as each microservice can be isolated easily [2, 1, 6].

Although decomposing a monolith into microservices implies that each microservice does only a small fraction of the application-level work, the total time spent on inter-microservice RPCs increases in proportion to the number of microservices. The increase in communication to computation ratio creates a challenge to minimize the “tax” associated with each RPC. The importance of communication has resulted in a recent wave of fast evolution in datacenter network infrastructure, optimizing both hardware and software [10, 11, 12, 13, 14, 15, 16, 17, 97].
18, 19, 20, 21, 22, 23]. Although the communication tax includes both the RPC layer and the underlying network stack, recent research has mostly targeted the network stack, leading to a drastic reduction of the networking latency. Hence, the time spent in the RPC layer itself is becoming a significant fraction of the end-to-end cost of invoking a microservice. As the microservices software architecture continues to proliferate, the common RPC layer gluing the microservices together is becoming a bottleneck—the RPC layer itself consumes 40−90% of the execution cycles of the microservices we study.

In this thesis, we made the observation that RPC processing is a common yet costly task in modern datacenters and we made a case for hardware-software co-design for rapid and flexible RPC processing. While modern fabrics continue improving network bandwidth, silicon’s efficiency and density scaling met an abrupt slowdown with the end of Dennard scaling and the slowdown of Moore’s law, putting more pressure on the RPC layer running on the general-purpose CPUs. We analyzed microservices from the DeathStarBench and quantified the RPC layer’s cost. We then presented insights on why CPUs are ill-suited to perform the RPC layer functionalities, and why we need an RPC processor to shrink the gap between the CPU and network processing rates and to address the growing cost of RPCs in datacenters. The combination of increasing demands for fast inter-server communication, continuous network bandwidth scaling, and the slowdown of silicon scaling, necessitate hardware-software co-design to transfer functionality from the CPU to an accelerator designed to accelerate the communication software stack.

Motivated by the growing cost of RPCs in datacenters, we presented design principles and constraints guiding the architecture of RPC processing hardware that enables evading the RPC tax in datacenters. Specifically, we showed that an RPC processor must directly receive tasks from the NIC and execute the full RPC layer to completion before the CPU is involved. It should also be integrated with the server’s NIC to minimize silicon deployment costs and enable affinity-based request steering, which improves instruction locality. Furthermore, the RPC processor requires a new abstraction called transformation schema, which is a collection of type identifiers and memory addresses, that not only enables parallelism but also
makes the accelerator framework-agnostic. Finally, the RPC processor comprises specialized
components handling costly data transformations in a handful of cycles and support a variety
of operations defined by the software.

Following our design principles, we implemented Cerebros, a proof-of-concept instance of
such an RPC processor, which is NIC-integrated and executes the Apache Thrift RPC layer.
We showed that Cerebros can process the RPC layer 37 − 64× faster than a CPU. Additionally,
offloading the RPC layer to Cerebros shrinks the microservice’s instruction working set by
27 − 68%, and our novel affinity-based function steering policy provides a further 1.05 − 2×
reduction in execution time for microservices whose functions contend for cache space. Our
evaluation using the DeathStarBench microservice suite [1] showed Cerebros can reduce
the CPU cycles spent per microservice request by 1.8 − 14×. We believe Cerebros is an ideal
candidate for inclusion in future server chips, to support microservices as they decompose
into even finer granularity.

9.1 Future Directions

While our RPC processor design assumes the most common and mandatory functionalities
of an RPC layer (i.e., header and payload manipulation, and dispatch), there exist additional
modules such as compression, encryption, and authentication, that RPC layers may optionally
employ. These layers can also be translated into simple data transformation tasks. In our
future work, we look for bringing these other layers into our RPC processor design and add
support for these optional layers.

Cerebros opens up a new world of possibilities for intelligent request steering. Because
Cerebros can peek into the request’s header and payload, it can provide more information
to the request steering mechanism to decide the optimal request-to-core assignment. Our
dispatch policy can now use parameters such as request type and size to decide the optimal
request-to-core assignment taking into account data and instruction locality, as well as the
current load on each core. The request type can also indicate potential synchronization points
Chapter 9. Concluding Remarks

in the application logic; hence, the request-to-core assignment can be adjusted accordingly to reduce the need for costly application-level synchronization. As part of our future work, we plan to explore the various parameters that can be used in a dispatch policy and evaluate different policies and the effects of each parameter for request steering.

RPCs are typically used for one-to-one, synchronous request/response interactions, where the client expects the response to arrive in a timely fashion. However, there are cases where asynchronous communication is preferred, or a request has to be processed by multiple services [28]. In such cases, microservices communicate through message queues or Publish/Subscribe (Pub/Sub) systems such as Amazon SQS [29] and SNS [30], and RabbitMQ [31]. These systems provide a form of asynchronous service-to-service communication and are particularly useful where services follow the publish-subscribe pattern.

At the high level, Pub/Sub systems include intermediary channels, known as topics, and for each topic, they maintain a list of subscribers to relay messages to. To broadcast a message, the publisher simply pushes a message to a topic. Pub/Sub systems can be used to enable event-driven architectures, or to decouple applications in order to increase performance, reliability and scalability. Many service providers rely on such systems for their event-based computation, real-time analytics, data pipelining, stream processing, and IoT applications.

Pub/Sub systems are also used in the context of the serverless architecture, the native architecture of the cloud. Serverless computing simplifies cloud programming by enabling service providers to offload their operational responsibilities to cloud providers. It eliminates infrastructure management tasks such as deployment, scaling, fault tolerance, monitoring, and system maintenance [1, 133]. The stateless and ephemeral nature of serverless functions and lack of direct addressability of microservices necessitates data to be stored in persistent storage for subsequent functions to operate on it [1, 133, 134].

However, object storage services such as AWS S3 and Google Cloud Storage exhibit high access costs and high access latencies [1, 133]. Pub/Sub systems such as Amazon SQS [29] and SNS [30] can be used as a middle layer (aka rendezvous servers) to relay messages and allow
Future Directions

microservices to communicate. Even though they are faster than object storage services, they still add significant latency, sometimes hundreds of milliseconds [133], limiting the performance of the end-to-end service. Having a message relaying system that operates at the microsecond scale and provides high throughput can significantly improve the performance of the serverless applications [133].

In the same spirit of reducing the communication overhead of microservices, our future work will transcend from RPC layer and direct microservice communication to indirect communication through message queues or Pub/Sub systems. The underlying operations in such systems are fairly similar to the RPC layer, and mostly include data transformation, hashing, table lookup and pointer chasing. By extending our designed RPC processor to fully support the common protocols used in the Pub/Sub systems, we look for proposing a server design that is optimized for both throughput and latency.
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2016-2021  QFlex
The QFlex project targets quick, accurate, and flexible simulation of multi-node computer systems proceeding along four fronts: QEMU, a popular open-source full-system machine emulator, Flexus, a powerful and flexible simulation framework that enables detailed cycle-accurate simulation, SMARTS, which applies rigorous statistical sampling theory to reduce the simulation time while achieving high accuracy, and NS-3, a popular and flexible network simulation stack. I have been a member of the Flexus maintenance team and the team responsible for its new incarnation branded as QFlex.

Teaching Experience

Fall 2019  Introduction to Multiprocessor Architecture
Fall 2018  Assisted in redesigning the course: constructed a new syllabus and prepared course material including lecture slides, exercises, programming assignments, and exams. Graded assignments and exams. Led weekly lab sessions and guided students.  | EPFL
Fall 2017  
Fall 2016  
Spring 2020  System Oriented Programming
Spring 2019  Assisted in redesigning the course: constructed a new course project and weekly tasks for students. Created a grading and feedback infrastructure for the weekly tasks, graded the final project and led weekly lab sessions.  | EPFL
Spring 2018  Systems for Data Science
Graded students’ assignments, projects and exams, held lab sessions and gave guidance to students for their projects.  | EPFL
Spring 2017  Programming II (Using C++)
Graded students’ programming assignments, projects and exams. Led weekly lab sessions and gave guidance to students.  | EPFL
Spring 2014  Grid Computing
Graded students’ programming assignments and projects.  | Shiraz University
Spring 2014  Software Architecture
Graded students’ programming assignments and projects.  | Shiraz University
Spring 2014  Database Laboratory
Completely redesigned the course from scratch. Constructed the syllabus and prepared the course material. Led weekly lab sessions, gave guidance to students and graded their assignments and projects.  | Shiraz University
Fall 2013  GPU Programming
Prepared and graded students’ programming assignments and projects, led weekly lab sessions and gave guidance to students.  | Shiraz University
Spring 2013  Design & Implementation of Programming Languages
Prepared students’ programming assignments and projects.  | Shiraz University
Fall 2012  Fundamentals of Computer and Programming Using Python
Constructed the syllabus and prepared the course material (programming assignments, labs, and projects). Led weekly lab sessions, gave guidance to students and graded their assignments and projects.  | Shiraz University
Spring 2012  Principles of Programming Using C
Prepared and graded students’ programming assignments and projects, led weekly lab sessions and gave guidance to students.  | Shiraz University
Fall 2011  Advanced Programming Using Java
Prepared and graded students’ programming assignments and projects, led weekly lab sessions and gave guidance to students.  | Shiraz University