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Abstract

This thesis is devoted to the construction, analysis, and implementation of two types of hierarchical Markov Chain Monte Carlo (MCMC) methods for the solution of large-scale Bayesian Inverse Problems (BIP).

The first hierarchical method we present is based on the idea of parallel tempering and is well-suited for BIP whose underlying posterior measure is multi-modal or concentrates around a lower-dimensional, non-linear manifold. In particular, we present two generalizations of the Parallel Tempering algorithm in the context of discrete-time Markov chain Monte Carlo methods for Bayesian inverse problems. These generalizations use state-dependent swapping rates and are inspired by the so-called continuous-time Infinite Swapping algorithm presented in Plattner et al. [J Chem Phys 135(13):134111, 2011]. We present a thorough analysis of the convergence of our proposed methods and show that they are reversible and geometrically ergodic. Numerical experiments conducted over an array of BIP show that our proposed algorithms significantly improve sampling efficiency over competing methodologies.

Our second hierarchical method is based on multi-level MCMC (ML-MCMC) techniques. In this setting, instead of sampling directly from a sufficiently accurate (and computationally expensive) posterior measure, one introduces a sequence of accuracy levels for the solution of the underlying computational model, which induces a hierarchy of posterior measures with increasing accuracy and cost to sample from. The key point of this algorithm is to construct highly coupled Markov chains together with the standard Multi-level Monte Carlo argument to obtain a better cost-tolerance complexity than a single-level MCMC algorithm. We present two types of multi-level MCMC algorithms which can be thought of as an extension of the ideas presented in Dodwell, et al. [SIAM-ASA J. Uncertain. Quantif (2015): 1075-1108].

Our first ML-MCMC method extends said ideas to a setting where a wider class of Independent Metropolis-Hastings (IMH) proposals are considered. We provide a thorough theoretical analysis and provide sufficient conditions on the proposals and the family of posteriors so that there exists a unique invariant probability measure for the coupled chains generated by our method, and the convergence to it is uniformly ergodic. We also generalize the cost-tolerance theorem of Dodwell et al., to our setting, and propose a self-tuning continuation-type ML-MCMC algorithm.

Our second ML-MCMC method presents an algorithm that admits state-dependent proposals by using a maximal coupling approach. This is desirable, from a methodological perspective, whenever it is difficult to construct suitable IMH proposals, or when the empirical measure resulting from samples from the posterior at the previous level does not satisfy the assumptions required for convergence of the ML-MCMC method. We present a theoretical analysis of the method at
Abstract

hand and show that this new method has an invariant probability measure and converges to it with geometric ergodicity. We also extend the cost-tolerance theorem of Dodwell et. al. to this algorithm, albeit with quite restrictive assumptions. We illustrate both of the proposed ML-MCMC methodologies on several numerical examples.

Keywords: Bayesian inversion · Parallel tempering · Infinite swapping · Markov chain Monte Carlo · Multi-level Monte Carlo · Multi-level Markov chain Monte Carlo · Uncertainty quantification
Résumé

Cette thèse est consacrée à la construction, l'analyse et la mise en œuvre de deux types de méthodes hiérarchiques Markov Chain Monte Carlo (MCMC) pour la résolution de problèmes inverses bayésiens (BIP) à grande échelle.

La première méthode hiérarchique que nous présentons est basée sur l'idée de parallel tempering, et est bien adaptée pour BIP dont la distribution à-posteriori est multimodale ou se concentre autour d'une variété non linéaire de dimension inférieure. Nous présentons deux généralisations de l'algorithme Parallel Tempering dans le contexte des méthodes de Monte Carlo à chaîne de Markov à temps discret pour les BIPs. Ces généralisations utilisent des taux d'échange dépendant de l'état et s'inspirent de l'algorithme Infinite swapping en temps continu présenté par Plattner et al. (J Chem Phys 135(13):134111, 2011). Nous présentons une analyse approfondie de la convergence de nos méthodes proposées et montrons qu'elles sont réversibles et géométriquement ergodiques. Nous implémentons notre méthode proposée sur plusieurs BIPs. Les résultats numériques montrent que nos méthodes proposées améliorent considérablement l'efficacité de l'échantillonnage par rapport aux méthodologies concurrentes.

Notre deuxième méthode hiérarchique est basée sur des techniques MCMC multi-niveaux (ML-MCMC). Dans ce cadre, au lieu d'échantillonner directement à partir d'une mesure postérieure suffisamment précise (et coûteuse en calculs), on introduit une séquence de niveaux de précision pour la solution du modèle de calcul sous-jacent, ce qui induit une hiérarchie de mesures postérieures avec une précision et un coût d'échantillonnage croissants. Le point clé de cet algorithme est de construire des chaînes de Markov hautement couplées combinées par la technique standard de Monte Carlo multi-niveaux standard pour obtenir une meilleure complexité computationnelle de tolérance aux coûts qu'un algorithme MCMC à un seul niveau. Nous présentons deux types d'algorithmes MCMC multi-niveaux qui peuvent être considérés comme une extension des idées présentées dans Dodwell, et al. (SIAM-ASA J. Uncertain. Quantif (2015) : 1075-108).

Notre première méthode ML-MCMC étend ces idées à un cadre où une classe plus large de distributions des propositions de Métropolis-Hastings indépendantes (IMH) est considérée. Nous fournissons une analyse théorique approfondie et fournissons des conditions suffisantes sur les destr. des propositions et la famille de distr. à-posteriori pour qu’il existe une mesure de probabilité invariante unique pour les chaînes couplées générées par notre méthode, et que de telles chaînes couplées convergent uniformément ergodiques vers elle. Nous généralisons également le théorème de complexité de Dodwell et al., à notre cadre, et proposons un algorithme ML-MCMC de type continuation à réglage automatique.
Résumé

Notre deuxième méthode ML-MCMC présente un algorithme qui admet des distr. des propositions dépendantes de l’état de la chaîne en utilisant un algorithme de couplage maximal. Ceci est souhaitable, d’un point de vue méthodologique, chaque fois qu’il est difficile de construire des propositions IMH, ou lorsque la mesure empirique résultant des échantillons de la postérieure au niveau précédent ne satisfait pas les hypothèses requises pour la convergence de la méthode ML-MCMC. Nous présentons une analyse théorique de la méthode en question et montrons que cette nouvelle méthode a une mesure de probabilité invariante et la convergence vers elle est géométriquement ergodique. Nous étendons également le théorème de complexité Dodwell et Al. à cet algorithme, mais avec des hypothèses plus restrictives. Nous illustrons les deux méthodologies ML-MCMC proposées sur plusieurs exemples numériques.

Mots clés : Inversion bayésienne · Parallel tempering · Infinite swapping · Monte Carlo par chaînes de Markov · Monte Carlo multi-niveaux · Monte Carlo par chaînes de Markov multi-niveau · Quantification de l’incertitude
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I Introduction

Computational simulations, together with the mathematical algorithms that drive them, have rapidly become a central part of the scientific paradigm over the last several decades. Indeed, these approaches greatly complement the relationship between theory and experimentation in the sciences, with such techniques being at the core of the design, prediction, and optimization of a multitude of processes and phenomena arising in the natural sciences and engineering. Such is the case of Uncertainty Quantification (UQ), understood to be the field of knowledge tasked with quantifying and controlling the sources of uncertainty associated to a given natural phenomenon, an engineering process, an estimation or learning procedure, and which, at its core, relies heavily upon mathematical, computational and experimental techniques \cite{58, 74, 147, 168}. In the context of this thesis, we will focus on what is often referred to as inverse UQ, where, given a set of experimental measurements of a process together with a computational model describing it, one is tasked with (i) estimating the discrepancy between the measured and simulated data and (ii), estimating the uncertainty in the unknown parameters that could have generated the data, the latter of which will be the focus of this thesis. This problem of parameter identification can be understood in a Bayesian sense, usually referred to as a Bayesian Inverse Problem (BIP). In a rather informal way (we will present this more precisely in the following), using the symbols $u$ and $y$ to denote parameters and data, respectively, together with the symbol $\mathbb{P}[:\cdot]$ to denote probability, and assuming that both $u$ and $y$ are random variables, the solution to a BIP can be understood (in a broad sense) as the process of obtaining information from the probability distribution $\mathbb{P}[u \text{ given } y]$, which in light of Bayes theorem (c.f. Theorem 2.2.1 for a rigorous statement of this theorem) can be written as

$$\mathbb{P}[u \text{ given } y] = \frac{\mathbb{P}[y \text{ given } u] \times \mathbb{P}[u]}{\mathbb{P}[y]},$$

where informally, $\mathbb{P}[y \text{ given } u]$, quantifies how likely it was to obtain the data $y$ for a given $u$, $\mathbb{P}[u]$ encodes the prior information or knowledge on $u$ before data was observed, and $\mathbb{P}[y]$ can be understood as a term describing the information contained in the data $y$.

One way of extracting such an information is by sampling from $\mathbb{P}[u \text{ given } y]$. Although there are several different approaches to perform this task (c.f. Section 2.3), in this thesis we will focus on a class of algorithms known as Markov Chain Monte Carlo (MCMC). Modern computational facilities and recent advances in computational techniques have made the use of MCMC methods feasible for many Bayesian Inverse Problems. However, for some large-scale applications in physics
or engineering, which often involve differential models, the computational cost associated with a Bayesian inversion procedure by MCMC, when seen as

\[ \text{Cost} = \text{Number of samples} \times \text{Cost per sample}, \]

can still be prohibitively expensive.

In this thesis, we present, analyze, and implement several novel hierarchical MCMC techniques for the acceleration of such large-scale BIPs. In the context of this work, we say that a BIP is a large-scale problem if either (i) the evaluation of the likelihood, denoted by \( P[y \mid u] \), is deemed to be computationally expensive, and involves large-scale computations, such as the solution of a non-linear or time-dependent Partial Differential Equation (PDE), approximated on a sufficiently fine grid, or (ii) those for which the parameter space is high dimensional, such as BIP on random fields discretized on a fine grid, or more realistically, when both (i) and (ii) hold. By hierarchical methods we mean the set of techniques that exploit a sequence of approximations of the probability measure of interest, with given accuracy and which are possibly easier to sample from. This can be understood in terms of a hierarchy of discretizations of the underlying mathematical model, in the spirit of Multi-level Monte Carlo \([59, 30, 31, 66]\), or as a hierarchy of so-called temperatures, in the spirit of parallel tempering \([52, 90]\). We will be more precise about what we mean by “hierarchies” in Section 1.3, and present such methods in further detail in upcoming chapters, which are based upon the following works:


The rest of this introductory chapter is organized as follows. In Section 1.1 we present the uncertainty quantification framework and introduce the notion of inverse problems. We briefly present the two main paradigms used to solve such problems, namely the frequentist’s (or deterministic) and the Bayesian approach, and make a case for the need of the latter for the types of applications that are addressed in this work. We then present two large-scale model BIPs that will be studied throughout this thesis in Section 1.2 and argue about the necessity of hierarchical methods to tackle them effectively. In section 1.3 we present a literature review of the state of the art of hierarchical MCMC methods and discuss the main contributions of this thesis. Lastly, we present the outline for the rest of the thesis in Section 1.4.
1.1 Uncertainty quantification and inverse problems

Broadly speaking, Uncertainty Quantification (UQ) is the scientific discipline tasked with determining appropriate uncertainties associated with model-based predictions [58]. In general, these models are subject to different sources of uncertainty; including, uncertainties in the model inputs parameters (such as unknown material properties, forcing terms, initial or boundary conditions), observation error, uncertainties in the mathematical model itself, among others. Being able to accurately and efficiently quantify these uncertainties is of paramount importance in many fields of science and engineering.

UQ can be classified into two main approaches: forward and inverse UQ. On the one hand, in forward UQ one aims at assessing the impact of uncertain input parameters in the model output, usually taken to be a physical Quantity of Interest (QoI), and understood to be a function of this uncertain input. To that end, the input parameters \( u \) are modeled as random variables with known distribution \( \mu_{pr} \), and one is then interested in quantifying the effects of this forward propagation of uncertainty for the QoI through the mapping \( u \mapsto \text{QoI}(u) \), \( u \sim \mu_{pr} \), which typically involves the solution of a complex differential problem. This is done by estimating statistical properties of QoI, such as its moments, or the probability of QoI exceeding a given threshold value, usually written in terms of expectations under \( \mu_{pr} \). The literature on numerical methods for forward UQ is vast, see e.g., [58] and the references therein. When \( u \) is a high (or even infinite) dimensional parameter, arguably the most straightforward approach to solving this type of problem is the Monte Carlo method [3], where these expectations over \( \mu_{pr} \) are approximated by first sampling \( N \) independently and identically distributed (iid) realizations of \( u \), and then estimating the effects of the forward propagation of uncertainty \( u \mapsto \text{QoI}(u) \) with the usual Monte Carlo average over these \( N \) realizations. Monte Carlo methods have been in active development for the last several decades. Of particular relevance to the work outlined in this thesis are Multi-level Monte Carlo methods [31, 59, 69, 118], a set of variance reduction techniques [3] which can greatly reduce the computational cost associated with plain Monte Carlo by introducing a hierarchy of discretization levels of the underlying differential mathematical model with increasing accuracy and cost, and performing most simulations with low accuracy (and hence cost), with relatively few simulations being performed with the highly accurate, computationally expensive model, in such a way that the final accuracy of the estimator is equivalent to that of using plain Monte Carlo at the finest discretization level, albeit with an overall much lower complexity.

On the other hand, in Inverse UQ [85, 158], one is instead interested in characterizing and reducing the uncertainty on the input parameters of the model, based on some available, noise-polluted, experimental data, assumed to have been obtained from the underlying physical process (c.f. Figure 1.1). We now proceed to formalize this idea. Let \((X, \|\cdot\|_X)\) and \((Y, \|\cdot\|_Y)\) be two separable Banach spaces with associated Borel \(\sigma\)-algebra \(\mathcal{B}(X), \mathcal{B}(Y)\). We will refer to \(X\) as the parameter space and to \(Y\) as the data space, and define the forward mapping operator \(F : X \to Y\) as a mapping between these two spaces. Broadly speaking, given some recorded, potentially noise-polluted data \(y \in Y\), the goal of an inverse problem is to characterize (we will be more precise about what we mean by
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Figure 1.1: Depiction of forward and inverse problems.

this statement shortly after) the set of unknown, possibly infinite-dimensional parameters \( u \in X \) that could have generated the data \( y \), where the relationship between \( y \) and \( u \) is given by

\[
y = F(u) + \eta, \quad \eta \sim \mu_{\text{noise}}.
\]

with \( \eta \in Y \) some additive noise with known distribution \( \mu_{\text{noise}} \) on \((Y, \mathcal{B}(Y))\). In our context, the forward mapping operator \( F \) is to be understood as a mathematical model of the physical process that generated the data \( y \), which is based on possibly non-linear and/or time-dependent PDEs. Characterizing these input uncertainties can be achieved by two main paradigms, a frequentist’s (also called deterministic or classical) approach [158] or a Bayesian approach [156], the latter of which will be the focus of this work. We present a brief overview of these methods in the following paragraphs, and a more thorough review of the Bayesian approach to inverse problems in the following Chapter.

We begin with a brief description of the frequentist’s approach. For simplicity, suppose \( y = (y_1, y_2, \ldots, y_M) \in \mathbb{R}^M \). In the context of this work we will assume that \( y \) is generated by a single realization of the underlying physical phenomena, which is observed at \( M \) different points in space or time, with \( \{y_i\}_{i=1}^M \), corresponding to the set of observed values. In addition, consider a loss function \( \text{loss} : Y \times X \to \mathbb{R}_+ \), measuring, in some sense, the misfit between the recorded data \( y \) and \( F(u) \) for some given \( u \). This loss function can be, e.g.,

1. (squared error) \( \text{loss}(y, u) = \frac{1}{2} \sum_{i=1}^M |y_i - [F(u)]_i|^2 \)

2. (absolute error) \( \text{loss}(y, u) = \sum_{i=1}^M |y_i - [F(u)]_i| \).
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where $[F(u)]_i$ corresponds to the component of $F(u)$ associated to the $i^{th}$ measurement $y_i$. Let $u^* \in X$ be the solution to the following optimization problem:

$$\text{find } u^* \in X \text{ that minimizes } J_\alpha(u)$$

$$J_\alpha(u) := \text{loss}(y, u) + \frac{\alpha}{2} \text{reg}(u), \quad \alpha > 0,$$

where the second term in (1.1), $\text{reg} : X \to \mathbb{R}_+$ is known as a the regularization term and it is usually included to improve the regularity and enforce well-posedness of the inverse problem (1.1) [85, 158]. A common choice for regularization parameter is the so-called Tikhonov regularization [158] given by

$$\text{reg}(u) := \|u - u_0\|^2_X, \quad u_0 \in X,$$

for some carefully chosen $u_0 \in X$. Loosely speaking, this choice of regularization penalizes values of $u$ that are far (in the $X$-norm) from $u_0$. The frequentist’s approach to inverse UQ consists in first solving Problem (1.1), usually obtained using numerical optimization algorithms, see [119], and then using arguments and assumptions on $y, \eta, F$, and $u^*$, proper of frequentist statistics (such as large amounts of data, normality and independence of the components of $\eta$, etc) to construct $(1 - \alpha)\%$, $\alpha \in (0, 1)$, confidence intervals [26, 155]. Furthermore, one can also use the parametric bootstrap method [6, 117] in order to do uncertainty quantification with this approach. Such a technique is a Monte Carlo method that estimates parameter uncertainty by repeatedly resampling observations and computing corresponding parameter estimates. This is achieved by repeatedly solving the (randomized) minimization problem

$$u^n = \arg\min_{u \in X} \text{loss}(y + \eta^n, u) + \frac{\alpha}{2} \text{reg}(u), \quad \eta^n \sim \mu_{\text{noise}}, \quad n = 1, 2, \ldots,$$

which in some special cases can leads to samples $\{u^n, n = 1, 2, \ldots\}$ from the posterior distribution arising from the Bayesian approach (see, e.g., [6] for a precise statement).

There are, however, certain drawbacks associated to this method:

1. Although the use of a regularization aims at guaranteeing the existence and uniqueness of solutions to the problem (1.1) (see, e.g., [158]), the cost functional $J_\alpha(u)$ could still suffer from multiple local minima, and as such, the numerical optimization techniques used to minimize $J_\alpha(u)$ could potentially converge to a sub-optimal solution.

2. In general, the sample distribution of $u$ obtained using the parametric bootstrap approach is not the posterior distribution induced by the Bayesian approach (c.f. next paragraph and [6]).

On the Bayesian paradigm, we model $u, \eta$ and $y$ as random variables, and aim at obtaining the probability distribution of $u$ conditioned on $y$. For the sake of exposition, we briefly present such an approach in rather general terms in the following, and will present a detailed overview
of it in Chapter 2. In the Bayesian paradigm, one assumes that \( u \) follows a prior distribution \( \mu_{pr} \) encoding the information available on \( u \) before any data is observed. Notice that this is a natural way of including expert information about \( u \) on the inversion procedure. Under the assumptions (i) \( u \sim \mu_{pr} \) before any data is observed, (ii) \( \eta \) and \( u \) are independent random variables, and (iii), \( \mu_{\text{noise}}(\cdot) \) and \( \mu_{\text{noise}}(\cdot - F(u)) \) (i.e., the measure \( \mu_{\text{noise}} \) translated by \( F(u) \)) have a density \( \tilde{\mu}_{\text{noise}} : X \to \mathbb{R}_+ \) with respect to some dominating probability measure, one then has that \( y|u \) has the same distribution as \( \mu_{\text{noise}}(\cdot - F(u)) \), which allows us to define the potential function \( \Phi(u; y) : X \times Y \to \mathbb{R} \) as

\[
\Phi(u; y) = -\log [\tilde{\mu}_{\text{noise}}(y - F(u))],
\]

where the function \( \Phi(u; y) \) is a measure of the misfit between the recorded data \( y \) and the predicted value \( F(u) \), and often depends on \( \|y - F(u)\|_Y \). Applying Bayes’ theorem \([94, 156]\), one can then pose the solution to the BIP as approximating the posterior probability measure \( \mu^y \) given in terms of its Radon-Nikodym derivative with respect to the prior by

\[
\frac{d\mu^y}{d\mu_{pr}}(u) = \frac{1}{Z} e^{-\Phi(u; y)}, \quad Z = \int_X e^{-\Phi(u; y)} \mu_{pr}(du).
\]

Once such a posterior probability measure has been suitably approximated, one can compute expectations of a given \( \mu^y \)-integrable quantity of interest \( Q_{\text{Ol}} : X \to \mathbb{R} \), i.e.,

\[
\mathbb{E}_{\mu^y}[Q_{\text{Ol}}] = \int_X Q_{\text{Ol}}(u) \mu^y(du).
\]

Furthermore, one could, e.g., estimate moments of \( u \) (provided they exists), visualize its distribution, etc. This is in stark contrast to the deterministic paradigm, in the sense that the Bayesian approach provides a larger amount of information about \( u \).

**Remark 1.1.1 (On the drawbacks of the Bayesian approach):** There are, of course, some drawbacks associates to the Bayesian approach. We identify two of them in the following:

1. As we shall discuss shortly after (and through this thesis), one way of approximating \( \mu^y \) is by sampling from it, using, e.g., MCMC methods. This will lead, in general, to repeated evaluations of the forward mapping \( F \), which will in turn result in an overall more expensive inversion procedure.

2. The Bayesian formulation is heavily-dependent on the choice of prior, which is, in turn, subjective. Choosing an appropriate prior is delicate, as a completely misspecified prior will in turn lead to erroneous results. Furthermore, the construction of credible regions rely upon the choice of prior; thus, a poorly chosen prior might compromise the interpretability of the results.

As previously mentioned, the approximation of \( \mu^y \) is usually done by sampling from it. We will present a detailed survey of commonly-used methods to generate samples (approximately)
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1.2.1 Subsurface flow

Our first model problem is the inversion of parameters arising in a steady-state subsurface flow model. In this case, we are interested in characterizing the geophysical properties of an aquifer, given some noise-polluted measurements of the hydraulic head $p$ throughout the domain. More formally, given a physical domain $D \subset \mathbb{R}^d$, $d = 1, 2, 3$, with boundary $\partial D = \Gamma_N \cup \Gamma_D$, $\Gamma_N \cap \Gamma_D = \emptyset$, the hydraulic head $p$ of the aquifer follows Darcy’s subsurface flow equation given by

\[
\begin{aligned}
-\nabla \cdot (\kappa(x, u) \nabla p(x, u)) &= f(x, u), & x \in D, \ u \in X, \\
p(x, u) &= G_D(x, u), & x \in \Gamma_D, \ u \in X, \\
\partial_n p(x, u) &= G_N(x, u), & x \in \Gamma_N, \ u \in X,
\end{aligned}
\]

with $u$ representing the possible sources of uncertainty. Here, $\kappa(x, u)$ represents the random permeability field in the aquifer (typically modeled as a log-normal random field), $f(x, u)$ represents a potentially unknown source term, and $G_N(x, u), G_D(x, u)$ represent the (also potentially unknown) Neumann and Dirichlet boundary conditions of the model, respectively. Thus, given some noise polluted measurements of $p(x, u)$ at given locations in $D$, one aims at characterizing one or more of $\kappa(x, u), f(x, u), G_N(x, u)$ or $G_D(x, u)$. In this case, the mapping $u \mapsto \mathcal{F}(u)$ can be understood as the solution of (1.3), observed at the location of the measurements. This is a common inverse problem in the management and risk analysis of radioactive waste material \cite{81, 156, 157} and oil reservoir exploration \cite{16, 121, 156}.

1.2.2 Seismic inversion

A second example of a large-scale BIP is that of seismic inversion. In this case, given a set of recordings of the the displacement\footnote{In practice, other measurable quantities can be considered as well, such as wave velocity or acceleration, see e.g., \cite{1}.} of a seismic wave at different points in space and instants
in time, one aims at characterizing (i) the physical properties of the earthquake, such as source location or moment tensor and/or (ii) the physical properties of the medium, such as its material densities or Lamé parameters. More precisely, consider once again a physical domain $D \subset \mathbb{R}^{d_1}$, $d = 2, 3$ and a time interval $I = [0, T], T > 0$. We will model the wave propagation of an earthquake using either an elastic or an acoustic wave equation. For the first case, the forward model of the wave phenomena reads as follow a displacement field $w : I \times D \times X \rightarrow \mathbb{R}^{d_1}$ such that:

$$\begin{cases}
\rho(x, u)w_{tt}(t, x, u) - \nabla \cdot \sigma(x, u, w) = f_{\text{el}}(t, x, u), & \text{in } I \times D \times X, \\
w(0, x, u) = g_{1, \text{el}}(x, u), & w_t(0, x, u) = g_{2, \text{el}}(x, u), & \text{on } \{t = 0\} \times D \times X,
\end{cases} \tag{1.4}$$

where

$$\sigma(x, u, w) = \lambda(x, u)\nabla \cdot wI + m(x, u)(\nabla w + (\nabla w)^T),$$

together with suitable boundary conditions. Here, $\rho(x, u)$, represents the density of the material, $\lambda(x, u), m(x, u)$ represent the Lamé parameters, and $g_{i, \text{el}}(x, u), i = 1, 2$, are the initial conditions. In the case where one considers the earthquake to be a point source (i.e., an explosion), the forcing term takes the form [1]

$$f_{\text{el}}(t, x, u) = -M(u) \cdot \nabla \delta(x - u_s)S(t, u_s), \tag{1.5}$$

where $\delta$ denotes the Dirac mass, $M(u) \in \mathbb{R}^{d_1 \times d}$ represents the moment tensor of the earthquake, $\mathbb{R}^{d_1} \ni u_s \subset u$ represents the spatial location of the source and $S(\cdot, u) : I \rightarrow \mathbb{R}$ represents the time component of the forcing term (usually a Gaussian or Rickert wavelet parametrized by $u$) [1]. In practical computations, often a regularized version of (1.5) is considered, obtained by replacing $\delta(x - u_s)$ by e.g., $|a|^{-1} \exp(-(|x - u_s|^2 + a)^2)$, for some $|a| \ll 1$.

Alternatively, for the case where one models the forward wave propagation using an acoustic wave, we have that the forward model reads find the acoustic pressure $w : I \times D \times X \rightarrow \mathbb{R}$ such that

$$\begin{cases}
\rho(x, u)w_{tt}(t, x, u) - \nabla \cdot (\beta(x, u)\nabla w(t, x, u)) = f_{\text{ac}}(t, x, u), & \text{in } I \times D \times X \\
w(0, x, u) = g_1(x, u), & w_t(0, x, u) = g_2(x, u) & \text{on } \{t = 0\} \times D \times X,
\end{cases}$$

together with suitable boundary conditions. Once again $\rho(x, u)$ represents the density of the medium and $\beta(x, u)$ is related to the acoustic wave velocity $c(x, u)$ in the medium by $\beta(x, u) = c^2(x, u)\rho(x, u)$. Furthermore, in this case, we model $f_{\text{ac}}$ as

$$f_{\text{ac}}(t, x, u) = \delta(x - u_s)S(t, u),$$

or a regularized version of it. In either case, given some measurements of the wavefield at different points in time and space, we aim at obtaining the material properties (e.g., $\rho, \beta, \lambda, m$), assuming the source is known (which is known in the literature as seismic imaging), or, alternatively, we aim at
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retrieving the source location \(u_s\) and other parameters related to the source term, with an additional potential uncertainty in the material properties of the medium (known as seismic source inversion). For this problem the mapping \(u \mapsto \mathcal{F}(u)\) can be understood as the displacement of the wavefield, observed at several points in the physical domain, at different moments in time. Seismic inversion (whether seismic imaging or source inversion) is of great importance to the seismology community and it is an active field of research (see e.g., [23, 75, 170, 162]). However, the computational cost associated with the evaluation of the forward computational model, together with possible multi-modalities arising in the associated posterior, motivates the development of efficient inversion techniques.

1.3 Literature review and contributions of this thesis

The overall aim of this thesis is to present, analyze, and implement hierarchical Markov chain Monte Carlo methods for accelerating large-scale Bayesian inverse problems, with a particular focus on BIPs arising in geophysics, such as those presented in Section 1.2. In this section, we introduce two types of hierarchical MCMC methods that are central to our work, we present a literature review of these methods, and state the main contributions of this thesis. Such contributions will be the subject of Chapters 4-6.

For most problems of interest, involving complex PDE models, it is often the case that one cannot solve the underlying mathematical model (and hence, evaluate \(\mathcal{F}\)) exactly, and as such its solution needs to be approximated using numerical methods, such as finite elements (FE) or finite differences (FD). We denote by \(\mathcal{F}_L\) the numerical approximation of the forward map at an accuracy level \(L\). Notice that this induces a discretized potential \(\Phi_L(\cdot; y)\), which in turn induces a discretized posterior measure\(^2\)

\[
\mu_L^y(du) = \frac{1}{Z_L} \exp(-\Phi_L(\cdot; y)) \mu_{\text{pr}}(du).
\]

Under reasonable conditions (see [156]), one has that (in a suitable sense) \(\mu_L^y \rightarrow \mu^y\) as \(L \rightarrow \infty\). Given (i) the potentially multi-scale effects of the material properties (in both Problems 1.2.1 and 1.2.2) and (ii) computational restrictions on the forward model, such as the Courant-Friedrichs-Lewy (CFL) condition for Problem 1.2.2 (see e.g., [135]), the forward model \(\mathcal{F}_L\) must be approximated using a sufficiently fine grid, together with a sufficiently small time-step for the time-discretization. This in turn makes the computation of either forward problem extremely expensive, specially in the case where \(d = 3\). Although this computational cost can be reduced by, e.g., using domain decomposition and other advanced techniques for the PDE solver, the cost associated to an evaluation of the forward model can still be quite large. In addition, posterior exploration via MCMC methods, requires, in general, a large number of samples in order to obtain meaningful and accurate results. Furthermore, when targeting posterior probability measures that are multi-modal or that concentrate around a lower dimensional non-linear manifold, as it is

\(^2\)by discretized posterior we refer to a posterior measure associated to a discretized forward model, and this should not be confused with a posterior measure on a discrete state space.
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often the case for seismic inversion, the MCMC algorithm will typically require a larger number of samples, thus further increasing the computational cost associated to the Bayesian inversion. One way of overcoming these issues is with the use of hierarchical models on the posterior measure. Given an ordered set \( J = [1, 2, \ldots, J], J \in \mathbb{N}, \) let \( \{ \mu_j^y, j \in J \} \), be a family of approximations to \( \mu^y \) with the following properties:

1. \( \mu^y_j = \mu^y_1, \) and \( \mu^y_j \to \mu^y \) as \( J \to \infty. \)

2. For any \( j \in J, \) sampling from \( \mu_j^y \) is either easier (in some sense) or cheaper than sampling from \( \mu_{j+1}^y. \)

By exploiting properties 1 and 2, one can create novel sampling algorithms that can drastically reduce the cost associated to BIP. In particular, we will present algorithms based on hierarchies of temperatures (c.f. Chapter 4) and discretizations (c.f. Chapters 5-6).

1.3.1 Tempering

Tempering methods: literature review

In the Tempering case, we construct the hierarchy of models by introducing an increasing sequence of temperatures \( 1 = T_1 < T_2 < \cdots < T_J \leq \infty, \) which induces the following sequence of posterior probability measures:

\[
\mu_j^y(du) = \frac{1}{Z_j} \exp \left( -\frac{\Phi_L(u; y)}{T_{J-j}} \right) \mu_{pr}(du), \quad j = 0, \ldots, J - 1,
\]

with the convention that if \( T_J = \infty, \mu_1^y(du) = \mu_{pr}(du). \) This hierarchy is specially useful in cases where the posterior measure \( \mu^y \) is multi-modal or concentrates around a non-linear, lower-dimensional manifold. Indeed, the temperature term acts as an “inflation” parameter on \( \frac{d\mu_j^y}{d\mu_{pr}}(u), \) which in turn makes the posterior \( \mu_j^y \) easier to explore using traditional MCMC algorithms. This is depicted in Figure 1.2, where the un-normalized density of a target posterior \( \mu^y = \mu_2^y \) is shown together with two of its tempered, un-normalized counterparts \( \mu_0^y, \mu_1^y. \) As it can be seen, \( \mu_2^y \) is strongly concentrated around two well-separated peaks, while the peaks \( \mu_0^y, \mu_1^y \) present a larger overlap. A consequence of this, is that localized MCMC algorithms, such as Random Walk Metropolis (RWM) or Preconditioned Crank-Nicolson (pCN) (c.f. chapter 3) can “explore” \( \mu_0^y, \mu_1^y \) faster than \( \mu_2^y, \) since jumping from one mode to the other using localized proposals (i.e., very small steps in comparison to the separation of the peaks) is, in practice, quite unlikely for \( \mu_2^y, \) but much more likely for \( \mu_0^y, \mu_1^y. \)

Once this hierarchy has been introduced, the idea is then to sample from the joint posterior \( \mu_1 \times \cdots \times \mu_J \) on the extended space \( (X \times \cdots \times X, B(X \times \cdots \times X)) \) using a joint Markov transition kernel (c.f. Definition 3.1.2 and Equation (5.3)) to advance each “component” of the joint chain, together with a swapping kernel, which mixes the components between chains, thus
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providing an opportunity for each individual chain to better explore the parameter space. This hierarchical approach is done in the spirit of parallel tempering \cite{52, 90, 114, 171}.

In recent years, there has been an active development of computational techniques and algorithms to overcome the issues associated with sampling multi-modal measures, or those that concentrate around a non-linear, lower-dimensional manifold using several tempering strategies \cite{42, 52, 96, 114, 167}. Of particular importance for the work presented here is the Parallel Tempering (PT) algorithm \cite{52, 90, 114} (also known as replica exchange), which finds its origins in the physics and molecular dynamics community. The general idea behind such methods is to simultaneously run $J$ independent MCMC chains, where each chain is invariant with respect to a flattened (referred to as tempered) version of the posterior of interest $\mu^u$, while, at the same time, proposing to swap states between any two chains every so often. Such a swap is then accepted using the standard Metropolis-Hastings (MH) acceptance-rejection rule. Intuitively, chains with a larger smoothing parameter (referred to as temperature) will be able to better explore the parameter space. Thus, by proposing to exchange states between chains that target posteriors at different temperatures, it is possible for the chain of interest (i.e., the one targeting $\mu^u$) to mix faster, and to avoid the undesirable behavior of some MCMC samplers of getting “stuck” in a mode. Moreover, the fact that such an exchange of states is accepted with the typical MH acceptance-rejection rule, will guarantee that the chain targeting $\mu^u$ remains invariant with respect to such probability measure \cite{52}.

Tempering ideas have been successfully used to sample from posterior distributions arising in different fields of science, ranging from astrophysics to machine learning \cite{41, 52, 114, 163}. The works \cite{106, 171} have studied the convergence of the PT algorithm from a theoretical perspective and provided minimal conditions for its rapid mixing. Moreover, the idea of tempered distributions has not only been applied in combination with parallel chains. For example, the simulated tempering method \cite{109} uses a single chain and varies the temperature within this chain. In addition,
Tempering forms the basis of efficient particle filtering methods for stationary model parameters in Sequential Monte Carlo settings [10, 11, 84, 86, 96] and Ensemble Kalman Inversion [34]. A generalization over the PT approach, originating from the molecular dynamics community, is the so-called Infinite Swapping (IS) algorithm [49, 133]. As opposed to PT, this IS paradigm is a continuous-time Markov process and considers the limit where states between chains are swapped infinitely often. It is shown in [49] that such an approach can in turn be understood as a swap of dynamics, i.e., kernel and temperature (as opposed to states) between chains. We remark that once such a change in dynamics is considered, it is not possible to distinguish particles belonging to different chains. However, since the stationary distribution of each chain is known, importance sampling can be employed to compute posterior expectations with respect to the target measure of interest.

**Tempering methods: contributions**

Infinite Swapping has been successfully applied in the context of computational molecular dynamics and rare event simulation [47, 50, 103, 133], however, it was only until our work [95] that an analogous version of this methods was formulated and implemented in the context of Bayesian Inverse Problems (which are, inherently discrete-time in nature). We present such a work in Chapter 4, where our contributions can be summarized as follows:

1. We present two generalizations of the Parallel Tempering algorithm, inspired by the so-called continuous-time Infinite Swapping algorithm of [47].
2. We provide a solid theoretical analysis of the convergence of such methods. In particular, we show that such algorithms are reversible and geometrically ergodic under some mild conditions.
3. We implement our proposed methods, together with several competing methodologies, and use them to solve an array of increasingly difficult Bayesian inverse problems. Our experimental results suggest a significant improvement with respect to competing methodologies.

We believe these methods present sufficient innovation such that the current work can be extended into multiple future works, both from a theoretical and computational perspective, as will be discussed in Chapter 7.

1.3.2 Multi-level methods

**Multi-level methods: literature review**

Multi-Level Monte Carlo (MLMC) methods are well-known computational techniques [59] used to compute expectations that arise in stochastic simulations in cases in which the stochastic model cannot be simulated exactly, but can be approximated at different levels of accuracy and different computational costs. Despite their wide-spread applicability, extending these MLMC
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ideas to Multi-Level Markov Chain Monte Carlo (ML-MCMC) methods to compute expectations with respect to (w.r.t) a complex target distribution from which independent (whether exact or approximate) sampling is not accessible, has only recently been attempted, with only a handful of works dedicated to this task. This situation arises, for instance, in Bayesian inverse problems (BIPs) where the aim is to compute the expectation $\mathbb{E}_{\mu y}[QoI]$ of some output quantity of interest $QoI$. At their core, ML-MCMC methods for BIPs introduce a hierarchy of discretization levels $\ell = 0, 1, \ldots, L$ of the underlying forward operator $\{F_\ell\}_{\ell=0}^L$, with increasing accuracy and cost to evaluate it, which, consequently, induces a family of posterior probability measures $\mu_\ell$, approximating $\mu$ with increasing levels of accuracy as $\ell \to \infty$. This hierarchy of forward mapping operators is depicted in Figure 1.3, where the mesh, the random field $\kappa$ in (1.3), and the forward mapping operator $F_\ell(\kappa(x, v))$ with $p$ as in (1.3) is shown at three different accuracy levels $\ell = 0, 1, 2$, with the understanding that the cost of evaluating $F_\ell$ increases with $\ell = 0, 1, 2$.

Given some $\mu y$-integrable quantity of interest $QoI$, we can approximate the expectation of $QoI$ over $\mu$ by a telescoping sum, as usually done in MLMC,

$$
\mathbb{E}_{\mu y}[QoI] \simeq \mathbb{E}_{\mu_0 y}[QoI_L] = \mathbb{E}_{\mu_0 y}[QoI_0] + \sum_{\ell=1}^{L} \left( \mathbb{E}_{\mu_\ell y}[QoI_\ell] - \mathbb{E}_{\mu_{\ell-1} y}[QoI_{\ell-1}] \right),
$$

(1.6)

with $\Delta E_\ell := \mathbb{E}_{\mu_\ell y}[QoI_\ell] - \mathbb{E}_{\mu_{\ell-1} y}[QoI_{\ell-1}]$, $\Delta E_0 = \mathbb{E}_{\mu_0 y}[QoI_0]$ and where, for $\ell = 0, 1, \ldots, L$, $QoI_\ell$ is a $\mu_\ell y$-integrable, level $\ell$ approximation of the quantity of interest $QoI$. This telescoping sum presents the basis for various types of multi-level techniques for BIPs. The work [71], for example, approximates the expectation (1.6) by splitting each $\Delta E_\ell$ into three different terms, which are then computed using a mixture of importance-sampling and MCMC techniques. A multi-index generalization of such method is presented in [78]. In addition, similar multi-level ideas have also been attempted in the context of Multi-Level Sequential Monte Carlo (MLSMC) in the works [13, 79, 96].

In this work, we follow the approach proposed in [45], which is probably the first proposition of multi-level ideas for BIPs and consists of approximating $\mathbb{E}_{\mu_L y}[QoI_L]$ using the following ergodic estimator:

$$
\mathbb{E}_{\mu_L y}[QoI_L] \approx \frac{1}{N_0} \sum_{n=1}^{N_0} QoI_0(u^n_{0,0}) + \sum_{\ell=1}^{L} \frac{1}{N_\ell} \sum_{n=1}^{N_\ell} \frac{QoI_\ell(u^n_{\ell,\ell}) - QoI_{\ell-1}(u^n_{\ell,\ell-1})}{Y^n_\ell},
$$

where $\{u^n_{\ell,\ell}\}_{n=0}^{N_\ell}$ is an ergodic Markov chain with invariant distribution $\mu_\ell y$. The key idea is to couple the chains $\{u^n_{\ell,\ell-1}, u^n_{\ell,\ell}\}_{n=0}^{N_\ell}$ so that they are highly correlated and the variance of

\footnote{Typically, the observation operator only gives the pressure value at a few locations, however, we plot the whole field for illustration purposes.}
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Figure 1.3: Depiction of accuracy and cost of $\mathcal{F}_\ell$ vs $\ell$, where $\text{cost}_i < \text{cost}_{i+1}$ for three different levels.
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the ergodic estimator $V[N_{\ell}^{-1} \sum_n Y_n^{\ell}]$ becomes increasingly smaller as $\ell$ increases. By carefully choosing $N_{\ell}$, this method can achieve a much better sampling complexity (in terms of cost versus tolerance) than its single-level counterparts (see [45]).

Few works have focused on constructing these types of couplings [35, 45]. In [45], the authors use (an approximation of) the posterior distribution at the previous discretization level $\ell - 1$ as a proposal for level $\ell$. This is practically implemented by sub-sampling from the chain $\{u_n^{\ell-1,\ell-1}\}_{n=0}^{N_{\ell-1}}$. As it will be discussed later (c.f. Chapter 5), for such a method to converge (in the idealized case where one can sample from the posterior at the previous levels), however, it is required that the posterior at level $\ell - 1$ has not lighter tails than the posterior at level $\ell$. This assumption can be relaxed by tempering the posteriors (as done in a single level in, e.g., [95]) at the previous discretization levels, however, it is not clear yet how to choose this tempering parameter. This sub-sampling method has been recently reviewed in [46]. Furthermore, from an implementation perspective, the work [152] presents a parallelization strategy for the ML-MCMC algorithm of [45], while the works [77] and [87] apply such an algorithm in the context of lattice field theory and statistical mechanics.

Such an idea has been recently expanded in [35], where the subsampling idea is combined with the so-called Dimension Independent Likelihood Informed (DILI) MCMC method of [36] to generate proposed samples at level 0 in their ML-MCMC algorithm, and, more recently, by the work [105], which proposes the use of the sub-sampling algorithm of [45] in the context of delayed-acceptance, with the aim of accelerating the mixing between chains generated by the ML-MCMC sampler. Some further work combining multi-level Monte Carlo ideas with Bayesian inference has been presented in [80], where the authors use rejection-free Markov transitions kernels, such as the Gibbs sampler, in order to couple the multi-level MCMC chains at two consecutive levels.

A different approach to coupling Markov chains, albeit in the context of unbiased estimation is given by maximal coupling techniques [53, 76, 82, 99]. Maximal coupling methods have been of interest, both from a theoretical and computational perspective, for a number of years. Traditionally, (maximal) coupling methods have been used as a tool in the convergence analysis of Markov chains [53, 139, 100, 159]. In this setting, one aims at estimating the so-called mixing time of a Markov chain by creating a coupling of two Markov chains $X_n, Y_n, n \in \mathbb{N}$, both having the same invariant measure, and estimating the first meeting time, i.e., $\tau = \min\{n \in \mathbb{N} : X_n = Y_n\}$ (c.f. Algorithm 1 in Chapter 3). Recently, these methods have gained a wider computational use; the works [70, 76] use coupling methods to construct unbiased Markov chain Monte Carlo estimators based on the seminal work of [62]. These methods have also been used to construct variance reduction techniques [3], such as antithetic variates and control variables, for ergodic estimators obtained from Markov chains [131].
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**Multi-level methods: contributions**

It is clear that ML-MCMC algorithms have started to become increasingly popular in the UQ community, as it can be evidenced by the impact of the work [45]. In this thesis we present several contributions to this emerging set of methodologies. In particular, in Chapters 5 and 6:

1. We propose two extensions of ideas presented in [45]. Our first extension can be seen as a generalization of their work to the case where a wider class of Independent Metropolis-Hastings (IMH) proposal distributions are considered (c.f Chapter 5). The second extension presents a ML-MCMC algorithm that admits state-dependent proposals, such as Random Walk Metropolis. These algorithm generates joint chains using a maximal coupling between proposal kernels and is presented in Chapter 6.

2. We present a thorough convergence analysis for the (coupled) ML-MCMC algorithm arising from these extensions and present conditions under which there exists a unique invariant probability measure induced by such algorithms, as well as quantifying their convergence rate to such a measure.

3. We present a non-asymptotic bound for the mean-square error for (non-necessarily) reversible Markov chains, such as the one induced by the ML-MCMC sampler. We remark that this contribution is interesting on its own and can be applied outside the scope of this work, however, such a bound is crucial to prove the complexity result of the ML-MCMC algorithm, as in [45]. We remark that this result is presented in Chapter 3.

4. We extend the aforementioned complexity result of [45] to the case of ML-MCMC using IMH under some reasonable technical assumptions. Furthermore, we present an analogous result to the case with state-dependent proposals, albeit under more restrictive assumptions.

5. In the spirit of [132], we introduce a continuation-type ML-MCMC algorithm. Such a method obtains a robust estimation of the hyper-parameters in the ML-MCMC algorithm (e.g., number of samples needed for a given tolerance, c.f. Chapter 5) by estimating them on sequence of decreasing tolerances, ending when the required error tolerance is satisfied.

We implement these proposed methodologies on an array of BIPs and discuss their strengths and limitations. Lastly, we discuss several possible extensions to these ideas in Chapter 7.

**1.4 Outline**

The rest of this thesis is outlined as follows. Chapters 2 and 3 are devoted to a review of the theory and methodology of the methods of interest to this work, while chapters 4 through 6 present the main research body and contributions of this thesis. More precisely:

---

*Indeed, such a work has been a highlight of the SIAM Journal of Uncertainty Quantification, one of the authors has been awarded the SIAM UQ Early career Prize, and the paper has been republished in the SIGEST section of SIAM Review (vol. 61(3)) [46]*
Chapter 2 is devoted to a thorough introduction to BIPs. We begin such a chapter presenting basics concepts of probability needed to construct the Bayesian solution to an inverse problem, and then present an overview of the theory and modeling choices of such an approach. We finalize this chapter discussing some non-MCMC based approaches to the solution of a BIP.

Chapter 3 is devoted to a review of theory and methodology of MCMC for Bayesian inverse problems. We begin this chapter by recalling some necessary concepts for Markov chains, such as Markov transition kernels, and give an overview of some common results regarding their convergence. We finalize this chapter with a survey of some common MCMC techniques.

Chapter 4 presents our first hierarchical method: the generalized parallel tempering algorithm. In this case the hierarchy is to be understood as a sequence of temperatures \( \{T_k, \ k = 1, 2, \ldots\} \), which induce a posterior probability measure \( \mu_k \) that gets increasingly “easier” to sample from as \( T_k \to \infty \). Here, we introduce, analyze and implement two MCMC algorithms used to sample from this hierarchical model. This chapter is based on our published work [95].

Chapter 5 presents several contributions regarding the second hierarchical method (i.e., multi-level MCMC). In particular, such a Chapter introduces a ML-MCMC algorithm based on IMH proposals, together with a thorough analysis of the method. This chapter is based on the pre-print (currently under revision) [108].

Chapter 6 presents a new methodology for ML-MCMC methods based on the idea of maximal coupling [76]. This methodology allows for easily implemented ML-MCMC that can clearly overcome some of the difficulties associated to the methods of Chapter 5. We present a thorough theoretical analysis of our proposed method, and implement it for different BIPs. This chapter is based on ongoing work.

Lastly, Chapter 7 summarizes and concludes this thesis and proposes several future research directions.
2 Bayesian inverse problems

In this chapter we present the conceptual and mathematical background of BIPs. We begin by recalling some basic concepts in probability, particularly on Gaussian measures, and then proceed to present BIPs in detail. We conclude this chapter by presenting a state of the art of some methods for solving BIPs. We remark that this is a review chapter written with the aim of making this thesis as self-contained as possible, and that no new material is presented here. Furthermore the content presented in this chapter is necessarily short, however we refer the interested reader to the monographs of, e.g., Dudley, or Ash [2, 48] for a detailed account on probability theory; to the books of, e.g., Bogachev or Da-Prato and Zabczyk [18, 37] for material regarding Gaussian measures on infinite-dimensional spaces; and to the seminal works of Dashti and Stuart [40, 156] for a detailed presentation of BIPs in infinite dimensions (or on Banach spaces), of which the material presented in this chapter is a (heavily) condensed version.

2.1 Preliminaries

2.1.1 Probability theory

The workhorse behind the Bayesian formulation of an inverse problem is, rather unsurprisingly, Bayes’ theorem (c.f. Theorem 2.2.1), which lies at the heart of probability theory. We begin this chapter by recalling some necessary concepts and results from it that will be used throughout the rest of this thesis.

Definition 2.1.1 (Probability space): A probability space (also known as probability triple, or probability measure space) is a triple \((\Omega, \mathcal{X}, \mu)\), where

1. \(\Omega\) is the sample space.
2. \(\mathcal{X}\) is a \(\sigma\)-algebra of subsets of \(\Omega\).
3. \(\mu : \mathcal{X} \to [0, 1]\) is a probability measure, i.e., a mapping satisfying the following two properties:
   a) \(\mu\) is countably additive, i.e., given \(\{A_i\}_{i=1}^{\infty} \subseteq \mathcal{X}, A_i \cap A_j = \emptyset, \forall i \neq j\), then \(\mu(\bigcup_{i=1}^{\infty} A_i) = \sum_{i=1}^{\infty} \mu(A_i)\).
   b) The entire space has mass equal to one, i.e., \(\mu(\Omega) = 1\).

We call the couple \((\Omega, \mathcal{X})\) a measurable space.
In particular, in this work we are interested in the case where \( \Omega = (X, \| \cdot \|_X) \) (resp. \( \Omega = (X, \langle \cdot, \cdot \rangle_X) \)) is a separable Banach (resp. separable Hilbert) space, and where \( X = \mathcal{B}(X) \) is the Borel \( \sigma \)-algebra associated to \( X \). Throughout this work, we will sometimes refer to \( X \) as the state space and to an element \( A \in \mathcal{B}(X) \) as an event.

Given two probability measures \( \mu, \nu \) on \( (X, \mathcal{B}(X)) \), we say that \( \mu \) is absolutely continuous with respect to \( \nu \) (denoted by \( \mu \ll \nu \)) if, for every measurable set \( A \), \( \nu(A) = 0 \) implies \( \mu(A) = 0 \). We say that \( \mu \) and \( \nu \) are equivalent in the sense of measures (\( \nu \asymp \mu \)) if \( \mu \ll \nu \) and \( \nu \ll \mu \). Conversely, we say that \( \mu \) and \( \nu \) are mutually singular (denoted \( \mu \perp \nu \)) if there exist sets \( A, B \in \mathcal{B}(X) \) such that \( A \cap B = \emptyset \), \( A \cup B = X \) and \( \mu(A) = \nu(B) = 0 \).

**Definition 2.1.2 (Radon-Nikodym derivative):** Let \( \mu, \nu \) be two probability measures on \( X \) with \( \nu \ll \mu \). A \( \mathcal{B}(X) \)-measurable function \( f : X \to [0, \infty) \) is called the Radon-Nikodym derivative of \( \nu \) with respect to \( \mu \) if, for any measurable set \( A \in \mathcal{B}(X) \), it holds that \( \nu(A) = \int_A f(u) \mu(du) \). We will write \( f(u) = \frac{d\nu}{d\mu}(u) \).

The Bayesian approach to inverse problems relies heavily upon the concept of conditional probability, defined next.

**Definition 2.1.3 (Conditional probability):** Let \( (X, \mathcal{B}(X), \mu) \) be a measure space, and let \( A, B \in \mathcal{B}(X) \) be two events with \( \mu(B) > 0 \). The conditional probability of \( A \) given \( B \) is defined as

\[
\mu(A|B) := \frac{\mu(A \cap B)}{\mu(B)}.
\] (2.1)

Conversely, one then has that if \( \mu(A) > 0 \), then

\[
\mu(B|A) := \frac{\mu(B \cap A)}{\mu(A)},
\]

which when combined with (2.1), motivates the so-called Bayes’ formula

\[
\mu(A|B) = \frac{\mu(B|A)\mu(A)}{\mu(B)}.
\] (2.2)

Consider the case where \( X = \mathbb{R}^K \) for some \( K \geq 1 \), let \( \rho \) be a joint probability distribution on \( (X \times X, \mathcal{B}(X \times X)) \), with marginals \( \mu, \nu \) on \( (X, \mathcal{B}(X)) \) having Lebesgue densities \( \pi_u : X \to \mathbb{R}_+, \pi_y : X \to \mathbb{R}_+ \), respectively. In this case, one can formulate Bayes’ theorem in terms of such Lebesgue densities as

\[
\pi(u|y) = \frac{\pi(y|u)\pi_u(u)}{\pi_y(u)}.
\]

Although there exists an analogous form of (2.2) for the case where \( X \) is an infinite-dimensional space (and hence, no equivalent of the Lebesgue density exists), its formulation is less straightforward.

---
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ward and we will delay its presentation until Section 2.2, Theorem 2.2.1. However, we introduce some concepts and technical results that will play a central role in its proof. We begin with the definition of transition probability (also called Markov transition kernel, transition probability kernel, or stochastic kernel, c.f. Definition 3.1.2).

**Definition 2.1.4 (Transition probability kernel):** Let \((X, \mathcal{B}(X))\) and \((Y, \mathcal{B}(Y))\) be two measurable spaces. A transition probability kernel from \((X, \mathcal{B}(X))\) to \((Y, \mathcal{B}(Y))\) is a function \(p : X \times \mathcal{B}(Y) \to [0, 1]\) satisfying:

1. \(X \ni u \mapsto p(u, A)\) is \(\mathcal{B}(X)\)-measurable for any \(A \in \mathcal{B}(Y)\).

2. \(\mathcal{B}(Y) \ni A \mapsto p(u, A)\) is a probability measure on \((Y, \mathcal{B}(Y))\) for every \(u \in X\).

Sometimes we will use the shorthand notation \(p^u(\cdot) = p(u, \cdot)\). The Bayesian approach to inverse problems relies heavily upon the concept of product regular conditional probability, defined next.

**Definition 2.1.5 (Product regular conditional probability):** Given two measurable spaces \((X, \mathcal{B}(X))\) and \((Y, \mathcal{B}(Y))\), set \(Z := X \times Y\), \(\mathcal{B}(Z) := \mathcal{B}(X) \otimes \mathcal{B}(Y)\), and let \((Z, \mathcal{B}(Z), \Pi)\) be a (product) probability space. A Product Regular Conditional Probability (P-RCP) is a transition probability kernel \(p : Y \times \mathcal{B}(X) \to [0, 1]\) satisfying \(\Pi\)-a.e.,

\[
\Pi(A \times B) = \int_B p(y, A) \Pi_Y(dy) = \int_B p^y(A) \Pi_Y(dy), \quad \forall A \in \mathcal{B}(X), B \in \mathcal{B}(Y), \tag{2.3}
\]

where \(\Pi_Y\) is the \(Y\)-marginal of \(\Pi\), i.e., \(\Pi_Y(dy) = \int_X \Pi(du, dy)\). In this setting we say that the regular conditional distribution of \(u\) given \(y\) (written \(u \mid y\)) exists and denote it by \(p^y\).

Notice that if \(\Pi\) is the product measure \(\Pi = \mu \otimes \nu\), one can simply take \(p^y = \mu\). It is known from [48, Theorem 10.1.1] that if a P-RCP exists, then, using the same notation as in the previous definition, it follows for any \(\Pi\)-integrable function \(g\) that

\[
\mathbb{E}_\Pi [g] = \int_Z g(u, y) \Pi(du, dv) = \int_Y \int_X g(u, y) p^y(du) \Pi_Y(dy).
\]

It is shown in [48, Theorem 10.2.2] that if \(Z\) is a Polish space\(^1\), together with a Borel \(\sigma\)-algebra \(\mathcal{B}(Z)\), then there exists a unique P-RCP \(p^\nu()\) defined as in (2.3). We now present the following technical result from [150].

**Theorem 2.1.1:** Let \((X, \mathcal{B}(X))\) and \((Y, \mathcal{B}(Y))\) be measurable spaces, and let \(\mu, \nu\) be probability measures on \(Z = X \times Y\), with \(\mathcal{B}(Z) = \mathcal{B}(X) \otimes \mathcal{B}(Y)\). Assume that (i) \(\mu \ll \nu\) with \(\frac{d\mu}{d\nu}(u, y) = f(u, y), \forall u \in X, y \in Y\) and (ii) that the (product) regular conditional distribution of

\(^1\)i.e., a separable completely metrizable topological space
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\( u \mid y \) under \( \nu \), denoted by \( \nu^y(du) \), exists. Then, the conditional distribution of \( u \mid y \) over \( \mu \), \( \mu^y(du) \) exists. Furthermore, \( \mu^y \ll \nu^y \), with Radon-Nikodym derivative given by

\[
\frac{d\mu^y}{d\nu^y}(u) = \begin{cases} \frac{1}{Z(y)}f(u, y) & \text{if } 0 < Z(y) < \infty, \\ 1 & \text{otherwise} \end{cases}
\]

where \( Z(y) := \int_X f(u, y) \nu^y(du) \).

**Proof.** See [150, Theorem 1.3.1]. □

### 2.1.2 Gaussian measures

Gaussian measures are a class of commonly-used probability measures in the context of BIP. On the one hand, from a practical perspective, they are attractive for problems where either the mapping \( u \mapsto F(u) \) is (nearly) linear; indeed, if such a mapping is linear and the noise and prior measures are Gaussian, the resulting posterior measure will also be Gaussian. They are also often used as first-approximation to the posterior measure (c.f. [151, 23] and Section 2.3.2). On the other hand, from a theoretical point of view, they are widely used in the case where \( X \) is an infinite-dimensional normed space since, as opposed to the Lebesgue measure, they are well-defined in such spaces. Furthermore, as it will be further discussed in Section 2.2.1, a draw \( u \) from a Gaussian measure \( \mathcal{N}(m, C) \) on a separable Hilbert space \( X \), can be written as

\[
u = m + \sum_{i=1}^{\infty} \sqrt{\lambda_i} \phi_i u_i,
\]

where \( \{\lambda_i\}_{i\in\mathbb{N}}, \{\phi_i\}_{i\in\mathbb{N}} \), are the (orthonormalized) eigenvalues and eigenfunctions of the covariance operator \( C \), and \( u_i \overset{iid}{\sim} \mathcal{N}(0, 1), \forall i = 1, 2, \ldots \). We now present a short survey of Gaussian measures on infinite-dimensional Banach spaces.

We begin by recalling some basic concepts of functional analysis. Given a Banach space \( X \), we define its **dual space** as \( X^* := \{f : X \to \mathbb{R} : f \text{ is a continuous, linear map}\} \). In the case where \( (X, \langle \cdot, \cdot \rangle_X) \) is a separable Hilbert space, we say that a linear operator \( C : X \to X \) is

1. **self-adjoint** (or symmetric) if for all \( f, g \in X \), \( \langle Cf, g \rangle_X = \langle f, Cg \rangle_X \),

2. **positive-semidefinite** if \( \forall f \in X, \langle Cf, f \rangle_X \geq 0 \),

3. **trace-class** if given a complete orthonormal basis (CONB) \( \{\phi_i\}_{i\in\mathbb{N}} \) of \( X \), it follows that \( \sum_{i\in\mathbb{N}} \langle C\phi_i, \phi_i \rangle < +\infty \). Alternatively, if \( \{\lambda_i\}_{i\in\mathbb{N}}, \{\phi_i\}_{i\in\mathbb{N}} \), are the (orthonormalized) eigenvalues and eigenvectors of \( C \) forming a CONB of \( X \), \( C \) is a trace-class operator if \( \sum_{i\in\mathbb{N}} \lambda_i < +\infty \).
Recall that a probability measure $\varphi$ in $\mathbb{R}$ is a 1D-Gaussian measure centered at $m \in \mathbb{R}$ with variance $\sigma^2 \geq 0$ if, $\forall A \in \mathcal{B}(\mathbb{R})$, it holds that

$$\varphi(A) = \int_A \frac{1}{\sqrt{2\pi \sigma}} \exp \left( -\frac{(x-m)^2}{2\sigma^2} \right) \, dx =: \mathcal{N}(m, \sigma^2)(A).$$

In addition, we say that $\varphi$ is a Dirac distribution (or degenerate Gaussian) if $\sigma = 0$, in which case we write

$$\varphi(A) = \delta_{x=m}(A) = \begin{cases} 0, & \text{if } x - m \notin A, \\ 1, & \text{if } x - m \in A. \end{cases}$$

It is well-known [18] that 1D-Gaussian measures are uniquely characterized by their mean $m$ and variance $\sigma^2$. Now let $X = \mathbb{R}^K$. For any $\lambda, u \in X$, one can think of the map $X \ni u \mapsto \langle \lambda, u \rangle_{\mathbb{R}^K} \in \mathbb{R}$ as a random variable on the measure space $(X, \mathcal{B}(X), \varphi)$; in this case, we say that $\varphi$ is a KD-Gaussian measure if such a mapping induces a 1D-Gaussian measure on $\mathbb{R}$ for each $\lambda \in X$. This can be stated in more abstract terms in order to allow for the case where $X$ is an infinite-dimensional separable Hilbert space.

**Definition 2.1.6 ((abstract) Gaussian measure [37]):** Let $(X, \langle \cdot, \cdot \rangle_X)$ be a (potentially infinite-dimensional) separable Hilbert space with associated Borel $\sigma$-algebra $\mathcal{B}(X)$. We say that a probability measure $\varphi$ on $(X, \mathcal{B}(X))$ is a Gaussian measure if, for each $f \in X$, the map $X \ni u \mapsto \langle f, u \rangle_X$ induces a 1D Gaussian measure on $\mathbb{R}$ i.e., if there exists $m_f \in \mathbb{R}$ and $\sigma_f^2 \geq 0$ depending on $f$ such that

$$\varphi(\{ u \in X : \langle f, u \rangle \in A \}) = \mathcal{N}(m_f, \sigma_f^2)(A), \quad \forall A \in \mathcal{B}(\mathbb{R}).$$

Furthermore, we say that $\varphi = \mathcal{N}(m, C)$, with mean $m \in X$ and covariance $C : X \to X$, a trace-class linear operator, if

$$\int_X \langle h, u \rangle_X \varphi(du) = \langle m, h \rangle_X, \quad \forall h \in X,$n

$$\int_X \langle h_1, u - m \rangle_X \langle h_2, u - m \rangle_X \varphi(du) = \langle Ch_1, h_2 \rangle_X, \quad \forall h_1, h_2 \in X. \quad (2.4)$$

It is a clear consequence of Equation (2.4) that $C$ is both symmetric and positive-(semi)definite. Similarly as for the 1D case, a Gaussian measure $\varphi = \mathcal{N}(m, C)$ is uniquely determined by its mean $m$ and covariance operator $C$ [37].

**Theorem 2.1.2 (Fernique Theorem):** Let $(X, \langle \cdot, \cdot \rangle_X)$ be a separable Hilbert space, and let $\varphi$ be a Gaussian measure. Then, there exists an $\alpha > 0$ such that

$$\int_X \exp(\alpha \| u \|^2_X) \varphi(du) < +\infty.$$
In particular, this means that $\varphi$ has moments of all orders; i.e., $\forall j \geq 0$ it holds that

$$\int_X \|u\|_X^j \varphi(du) < +\infty.$$ 

**Definition 2.1.7 (Cameron-Martin space):** Let $(X, \langle \cdot, \cdot \rangle_X)$ be a separable Hilbert space, and let $\varphi = \mathcal{N}(m, C)$ be a Gaussian measure on $(X, B(X))$, with $m \in X$ and $C$ a self-adjoint, positive semi-definite, trace-class covariance operator. The Cameron-Martin space of $X$ associated to $\varphi$ is defined as $\text{Im}(C^{1/2})$ [37], and can be given a Hilbert structure with inner product $\langle C^{-1/2} \cdot, C^{-1/2} \cdot \rangle_X$.

The following result is a special case of the Feldman-Hajek theorem [18], and presents a rather important result in the theory of Gaussian measures in infinite-dimensional Hilbert-spaces: two Gaussian measures on an infinite-dimensional space are either equivalent or singular.

**Theorem 2.1.3 (Cameron-Martin theorem):** Let $(X, \langle \cdot, \cdot \rangle_X)$ be a separable Hilbert space, let $C$ be a positive semi-definite, self-adjoint and trace-class covariance operator, and for $i = 1, 2$, with $m_i \in X$, let $\varphi_{m_i} = \mathcal{N}(m_i, C)$, be Gaussian measures on $X$. Then, $\varphi_{m_1} \simeq \varphi_{m_2}$ if and only if $m_1 - m_2 \in \text{Im}(C^{1/2})$, and

$$\frac{d\varphi_{m_2}}{d\varphi_{m_1}}(u) = \exp \left( \langle m_2 - m_1, u - m_1 \rangle_C - \frac{1}{2} \|m_1 - m_2\|^2_C \right),$$

otherwise $\varphi_{m_1} \perp \varphi_{m_2}$. Here we have denoted $\langle a, b \rangle_C = \langle C^{-1/2}a, C^{-1/2}b \rangle_X$, $\forall a, b \in X$.

This is in stark contrast to the finite-dimensional case, where absolute continuity between translated Gaussian probability measures holds for arbitrary translations. This is a fact of paramount importance when discussing BIP in infinite dimensions.

### 2.1.3 Spaces of probability measures

Let $(X, \| \cdot \|_X)$ be a separable Banach space with associated Borel $\sigma$-algebra $B(X)$. We will denote by $\mathcal{M}(X)$ the set of real-valued signed measures on $(X, B(X))$, and by $\mathcal{M}(X) \subset \mathcal{M}(X)$ the set of probability measures on $(X, B(X))$. Let $\mu \in \mathcal{M}(X)$ be a “reference” probability measure on $X$. In the context of Bayesian inverse problems, this reference probability measure should be understood as the posterior measure (i.e., $\mu = \mu^{\text{post}}$). Furthermore, we define the following spaces:

$$L_r = L_r(X, \mu) = \left\{ f : X \mapsto \mathbb{R}, \mu\text{-integrable, s.t. } \|f\|_r := \|f\|_X := \int_X |f(u)|^r \mu(du) < \infty \right\} \quad (2.5)$$

$$L^0_r = L^0_r(X, \mu) = \left\{ f \in L_r(X, \mu), \text{ s.t. } \mu(f) := \int_X f(u) \mu(du) = 0 \right\}.$$
Notice that, clearly, \( L^0_r(X, \mu) \subset L^r_r(X, \mu) \). In the particular case where \( r = 2 \), \( L^2(X, \mu) \) (and hence \( L^0_2 \)) is a Hilbert space with inner product given by
\[
\langle f, g \rangle_{L^2} := \int_X f(u)g(u)\mu(du), \quad f, g \in L^2(X, \mu).
\]

Moreover, when \( r = \infty \), we define
\[
L^\infty(X, \mu) := \left\{ f : X \mapsto \mathbb{R}, B(X) - \text{measurable s.t.} \inf_{\mu(B)=0} \sup_{y \in X \setminus B} |f(y)| < \infty \right\}.
\]

In addition, for any \( r \in [1, \infty] \), we define the spaces of (signed) measures
\[
\mathcal{M}_r(X, \mu) := \{ \nu \in \mathcal{M}(X) \text{ s.t. } \nu \ll \mu, \| \nu \|_{L^r(X, \mu)} < \infty \},
\]
where
\[
\| \nu \|_{L^r(X, \mu)} := \left\| \frac{d\nu}{d\mu} \right\|_{L^r(X, \mu)},
\]

with
\[
\mathcal{M}^0_r(X, \mu) := \{ \nu \in \mathcal{M}_r(X, \mu) \text{ s.t. } \nu(X) = 0 \}.
\]

Once again, in the particular case where \( r = 2 \), \( \mathcal{M}_2(X, \mu) \) is a Hilbert space with inner product given by:
\[
\langle \nu, \pi \rangle_{\mathcal{M}_2} := \int_X \frac{d\nu}{d\mu}(u)\frac{d\pi}{d\mu}(u)\mu(du), \quad \nu, \pi \in \mathcal{M}_2(X, \mu).
\]

Notice that the definition of the \( L^r \) (respectively \( \mathcal{M}_r \)) norm depends on the reference measure \( \mu \) on \( X \). We remark that the function space \( L^r_r(X, \mu) \) is isometrically isomorphic to the space of measures \( \mathcal{M}_r(X, \mu) \), as stated in [143].

We now define some commonly-used (pseudo)metrics for a space of probability measures. We will use some of these metrics to study the convergence of the MCMC algorithms in Chapters 4, 5 and 6.

**Definition 2.1.8 (Total variation distance):** Let \( \mu, \nu \in \mathcal{M}(X) \) be absolutely continuous with respect to a common probability measure \( \lambda \in \mathcal{M}(X) \). The Total Variation (TV) distance between \( \mu \) and \( \nu \) is given by
\[
d_{TV}(\mu, \nu) := \frac{1}{2} \int_X \left| \frac{d\mu}{d\lambda}(u) - \frac{d\nu}{d\lambda}(u) \right| \lambda(du) = 1 - \int_X \min \left\{ \frac{d\mu}{d\lambda}(u), \frac{d\nu}{d\lambda}(u) \right\} \lambda(du)
\]
\[
= \frac{1}{2} \| \mu - \nu \|_{\mathcal{M}_1(X, \lambda)},
\]
where the second equality comes from the fact that $\min\{a, b\} = \frac{1}{2}(a + b - |a - b|)$. Notice that in the case where $\nu \ll \mu$, the TV distance between $\mu, \nu$ is then given by

$$d_{TV}(\mu, \nu) = \frac{1}{2} \int_X \left| 1 - \frac{d\nu}{d\mu}(u) \right| \mu(du)$$

**Definition 2.1.9 (Hellinger distance):** Let $\mu, \nu \in \mathcal{M}(X)$ be absolutely continuous with respect to a common probability measure $\lambda \in \mathcal{M}(X)$. The Hellinger distance between $\mu$ and $\nu$ is given by

$$d_{Hell}(\mu, \nu) := \left( \frac{1}{2} \int_X \left( \sqrt{\frac{d\mu}{d\lambda}(u)} - \sqrt{\frac{d\nu}{d\lambda}(u)} \right)^2 \lambda(du) \right)^{1/2}$$

Similarly as before, notice that in the case where $\nu \ll \mu$, the Hellinger distance is then given by

$$d_{Hell}(\mu, \nu) := \left( \frac{1}{2} \int_X \left( 1 - \frac{d\nu}{d\mu}(u) \right)^2 \mu(du) \right)^{1/2}$$

**Definition 2.1.10 (Kullback-Liebler divergence):** Let $\nu, \mu \in \mathcal{M}(X)$ be two probability measures with $\nu \ll \mu$. The Kullback-Liebler (KL) divergence between $\nu$ and $\mu$ denoted by $d_{KL}(\nu, \mu)$ is given by

$$d_{KL}(\nu, \mu) = \int_X \log \left( \frac{d\nu}{d\mu}(u) \right) \nu(du)$$

Notice that $d_{KL}(\mu, \nu)$ is not a proper metric since, in general, $d_{KL}(\mu, \nu) \neq d_{KL}(\nu, \mu)$. It is a consequence of Jensen’s inequality [48] that $d_{KL}(\mu, \nu) \geq 0$.

### 2.2 Bayesian inverse problems

We now present a rigorous derivation of Bayes’ theorem in separable Banach spaces. Let $(X, \|\cdot\|_X)$ and $(Y, \|\cdot\|_Y)$ be two separable, potentially infinite-dimensional, Banach spaces, equipped with Borel $\sigma$-algebra $\mathcal{B}(X)$ and $\mathcal{B}(Y)$, respectively, and let $\mathcal{F} : X \to Y$ be a measurable forward mapping operator. We are interested in obtaining the conditional probability distribution of $u \in X$ given some noise-polluted measured data $y \in Y$, where

$$y = \mathcal{F}(u) + \eta, \quad \eta \sim \mu_{\text{noise}},$$

where $\eta \in Y$ represents the random noise polluting the measured data and $\mu_{\text{noise}}$ is a probability measure on $(Y, \mathcal{B}(Y))$. Furthermore we assume that $u$ follows a prior distribution, $\mu_{\text{pr}}$ on $(X, \mathcal{B}(X))$, usually encoding the information available on $u$ before any data has been observed. A
key component of this approach is that all its terms, namely \( y, \eta, u \) (and hence \( F(u) \)), are random variables. Furthermore it is assumed that \( u \) and \( \eta \) are independent random variables. Denote by \( \mu_{\text{noise}}^u \), the translation of \( \mu_{\text{noise}} \) by \( F(u) \). Our goal is to use the technical result presented in Theorem 2.1.1 to construct a (potentially infinite-dimensional) version of Bayes’ theorem. We will require the following assumptions on \( \mu_{\text{pr}}, \mu_{\text{noise}} \) and \( \mu_{\text{noise}}^u \) to hold.

Assumption 2.2.1 (Fundamental assumptions for Bayes’ Theorem): Given \( \mu_{\text{noise}} \) and \( \mu_{\text{noise}}^u \), it holds that

1. for \( \mu_{\text{pr}} \)-a.e. \( u \), it holds that \( \mu_{\text{noise}}^u \ll \mu_{\text{noise}} \). Furthermore, there exists a \( \mathcal{B}(X) \otimes \mathcal{B}(Y) \)-measurable function \( \Phi : X \times Y \to \mathbb{R} \) such that

\[
\frac{d\mu_{\text{noise}}^u}{d\mu_{\text{noise}}}(y) := \begin{cases} 
\frac{\exp(-\Phi(u; y))}{Z(y)} & \text{if } 0 < Z(y) < +\infty, \\
1 & \text{otherwise}
\end{cases}
\]

with \( Z(y) := \int_X \exp(-\Phi(u; y)) \mu_{\text{pr}}(du) \).

2. \( 0 < Z(y) < +\infty, \mu_{\text{noise}}\text{-a.s.} \)

For any given \( (u, y) \in X \times Y \), we will refer to \( \Phi(u; y) \) as the potential or negative log-likelihood.

Remark 2.2.1: Notice that \( \Phi \) has the form \( \Phi(u; y) = \tilde{\Phi}(F(u); y) \), with \( \tilde{\Phi} : Y \times Y \to \mathbb{R} \), \( \mathcal{B}(Y \times Y) \)-measurable.

Although Assumption 2.2.1.1 is relatively simple to satisfy in the finite-dimensional data case (i.e., when \( Y = \mathbb{R}^M \), with some \( M \geq 1 \)), it is certainly not as straightforward to satisfy if \( Y \) is an infinite-dimensional Hilbert space. To visualize how this difficulty arises in the infinite-dimensional case, let \( (Y, \langle \cdot , \cdot \rangle) \) be an infinite-dimensional separable Hilbert space, and set \( \mu_{\text{noise}} = \mathcal{N}(0, \Gamma) \), for \( \Gamma : Y \to Y \) a self-adjoint, positive-definite, trace-class operator. Then, for (2.6) to hold true, it follows from Theorem 2.1.3 that \( F \) must satisfy \( F(u) \in \text{Im}(\Gamma^{1/2}) \), \( \mu_{\text{pr}}\text{-a.s.} \) which is not necessarily the case. Conversely, if \( \forall u \in X \) it holds \( F(u) \in \text{Im}(\Gamma^{1/2}) \), it then follows from the Cameron-Martin theorem that \( \Phi(u; y) = \frac{1}{2} \| F(u) \|^2 - \langle F(u), y \rangle \Gamma \), which is a measurable function in \( u \) and \( y \).

Assumption 2.2.1.2 depends both on the functional form of \( \Phi \) and the choice of prior, and can be satisfied under some relatively mild (and rather common [156]) assumptions on the structure of the BIP (c.f. Theorem 2.2.2).

We can now state the general version of Bayes’ theorem. We remark that this is a well-known result (see, e.g., [40, 94, 153, 156]), however, we give its proof here for the sake of completeness.

Theorem 2.2.1 (Bayes’ theorem): Suppose Assumptions 2.2.1 hold. Then, the conditional distribution \( \mu^u \) of \( u | y \) exists and \( \mu^u \ll \mu_{\text{pr}} \) with

\[
\frac{d\mu^u}{d\mu_{\text{pr}}}(u) := \frac{1}{Z(y)} \exp(-\Phi(u; y)).
\]

(2.7)
We will refer to $\mu^y$ as the posterior probability measure.

**Proof.** Define the joint probability measure $\Pi(du, dy) := \mu_{pr}(du)\mu_{\text{noise}}(dy)$, corresponding to the process of sampling $u \sim \mu_{pr}$ and $y \sim \mu_{\text{noise}}$ independently of each other. Similarly, define $\tilde{\Pi}(du, dy) := \mu_{pr}(du)\mu_{u\text{noise}}(dy)$, as the probability measure corresponding to the process of first sampling $u \sim \mu_{pr}$, evaluating $F(u)$, shifting $\mu_{\text{noise}}$ by $F(u)$, and then sampling $y \sim \mu_{u\text{noise}}$. It is clear from the Assumption 2.2.1 that $\tilde{\Pi} \ll \Pi$. Furthermore, since $\Pi$ follows the process of sampling $u$ and $y$ independently of each other, then, clearly, $y|u$ exists under $\Pi$. The desired result then follows from an application of Theorem 2.1.1 with $\mu(du, dy) = \tilde{\Pi}(du, dy)$ and $\nu(du, dy) = \Pi(du, dy)$.

**Remark 2.2.2 (On the Bayesian formulation with finite-dimensional data):** Notice that in the case where $Y$ is finite-dimensional and $\mu_{\text{noise}}$ has a Lebesgue density $\pi_{\text{noise}}$, the potential function would look like

$$\Phi(u; y) = -\log \left[ \frac{\pi_{\text{noise}}(y - F(u))}{\pi_{\text{noise}}(y)} \right] = -\log [\pi_{\text{noise}}(y - F(u))] + \log [\pi_{\text{noise}}(y)] = -\log [\pi_{\text{noise}}(y - F(u))] + c(y),$$

where the constant $c(y)$ depends only on the data $y$ and as such, can be absorbed as a redefinition of the normalization constant.

### 2.2.1 Prior Modeling

One of the most important (and potentially challenging) aspects of a BIP is choosing an appropriate prior model. Choosing an appropriate prior typically requires some expert information on the model, and it is hence problem dependent. For finite-dimensional state spaces, such as $\mathbb{R}^K, K \geq 1$, one could, for example, assume that for each $i = 1, 2, \ldots, K, u_i$ is independently distributed according to a prior measure $\mu_{pr,i}$, and then set $u \sim \mu_{pr} := \otimes_{i=1}^K \mu_{pr,i}$. Alternatively, one could, of course, use priors that correlate some or all of the components of $u$, provided that such an information is available.

Prior modeling in function spaces is less straightforward, and a rather significant body of literature is devoted to the construction and analysis of special types of prior measures, such as Gaussian, Besov or uniform [32, 14, 156, 130] priors. These sort of priors arise in the case, for example, when the underlying mathematical model has a physical domain $D \subset \mathbb{R}^d, d = 1, 2, 3$, with $u \sim X$ understood as a random field or function (rather than as a set of random parameters) on a space $X$ of functions defined on $D$. In the model problems presented in Section 1.2, this corresponds, for example, to the spatially-varying permeability field $\kappa(x, \cdot), x \in D$ for model problem 1.2.1, or to the material density $\rho(x, \cdot), x \in D$ for model problem 1.2.2.

We now present the main idea behind the construction of infinite-dimensional prior measures. Let $(X, \|\cdot\|_X)$ be a separable, infinite-dimensional Banach space of $\mathbb{R}$-valued functions defined on a domain $D$. In addition, consider a sequence of linearly independent functions $\{\phi_j\}_{j \in \mathbb{N}} \in X$,
with \( \| \phi_j \|_X = 1, \forall j \in \mathbb{N} \), and let \( \{ u_j \}_{j \in \mathbb{N}} \) be a sequence of scalar, independently and identically distributed random variables \( u_j \sim \nu_j \), with \( \nu_j \) a probability measure on \((I, B(I))\), \( I \subset \mathbb{R} \). Furthermore, denote by \( I_\infty = \times_{i \in \mathbb{N}} I_i \) together with the Borel \( \sigma \)-algebra \( B(I_\infty) \) generated by the cylindrical sets \( A \subset I_\infty, A = \times_{i \in \mathbb{N}} A_i \), with finitely-many \( A_i \neq I \) and define \( \mu = \times_{j \in \mathbb{N}} \nu_j \), as a measure on \((I_\infty, B(I_\infty))\). For some \( p \in [1, \infty] \), let \( \{ w_i \}_{i \in \mathbb{N}} \in \ell^p \) be a deterministic sequence chosen such that, for some given \( m_0 \in X \), the series
\[
u \mu \text{pr} := \text{Law}(m_0 + \sum_{j \in \mathbb{N}} \phi_j w_j u_j)
\]
converges in \( L^p(X, \mu) \) (which could happen, e.g., if \( \nu_j \in \mathcal{N}, \forall j \in \mathbb{N} \)). In this setting, one can then model \( \mu \text{pr} \) as a spectral representation of the prior lays the basis for constructing priors in infinite-dimensional space. Throughout this work we will limit ourselves to the use of Gaussian prior measures when modeling BIPs in infinite-dimensions, however, we refer the interested reader to, e.g., [22, 39, 73, 166] for the formulation, analysis, and solution of BIPs in function space using non-Gaussian priors.

We now proceed to describe such a methodology for Gaussian measures. Using a series expansion to model Gaussian priors in the context of BIP has been presented, e.g., in the seminal works of Stuart [156], Dashti and Stuart [40], and Cotter et. al., [31]. Let \((X, \langle \cdot, \cdot \rangle_X)\) denote a separable Hilbert space, let \( C : X \times X \to \mathbb{R} \) be a self-adjoint and trace-class operator, and, without loss of generality, consider the prior \( \mu \text{pr} = \mathcal{N}(0, C) \). We can generate samples from \( \mu \text{pr} \) be one of the following methods:

**Karhunen-Loeve expansion**

A first straightforward method to sample \( u \sim \mu \text{pr} \) is to consider the Karhunen-Loeve expansion. Let \( \{ \lambda_i \}_{i \in \mathbb{N}}, \{ \phi_i \}_{i \in \mathbb{N}} \) be the (orthonormalized) eigenvalues and eigenfunctions of \( C \). Since \( C \) is a trace-class operator, it then follows that \( \sum_{i \in \mathbb{N}} \lambda_i < +\infty \), and as such, it can be seen that the series
\[
u u = \sum_{i=1}^{\infty} \sqrt{\lambda_i} \phi_i u_i, \quad u_i \overset{iid}{\sim} \mathcal{N}(0, 1), \ i = 1, 2, \ldots , \ (2.8)
\]
converges in \( L^2(X, \mu) \), with \( \mu = \times_{i \in \mathbb{N}} \mathcal{N}(0, 1) \). Such a series is called the Karhunen-Loeve expansion of \( u \). In practice, equation (2.8) needs to be truncated at a term \( K \), leading to the finite dimensional approximation
\[
u u_K = \sum_{i=1}^{K} \sqrt{\lambda_i} \phi_i u_i, \quad u_i \overset{iid}{\sim} \mathcal{N}(0, 1), \ i = 1, 2, \ldots , K. \ (2.9)
\]

One can then sample the (truncated) random variable \( u_K \approx u \) from \( \mu \text{pr}_K \approx \mu \text{pr} \) by sampling \( K \) independently and identically distributed random variables \( u_i \sim \mathcal{N}(0, 1), i = 1, \ldots , K, \)
and then summing the terms in equation (2.9). Of course, such a truncation induces a finite-dimensional vector $u_K$ approximating $u$, which will in turn induce an approximate posterior measure $\mu^y_K \to \mu^y$ in a suitable sense as $K \to \infty$. We will discuss the convergence of $\mu^y_K \to \mu^y$ in Section 2.2.3. Such an approximation is depicted in Figure 2.1, where we present a realization of the permeability field $\kappa(x,u)$ in Example 1.2.1 truncated at three different values of $K$. As it can be seen, finer details on the field can be clearly appreciated as $K$ increases. It is worth mentioning, however, that the "main features" of such a random field are captured by the first values $u_i$ in the KL expansion. Informally speaking, larger values of $K$ are able to capture higher levels of detail on the field. Throughout this thesis, we will employ this method of generating random fields $u$ in Chapters 5 and 6.

### PDE-based priors

An alternative approach to generating samples $u \sim \mathcal{N}(0, C)$ is by the characterization of the precision operator $A^2 = C^{-1}$ as a second-order “Laplace-like” differential operator on a bounded, open set $D \subset \mathbb{R}^d$, $d = 1, 2, 3$, with a domain chosen so that $A$ is positive definite and invertible. This approach is particularly attractive when the random field $u$ is defined on a physical domain $D$. Furthermore, one can control the regularity of the random field $u$ by specifying the regularity of the operator $A$. Lastly, there is a wide body of literature and computational resources for the efficient numerical solution of PDEs (see, e.g., [101]), making this approach also attractive from an implementation perspective. In order to model the precision operator $C^{-1}$ as a “Laplace-like” differential operator, we need the following conditions to hold [156]:

**Assumption 2.2.2:** The operator $A$, densely defined on a Hilbert space $H = L_2(D; \mathbb{R})$ satisfies the following properties:

1. $A$ is positive definite, self-adjoint operator with compact inverse.
2. The eigenfunctions and eigenvalues, \( \{ \phi_j \} \in \mathbb{N} \) and \( \{ \lambda_j \} \in \mathbb{N} \), respectively, form an orthonormal basis for \( H \).

3. There exist positive constants \( c_m, C_M \) such that for all \( j \in \mathbb{N} \) it holds that
\[
c_m \leq \frac{\lambda_j}{j^{2/d}} \leq C_M.
\]

4. There exists \( C' \) such that
\[
\sup_{j \in \mathbb{N}} \left( \| \phi_j \|_{L^\infty} + \frac{1}{j} \| D\phi_j \|_{L^\infty} \right) \leq C'.
\]

Before proceeding to describe how to generate samples \( u \sim \mathcal{N}(0, A^{-2}) \) we first define spatial white noise (see, e.g., [33]).

**Definition 2.2.1 (spatial white noise):** We say that the linear isometry \( \mathcal{W} : L_2(D; \mathbb{R}) \to L_2(\Omega; \mathbb{R}) \), with \( (\Omega, F, \mathbb{P}) \) a complete probability space, is a white noise, if given any \( \{ \phi_j \} \in \mathbb{N} \in L_2(D; \mathbb{R}) \), then \( h_j := \langle \mathcal{W}, \phi_j \rangle \) are Gaussian random variables with mean zero and covariance given by
\[
\mathbb{E}[h_i h_j] = \langle \phi_i, \phi_j \rangle_{L_2(D)}, \quad \forall i, j \in \mathbb{N},
\]
where \( \langle \mathcal{W}, \phi_j \rangle \) denotes the action of \( \mathcal{W} \) on \( \phi_j \).

Given some white noise \( \mathcal{W} \), one can generate samples \( u \sim \mathcal{N}(0, A^{-2}) \) by solving \( Au = \mathcal{W} \), where the solution should be interpreted in an appropriate sense, as it will become clearer shortly after.

As an example, consider the following elliptic PDE:
\[
\begin{aligned}
-\alpha \nabla \cdot (\Lambda \nabla u) + \alpha u &= \mathcal{W} \quad \text{in } D, \\
-\alpha \Lambda \nabla u \cdot n &= 0 \quad \text{on } \partial D,
\end{aligned}
\tag{2.10}
\]

where \( n \) denotes the outward unit normal on \( \partial D \), \( \alpha > 0 \) and \( \Lambda \in \mathbb{R}^{d \times d} \) is a symmetric, uniformly bounded, positive-definite tensor denoting the anisotropy of the elliptic operator. In practice, the solution to equation (2.10) needs to be numerically approximated using, e.g., the finite element or the finite-difference method with accuracy parameter \( K \) (which denotes, e.g., the number of degrees of freedom in the approximation). Thus, just as with the Karhunen-Loeve approach, this method results in an approximate posterior \( \mu^y_K \to \mu^y \) as \( K \to \infty \), where again, the convergence is in a suitable sense. This is depicted in Figure 2.2, where a realization of the the permeability field \( \kappa(x, \cdot) \) in Example 1.2.1 is shown at three levels of discretization. As it can be seen, finer details on the field can be clearly appreciated as the underlying (finite element) mesh becomes more refined.

We will present this approximation in more detail in Section 2.2.3.
Figure 2.2: Top: Discretization meshes generated with a Laplace-like operator $A^{-2}$. Bottom: Discretized random fields corresponding to each mesh.
2.2.2 WELL-POSEDNESS

A problem is said to be *well-posed* in the Hadamard sense, if (i) a solution exists and is unique and (ii) the behavior of such a solution changes continuously with the initial conditions, i.e., small changes on the input of the problem produce small changes on the output.

A problem that is not (Hadamard) well-posed, is said to be *ill-posed*. It is known that inverse problems (when seen, in a broad sense as “determining the input of a model given its solution”) are often ill-posed. In the classical (i.e., frequentist’s) approach to inverse problems, one typically aims at eliminating this ill-posedness by introducing a suitable *regularization term* in the minimization functional, however, we remark that these regularization techniques are outside the scope of this thesis, and invite the interested reader to the works, e.g., [85, 158] for its exposition in the context of inverse problems, and to the more recent book [55], for an introduction of this topic in the (closely-related) field of statistical learning.

Alternatively, the issue of well-posedness of an inverse problem can also be tackled from a Bayesian perspective. Indeed, broadly speaking (we will be more detailed shortly) a BIP is said to be well-posed if (i) there exists a unique posterior probability measure, and (ii) small changes in the data produce small changes in the posterior.

There are, arguably, two major notions of this well-posedness, namely the so-called *Lipschitz-Hellinger* well posedness, presented by Stuart and Dashti [40, 156], and the more general concept of *(M, d)-well posedness* of Latz [94], where M is to be understood as space of probability measures and d as a (pseudo-)distance between such measures. We will present the Lipschitz-Hellinger well posedness of Stuart, and refer the interesting reader to the works [94, 154] for a further study on Bayesian well-posedness.

Let \((Y, \|\cdot\|_Y)\) be a separable, possibly infinite-dimensional Banach space, with associated Borel \(\sigma\)-algebra \(B(Y)\). A BIP in the form of (2.7) is *Lipschitz-Hellinger well-posed* [94, 156] if

1. (Existence and uniqueness) There exists a unique posterior probability measure \(\mu^y\) that is absolutely continuous with respect to \(\mu_{pr}\).
2. (Stability) There exists a positive constant \(C = C(r)\) such that for all \(y, y' \in Y\) with \(r > \max\{\|y\|_Y, \|y'\|_Y\}\), it holds that \(d_{\text{Hell}}(\mu^y, \mu^{y'}) < C(r) \|y - y'\|_Y\), i.e., the mapping \(y \mapsto \mu^y\) is locally Lipschitz continuous in the Hellinger metric.

It is shown in [40] that a BIP is well-posed under the following assumptions on the potential function (negative log-likelihood), \(\Phi(u; y) : X \times Y \rightarrow \mathbb{R}\), and the prior \(\mu_{pr}\).

**Assumption 2.2.3:** Let \((X, \|\cdot\|_X), (Y, \|\cdot\|_Y)\) be two separable Banach spaces with \(u \in X\) and \(y \in Y\). We assume that \(\Phi : X \times Y \rightarrow \mathbb{R}\) has the following properties:

1. \(\forall \epsilon, r > 0, \exists M(\epsilon, r) > 0\) such that \(\forall u \in X, y \in Y, \|y\|_Y < r\),

\[
\Phi(u; y) > M - \epsilon \|u\|_X^2,
\]

that is, there is a lower (quadratic) bound on the potential function.
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2. \forall r > 0, \exists K(r) > 0 \text{ measurable such that } \forall u \in X, y \in Y, with \max\{\|u\|_X,\|y\|_Y\} < r,

\[ \Phi(u; y) \leq K(r), \]

i.e., there is an upper bound on the potential.

3. \forall r > 0, \exists L(r) > 0 \text{ such that } \forall u, u' \in X, y \in Y, with \max\{\|u\|_X,\|u'\|_X,\|y\|_Y\} < r,

\[ |\Phi(u; y) - \Phi(u'; y)| \leq L(r)\|u - u'\|_X, \]

which means that we have Lipschitz continuity of \(\Phi(\cdot; y)\) with respect to the first argument.

4. \forall \epsilon, r > 0, \exists C(\epsilon, r) > 0 \in \mathbb{R}, such that \forall y, y' \in Y, u \in X, with \max\{\|y\|_Y,\|y'\|_Y\} < r,

\[ |\Phi(u; y) - \Phi(u; y')| \leq \exp(\epsilon\|u\|_X^2 + C(\epsilon, r))\|y - y'\|_Y \]

which means that we have Lipschitz continuity of \(\Phi(u; \cdot)\) with respect to \(y\) for any \(u \in X\), with \(u\)-dependent Lipschitz constant.

5. Given a sufficiently small \(\epsilon > 0\),

\[ \int_X \exp\left(\epsilon \|u\|_X^2\right) \mu_{pr}(du) < +\infty. \quad (2.11) \]

6. Any (small) ball has positive \(\mu_{pr}\)-mass, i.e.,

\[ \int_{\|u\|_X < r} \mu_{pr}(du) > 0, \quad \forall r > 0. \]

Notice that in the case of finite-dimensional, additive Gaussian noise, \(\mu_{\text{noise}} = \mathcal{N}(0, \Sigma)\), \(\Sigma \in \mathbb{R}^{M \times M}\), we set \((Y, \|\cdot\|_Y) = (\mathbb{R}^M, \|\cdot\|_\Sigma)\) and we have that \(\Phi(u; y) = \frac{1}{2} \|y - \mathcal{F}(u)\|_\Sigma^2\), where \(\|\alpha\|_\Sigma = \|\Sigma^{-1/2}\alpha\|_\Sigma\), \(\forall \alpha \in Y(= \mathbb{R}^M)\). In this case, Assumptions 2.2.3.1-4 can be simplified by the following proposition in [156], which relates to the properties of \(\mathcal{F}\).

**Lemma 2.2.1 (Lemma 2.8 in [156]):** Let \((Y, \|\cdot\|_Y) = (\mathbb{R}^M, \|\cdot\|_\Sigma)\) and suppose \(\mathcal{F}: X \to Y\) satisfies the following:

i) Given \(\epsilon > 0\), \(\exists M(\epsilon) \in \mathbb{R}\) such that \(\forall u \in X\),

\[ \|\mathcal{F}(u)\|_\Sigma \leq \exp(\epsilon\|u\|_X^2 + M)\).

ii) \(\forall r > 0, \exists K(r) > 0\), such that \(\forall u, u' \in X, \text{ with } \max\{\|u\|_X,\|u'\|_X\} < r\),

\[ \|\mathcal{F}(u) - \mathcal{F}(u')\|_\Sigma \leq K(r)\|u - u'\|_X. \]
Then, Assumptions 2.2.3.1-4 hold for $\Phi(u; y) = \frac{1}{2} \|y - \mathcal{F}(u)\|^2_{\Sigma}$. 

We can state the following theorem of [156] which gives conditions for which a BIP of the form 1.2 is Lipschitz-Hellinger well-posed.

**Theorem 2.2.2 (Theorems 4.1 and 4.2 in [156]):** Suppose Assumption 2.2.3 holds. Then, the BIP associated to (1.2) is Lipschitz-Hellinger well-posed.

Existence and uniqueness of $\mu_y$ are shown in [156, Theorem 4.1], while the stability of the posterior measure with respect to the data $y$ is given by [156, Theorem 4.2].

**Remark 2.2.3:** Assumptions 2.2.3 presented in [40] are sufficient, but not necessary, to prove the well-posedness of the BIP.

**Remark 2.2.4 (On the use of Gaussian priors):** In the particular case where $\mu_{pr} = \mathcal{N}(m, C)$, with $m \in \mathcal{X}$ and $C$ a trace-class, self-adjoint, and positive covariance operator, condition (2.11) is a consequence of Fernique’s theorem (c.f. Theorem 2.1.2), while (2.11) holds since all balls on a separable Banach space have positive mass under a Gaussian measure [18].

Throughout this work we will take for granted that Assumption 2.2.3 is satisfied, thus resulting on BIPs that are Lipschitz-Hellinger well-posed. The works [94, 154] present studies on well posedness under weaker assumptions.

### 2.2.3 Approximation and convergence

As mentioned in previous sections, in practice, it is often the case that one needs to sample from an approximate posterior $\mu^y_L$ instead of the “true” posterior $\mu^y$. This approximate posterior $\mu^y_L$ is induced when

1. $u_L$ is a finite-dimensional approximation of an object in function space, which can happen, e.g., when truncating the KL expansion of $u$ with truncation parameter $L$, or in the case where $u$ follows a PDE-based prior discretized at level $L$, as in Section 2.2.1.

2. The forward mapping operator $\mathcal{F}$ needs to be numerically approximated by $\mathcal{F}_L$, which results in an approximate potential $\Phi_L(u; y) := \|y - \mathcal{F}_L(u)\|^2_Y$. This is the case, e.g., when the underlying mathematical model is a PDE that, for implementation purposes, is numerically approximated (for example, via finite elements or finite differences) with accuracy level $L$.

In practice, these are non-mutually exclusive approximations; in fact, they tend to go hand-in-hand with one another, however, they each provide a different source of error; i.e., there is an error associated to the finite-dimensional discretization of the parameter space, and there is an additional error associated with the numerical approximation of the forward operator. Throughout this work, we will denote by $\Phi_L(u; y)$ the approximation of $\Phi(u; y)$ at accuracy level $L$ which takes into account both sources of error (i.e., finite-basis representation of $u$ and numerical approximation of $\mathcal{F}$).
We now present a finite-dimensional approximation of an infinite-dimensional BIP, in the setting of PDE-based priors (c.f. Section 2.2.1). We follow a procedure similar to that of [23]. Let \((Y, \| \cdot \|_Y)\) be a separable Banach space, let \(X = L_2(D; \mathbb{R})\) and let \(\mu_{pf} = \mathcal{N}(0, \mathcal{A}^{-2})\) denote the prior measure on \((X, \mathcal{B}(X))\) with \(\mathcal{A} : \text{Dom}(\mathcal{A}) \to L_2(D; \mathbb{R})\) a “Laplace-like” differential operator satisfying Assumption 2.2.2, with eigenvalues and eigenfunctions \(\{\lambda_j\}_{j \in \mathbb{N}}, \{\phi_j\}_{j \in \mathbb{N}}\), respectively. For any \(s \in \mathbb{R}\), define the space

\[ V^s := \left\{ v \in L_2(D; \mathbb{R}) : \sum_{j \in \mathbb{N}} \langle v, \phi_j \rangle^2_{L_2} \lambda_j^s < +\infty \right\} , \]

with norm \(\| v \|_{V^s} := \sum_{j \in \mathbb{N}} \langle v, \phi_j \rangle^2_{L_2} \lambda_j^s\). Setting \(s = 1\), \(\mathcal{A}\) can be extended continuously as \(\mathcal{A} : V \to V^*\), denote now by \(X_L\) a finite-dimensional subspace of \(V\) of dimension \(K_L\) and let \(\{\phi_j\}_{j = 1}^{K_L}\) be a basis for \(X_L\). In \(X_L\) we can write the finite-dimensional problem find \(\tilde{u}_L \in X_L\) satisfying

\[ \langle \mathcal{A} \tilde{u}_L, v \rangle_{V^*} = \langle \tilde{W}, v \rangle_L, \quad \forall v \in X_L. \tag{2.12} \]

Expanding \(\tilde{u}_L\) on the basis \(\tilde{u}_L = \sum_{j=1}^{K_L} (u_L)_j \phi_j\), \(u_L\) can be identified by the vector \(u_L \in \mathbb{R}\) with entries \((u_L)_j \in \mathbb{R}\).

Since \(h_j = \langle \tilde{W}, \phi_j \rangle\) is a mean-zero Gaussian random variable with covariance given by \(\mathbb{E}[h_i h_j] = \langle \phi_i, \phi_j \rangle =: M_{i,j}\), it follows that the term \(b_L := (\langle \tilde{W}, \phi_1 \rangle, \ldots, \langle \tilde{W}, \phi_{K_L} \rangle)\) is a Gaussian vector in \(\mathbb{R}^{K_L}\) with covariance matrix \(M_L \in \mathbb{R}^{K_L \times K_L}\) with entries \(M_{i,j}\). Furthermore, letting \(A_L \in \mathbb{R}^{K_L \times K_L}\) be the matrix with entries \(A_{i,j} = \langle \mathcal{A} \phi_i, \phi_j \rangle_{V^*}, \quad i, j \in \{1, 2, \ldots, K_L\}\), one can write a finite-dimensional version of (2.12) as

\[ A_L u_L = b_L, \quad b_L \sim \mathcal{N}(0, M_L). \]

From a practical perspective, one can then generate \(u_L\) by

\[ u_L = A_L^{-1} M^{1/2} \xi, \quad \xi \sim \mathcal{N}(0, I_{K_L \times K_L}), \]

which in turn implies that the probability measure of \(u_L \in \mathbb{R}^{K_L}\) is \(\mu_L \sim \mathcal{N}(0, A_L^{-1} M_L A_L^{-1})\). Typically, \(A_L\) and \(M_L\) are the stiffness and mass matrices in the FE literature. The Gaussian measure of \(u_L\) then induces a Gaussian measure of \(\tilde{u}_L\) in \(X\), which is actually concentrated on \(X_L\). We can equivalently characterize \(\tilde{u}_L \in X_L\) as a suitable projection on \(u\) by the following procedure: given \(u \sim \mathcal{N}(0, \mathcal{A}^{-2})\), define \(u_L\) such that \(\langle A u_L, v \rangle_{V^*} = \langle A u, v \rangle_{V^*}, \quad \forall v \in X_L\). This procedure induces a “projection” operator \(P^A_L : X \to X_L\) such that \(u_L = P^A_L u\). Since \(V\) is
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a Polish space, it follows from [48, Theorem 10.2.2] that one can write $\mu_{pr}$ in terms of a RCP $\hat{\mu}_{pr}(u_L, dz)$ with $z := u - u_L$ and a marginal prior $\mu_{prL}(du_L)$ on $(X_L, B(X_L))$ of the form:

$$\mu_{pr}(du) = \hat{\mu}_{pr}(u_L, dz)\mu_{prL}(du_L).$$

Lastly, consider the discretized forward operator $F_L : X_L \rightarrow Y$ understood as the map taking into account the state space discretization, together with the numerical approximation of the mathematical model driving $F$, and suppose that Assumption 2.2.1 holds with $\Phi : X \times Y \rightarrow \mathbb{R}$ replaced by $\Phi_L : X \times Y \rightarrow \mathbb{R}$, where $\Phi_L(u; y) = \hat{\Phi}(F_L(P_A u); y)$, with $\hat{\Phi}$ as in Remark 2.2.1. It then follows from Theorem 2.2.1 that there exists a “discretized” posterior measure $\mu_L^y$ on $(X, B(X))$, such that

$$\frac{d\mu_L^y}{d\mu_{pr}}(u) := \frac{1}{Z_L} \exp (-\Phi_L(u; y)),$$

with $Z_L := \int_X \exp (-\Phi_L(u; y)) \mu_{pr}(du)$.

Notice that by proceeding in this way, the approximate posterior $\mu_L^y$ is still defined in the infinite-dimensional space $X$. On the other hand,

$$\mu_L^y(du) = \mu_L^y(du_L, dz) = \frac{1}{Z_L} \exp (-\Phi_L(u; y)) \mu_{pr}(du)$$

$$= \frac{1}{Z_L} \exp \left( \Phi(u_L; y) \right) \mu_{pr}(u_L, dz)\mu_{prL}(du_L) = \hat{\mu}_{pr}(du_L)\hat{\mu}_{pr}(u_L, dz),$$

with

$$\frac{d\hat{\mu}_L^y}{d\mu_{prL}}(u_L) = \frac{1}{Z_L} \exp \left( -\Phi(F_L(u_L); y) \right),$$

i.e., the posterior $\mu_L^y$ can be factorized as a posterior $\hat{\mu}_L^y$ on $X_L$ and the prior RCP of $u|u_L$. In other words, the BIP only updated the distribution of $u_L$ in $X_L$ and leaves unchanged the conditional distribution of $u$ given $u_L$, as this part is “not seen” by the approximate forward model $F_L$.

Stuart [156] presents the following result pertaining the convergence of the discretized posterior to $\mu^y$.

**Theorem 2.2.3 (Convergence of discretized posterior):** Suppose that both $\Phi(u; y)$ and $\Phi_L(u; y)$ satisfy Assumptions 2.2.3.1 and 2.2.3.2 with constants independent of $L$. Suppose, furthermore that for any $\epsilon > 0$, there exists a finite $K' = K'(\epsilon) > 0$ such that

$$|\Phi(u; y) - \Phi_L(u; y)| \leq K' \exp(\epsilon \|u\|_X^2) \Xi(L),$$

and

$$\int_X \exp \left( 2\epsilon \|u\|_X^2 \right) \mu_{pr}(du) < +\infty,$$

(2.13)
with $\Xi(L) \to 0$ as $L \to \infty$. Then, there exists a positive constant $C_H$ independent of $\ell$ such that
\[ d_{H^\ell}(\mu^y, \mu^y_L) \leq C_H \Xi(L). \]

Remark 2.2.5 (On the posterior convergence when using Gaussian priors): In the case where $\mu_{pr} = N(m, C)$, with $m \in X$ and $C$ is a self-adjoint, positive, trace-class covariance operator, condition (2.13) is satisfied as a consequence of Fernique's theorem (c.f. Theorem 2.1.2) for sufficiently small $\epsilon$. The previous theorem is a trivial adaptation of [156, Theorem 4.6], which was originally stated for Gaussian priors.

2.3 Solving BIPs

So far this chapter has focused on the formulation of the Bayesian approach to inverse problems. As we have seen, under some technical conditions on the prior, the noise and the underlying mathematical model generating the data, there exists a well-defined posterior probability measure for the set of (potentially infinite-dimensional) random parameters conditioned on the observed (also, potentially infinite-dimensional), noise-polluted data. However, we have not discussed yet a notion of solution to such a problem. In a broad sense, we will understand the solution to a BIP (whether it is an exact solution or an approximation of it, as we will discuss shortly) as the process of extracting information about $u|y \sim \mu^y$.

In many applications arising in science and engineering, one aims at obtaining statistical quantities of a given $\mu^y$-integrable quantity of interest $QoI : X \to \mathbb{R}$, such as its expected value over the posterior measure, $\mathbb{E}_{\mu^y}[QoI]$, or the probability, under the same measure, of $QoI$ exceeding a given threshold value $A$, $\mathbb{P}^\mu_{pr}(QoI > A) = \mathbb{E}_{\mu^y}[\mathbf{1}_{QoI > A}]$. For most problems of interest, however the computation of $Z(y) = \int_X \exp(-\Phi(u; y)) \mu_{pr}(du)$ can not be done explicitly, and even if $Z$ was known, $X$ is usually high-dimensional and the mapping $u \mapsto F(u)$ is potentially non-linear. As such, one typically resorts to extract information from $\mu^y$ via sampling.

2.3.1 Markov chain Monte Carlo

These sampling techniques are broadly categorized as those which construct a Markov chain $\{u^n\}_{n \in \mathbb{N}}$ (c.f. Definition 3.1.1) starting from an initial probability measure $\mu_0$ and whose invariant measure (c.f. Definition 3.1.4) is $\mu^y$, in such a way that $Law(u^n) \to \mu^y$ as $n \to \infty$, in some given sense. In practice, since the samples $u^n$, $n = 1, 2, \ldots, N$ are asymptotically distributed according to $\mu^y$, one is then generally interested in running such a chain for a large $N$, discarding the first $N_b$ samples as a so-called burn-in. These techniques constitute a set of quite powerful methods, with a broad body of literature devoted to their implementation and analysis, and a rather wide array of “generic” (i.e., problem-independent) algorithms to generate such chains. However, given that they usually require a large number of samples, they are undeniably costly. Furthermore, for large scale problems, for which generating a new sample $u^{n+1}$ from $u^n$ implies an evaluation of one or more computationally expensive forward models (such as a time-dependent, non-linear PDE), the
total computational cost associated to these methods can quickly become prohibitive. As stated in the previous chapter, the focus of this thesis is in the development, analysis and implementation of a special kind of MCMC techniques which exploit the structure of the problem and the availability of multiple approximations in a way that the total computational cost associated to the solution of the BIP is drastically reduced. Since MCMC methods are at the core of the work carried out in this thesis, we will postpone their presentation to Chapter 3, where we will discuss them in detail. For completeness, we review here alternative solution approaches that do not rely on the construction of Markov chains.

2.3.2 APPROXIMATE METHODS

These methods present a generally cheaper, albeit less accurate, alternative to MCMC methods. Instead of aiming to sample directly from \( \mu_y \), these set of techniques aim at first finding a probability measure \( \nu_y \) such that \( \nu_y \) is (i) a sufficiently accurate approximation of \( \mu_y \) and (ii) the cost of sampling from \( \nu_y \) is much lower than the cost of sampling from \( \mu_y \). This approach can be split into three main categories; Laplace approximation and linearization based methods [23, 56, 153], variational methods [55, 130, 129], and transport methods [110, 123, 145, 149].

Linearization and Laplace approximation

In short, these techniques proceed by first finding the Maximum a Posteriori Point (MAP), and then linearizing \( u \mapsto \mathcal{F}(u) \) around such a point \( u_{\text{map}} \). If the prior is a Gaussian measure, this approach results then on a Gaussian measure \( \nu_y = \mathcal{N} (\tilde{m}, K) \) approximating the posterior \( \mu_y \), with properly chosen \( \tilde{m}, K \). We now present this approach in more detail.

Let \( (X, \langle \cdot, \cdot \rangle_X) \) be a separable Hilbert space, let \( Y = \mathbb{R}^M, M \geq 1 \), equipped with the usual Euclidean norm and assume the following:

1. \( \mu_{\text{pr}} = \mathcal{N}(m, C) \) for some \( m \in X \) and \( C \) a self-adjoint, positive-definite, trace-class covariance operator.

2. \( \mu_{\text{noise}} = \mathcal{N}(0, \Gamma) \) for some symmetric, positive-definite matrix \( \Gamma \in \mathbb{R}^{M \times M} \).

3. The mapping \( u \mapsto \mathcal{F}(u) \) is Frechet-differentiable.

Under the additional assumption that the BIP is well-posed (i.e., Assumption 2.2.3 holds), one can pose the BIP as sampling from the posterior \( \mu_y \) given by

\[
\frac{d\mu_y}{d\mu_{\text{pr}}}(u) = \frac{1}{Z} \exp(-\Phi(u; y)) = \frac{1}{Z} \exp \left( -\frac{1}{2} (y - \mathcal{F}(u))\Gamma^{-1}(y - \mathcal{F}(u)) \right).
\]

Furthermore, denote by \( E = \text{Im}(C^{1/2}) \) endowed with the inner product \( \langle \cdot, \cdot \rangle_C = \langle C^{-1/2} \cdot, C^{-1/2} \cdot \rangle_X \), and define \( J(u) := \frac{1}{2} \| y - \mathcal{F}(u) \|_C^2 + \frac{1}{2} \| u - m \|_C^2 \). The MAP \( u_{\text{map}} \) of \( \mu_y \), is defined as the point \( u \in X \) that asymptotically maximizes the \( \mu_y \)-measure of a ball with radius \( \epsilon \) centered around
it, divided by the $\mu_{pr}$-measure of such a ball, as $\epsilon \to 0$. It is shown in [156] that an equivalent interpretation of the MAP is as the point $u_{\text{map}}$ satisfying
\[
u_{y} = N(\tilde{m}, K)\]
\[	ilde{m} := u_{\text{map}}\]
where $[DF(u_{\text{map}})]^* : \mathbb{R}^M \to \mathbb{X}$ is defined as the adjoint of $[DF(u_{\text{map}})]$ defined by $\langle [DF(u_{\text{map}})]u, v \rangle_{\mathbb{R}^n} = \langle [DF(u_{\text{map}})]^* v, u \rangle_{\mathbb{X}}, \forall v \in \mathbb{R}^M, u \in \mathbb{X}$. This Gaussian approximation of $\mu_{y}$ centered around its MAP is called Laplace’s approximation.

From a computational perspective, problem (2.14) is solved using numerical optimization algorithms, such as Newton’s method. Furthermore, it is commonly the case for the covariance operator $K$ to be approximated by a low-rank matrix [23, 24]; this can in turn dramatically reduce the time required for sampling from $\nu_{y}$.

Linearization techniques provide a first approach at approximating BIPs whose underlying mathematical model is extremely computationally expensive, and for which only a few draws from $\nu_{y}$ can be drawn under a reasonable budget. The work [23], for example, presents such an approach for a BIP in arising seismic-imaging at the global scale where the underlying mathematical model is a time-dependent PDE in 3 spatial dimensions. Furthermore, they also serve as a building block to some advanced MCMC methods, such as the so-called generalized preconditioned Crank-Nicholson algorithm (c.f. Section 3.4 and the original references [130, 144]).

These sort of techniques are also particularly useful when the posterior measure is well-concentrated around the MAP [153], which can occur, for example, in the case where the magnitude of the polluting noise goes to zero. This is the case of the work by Schillings et. al. [151], which utilizes importance sampling [3] to approximate integrals with respect to the posterior measure $\mu_{y}$, using a
Laplace approximation as a biasing (importance) distribution in a (quasi) Monte Carlo quadrature. Furthermore, the work [151] analyzes the convergence of $\nu^y \rightarrow \mu^y$ as $\|\Gamma\|_{RM} \rightarrow 0$, i.e., as the polluting noise goes to 0; a result closely related to the Bernstein-von Mises theorem for posterior consistency [25, 104]. Similarly, using a Laplace approximation as a biasing distribution in the context of importance sampling, has also been proposed in [8, 9, 102] to accelerate the computation of a so-called inner-loop integral for a problem arising in optimal experimental design. Of particular relevance to us is the work [9], where the authors create a (mesh-dependent) hierarchy of Laplace approximations, and exploit such a hierarchy using Multi-level Monte Carlo [59, 60].

### Variational methods

Variational methods can be understood as a generalization of the previously discussed method. Indeed, given a family of probability measures $H_\Theta$, parametrized by some $\theta \in \Theta$ (where $\Theta$ is a set of admissible parameters) the idea behind these methods is to find $\nu_\theta \in H_\Theta$ solving:

$$\nu_\theta^* = \arg \min_{\nu_\theta \in H} d_{\Theta}(\nu_\theta, \mu^y),$$

for some suitable (pseudo-)distance $d_{\Theta}$ between probability measures, commonly taken as the KL divergence [130, 129]. We now present this approach in slightly more detail. Let $\nu_\theta \ll \mu_{pr}$ with

$$\frac{d\nu_\theta}{d\mu_{pr}}(u) := \frac{1}{Z_\nu} \exp(-\psi(u; \theta)),$$

for some measurable function $\psi(\cdot; \theta) : X \rightarrow \mathbb{R}$, parametrized by $\theta \in \Theta$. We aim at finding $\nu_\theta \in H_\Theta$ which minimizes:

$$d_{KL}(\nu_\theta, \mu^y) = \mathbb{E}_{\nu_\theta} \left[ \log \left( \frac{d\nu_\theta}{d\mu^y}(u) \right) \right] \quad \text{or} \quad (2.16)$$

$$d_{KL}(\mu^y, \nu_\theta) = \mathbb{E}_{\mu^y} \left[ \log \left( \frac{d\mu^y}{d\nu_\theta}(u) \right) \right], \quad (2.17)$$

provided that such Radon-Nikodym derivatives exist. Notice that, given the lack of symmetry of the KL divergence, if $\nu_\theta^1$ minimizes (2.16) and $\nu_\theta^2$ minimizes (2.17) over the same family of probability measures, one will have, in general, that $\nu_\theta^1 \neq \nu_\theta^2$. Furthermore, each formulation is better suited depending on the information available; in the case where one has access to some samples $\{u^n\}_{n=0}^N$ from $\mu^y$ obtained by a different methodology, one can aim at minimizing (2.17), since such an expectation can be approximated by a Monte Carlo quadrature using $\{u^n\}_{n=0}^N$. On the flip-side, if such samples are not available a priori, then minimizing (2.16) might be a more sensible approach. We will focus our presentation on the first direction (i.e., Equation (2.16)) and
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reiterate that the reverse direction (Equation (2.17))) is also of interest. Under the assumption that \( \nu_\theta \simeq \mu_{pr} \) and \( \mu^y \simeq \mu_{pr} \), it is easy to show that Equation (2.16)) becomes

\[
\tilde{J}(\theta) := d_{KL}(\nu_\theta, \mu^y) = \mathbb{E}_{\nu_\theta}[\Delta(u; \theta)] - \log(\mathbb{E}_{\nu_\theta}[\exp(-\Delta(u; \theta))]),
\]

where \( \Delta(u; \theta) := \Phi(u; y) - \psi(u; \theta) \). It is not difficult to see that minimizing \( \tilde{J} \) over \( \Theta \) is equivalent to minimizing \( d_{KL}(\nu_\theta, \mu^y) \) over \( \Theta \), which is typically done using, e.g., the Robbins-Monro algorithm [137] as it in [110, 130, 129]. A common choice of \( H_\Theta \) is the space of all Gaussian measures, which are, of course, uniquely characterized by their mean and covariance operator. This is a natural choice for many problems arising in infinite-dimensional spaces [129], since \( \psi(\cdot; \theta) \) is known, as a consequence of the Feldman-Hajek theorem (see, e.g., [37]), where the parameter \( \theta \) characterizes the mean and covariance operator of such a Gaussian approximation. Notice that, in the case of (2.16), this particular choice is quite similar to the linearization approximation.

Normalizing flows and measure transport

An additional set of techniques that has gained wide-spread popularity in recent years is sampling via measure transport [165]. Throughout this subsection we will limit ourselves to the finite dimensional case (i.e., \( X = \mathbb{R}^K \)). Let \( u, z \in \mathbb{R}^K = X \) and let \( \nu \) be a probability measure on \((X, \mathcal{B}(X))\) which has a density with respect to the Lebesgue measure, satisfying the assumption that sampling from \( \nu \) and evaluating its Lebesgue density at a given point is much cheaper than doing so for \( \mu^y \). With a slight abuse of notation, we will write \( \nu(u) \) as the (Lebesgue) density of a measure \( \nu \) evaluated at a point \( u \in X \). Given a diffeomorphism \( T : X \to X \) such that \( \mu^y = T^\# \nu \), we can generate samples from \( \mu^y \) by first sampling \( z \sim \nu \), and then setting \( T(z) = u \sim \mu^y \). This procedure induces the change of probability density:

\[
\mu^y(u) = \nu(z) |\det J_T(z)|^{-1} = \nu(T^{-1}(u)) |\det J_{T^{-1}}(u)|,
\]

where we have used the same abuse of notation to denote by \( \mu^y(u) \) the Lebesgue density of \( \mu^y \) evaluated at \( u \in X \). We will refer to these techniques as Normalizing Flows.

The crux of this method is to find such a diffeomorphism \( T \). This is, in general not a trivial task and often one needs to instead look for some optimal \( T = T_\theta \) over a set of parametric diffeomorphisms \( T_\theta \), satisfying some chosen concept of optimality (we will be more precise about this briefly). Furthermore, if the target distribution \( \mu^y \) has, loosely speaking, very complicated structure, a simple \( T_\theta \) (such as a scale or shift) will not work, thus, one typically constructs \( T_\theta \) as a composition of \( L \) simpler diffeomorphisms:

\[
T_\theta = T_\theta^L \circ T_\theta^{L-1} \circ \ldots \circ T_\theta^1,
\]
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which induce

\[ z_k = T_{\theta}^{k-1}(z_{k-1}), \quad k = 1, \ldots, L, \]

and

\[ \mu^{\theta}(u) \approx \nu_{\theta} = \nu(z) \prod_{k=1}^{L} \left| \det J_{T_{\theta}}(z_{k-1}) \right|^{-1}. \]

This poses a clear issue from a computational perspective; the complexity associated to computing the determinant of a \( K \times K \) matrix is, in general, \( O(K^3) \), thus the total cost of evaluating \( \mu^{\theta}(u) \) is of \( O(LK^3) \). One can circumvent this issue by setting \( T_{\theta} \) as the set of diffeomorphisms in \( X \) parametrized by \( \theta \), such that the determinant of their Jacobian has a smaller complexity than \( O(LK^3) \). We now proceed to briefly review three approaches to this.

Optimal Triangular Transformations (OTT)

A first approach presented by Marzouk et. al., [110, 124, 125] is to consider \( T_{\theta} \) as the space of triangular transformations parametrized by \( \theta \), i.e., diffeomorphisms of the form

\[
T_{\theta}(u) = \begin{pmatrix}
 f^1_{\theta}(u_1) \\
 f^2_{\theta}(u_1, u_2) \\
 \vdots \\
 f^K_{\theta}(u_1, u_2, \ldots, u_K)
\end{pmatrix}, \quad \forall u \in X,
\] (2.18)

where, for any \( i = 1, \ldots, K \), \( f^i_{\theta} \) is the \( i \)-th component of \( T_{\theta} \), parametrized by \( \theta \in \Theta \). Notice that the Jacobian of such a transformation is lower triangular, and as such, its determinant can be computed in \( K \) operations. Furthermore, it is known (see, e.g., [165]) that, whenever \( \mu^{\theta} \ll \nu \), then there exists a unique transformation of the form (2.18) satisfying \( \mu^{\theta} = T_{\sharp}^{\theta} \nu \). Such a diffeomorphism is known as the Knothe-Rosenblatt rearrangement [165]. There is some flexibility in the choice of \( f^i_{\theta} : \mathbb{R}^i \to \mathbb{R} \), \( i = 1, 2, \ldots, K \); as stated in [110], this family of functions can be, e.g., multivariate polynomial, or radial basis functions. Having defined \( T_{\theta} \), the OTT approach then proceeds by obtaining \( T_{\theta} = \text{arg min}_{T_{\theta}} d_{KL}(T_{\theta} \sharp \nu, \mu^{\theta}) \). Alternatively, assuming that one has access to some samples \( \{u_n\}_{n=0}^N \sim \mu^{\theta} \), one can instead create a diffeomorphism \( S_{\theta} : X \to X \) where \( S_{\theta} \sharp \mu^{\theta} = \nu \) by minimizing \( d_{KL}(S_{\theta} \sharp \mu^{\theta}, \nu) \) (i.e., the reverse direction of the KL divergence) over \( T_{\theta} \). Once such a diffeomorphism \( S_{\theta} \) has been created, one can then generate samples from \( \nu_{\theta} \approx \nu^{\theta} \) by sampling from \( S_{\theta}^{-1} \nu \). This approach has been proposed in [125] in the context of a delayed-rejection Metropolis-Hastings [21] to accelerate the solution of a BIP using MCMC methods (c.f. Chapter 3).

A similar approach to OTT has been developed by the machine learning community in the context of generative models [55, 123]. Contrary to the OTT approach, the following two methods require
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a (potentially large) set of samples \( \{u_n\}_{n=0}^N \sim \mu^y \) obtained a priori. Nevertheless, they are still useful in the context of BIPs. For the next two methods we will consider the case where \( T = T_\theta \) is a deep neural network parameterized by \( \theta \) with \( L \) layers. Typically, works in the machine-learning community (see, e.g., the review [123]) solve the optimization over \( T_\theta \) using maximum-likelihood [55].

**Autorregressive flows**

Autoregressive Flows (AF) model the (joint) density \( \nu_\theta \approx \mu^y(u) \) as the product of conditional densities \( \prod_i \nu_\theta(u_i | u_{1:i-1}) \). A common example in literature is when the conditional densities are parametrized as Gaussians:

\[
\nu_\theta(u_i | u_{1:i-1}) = \mathcal{N}(u_i | m_i, \exp(\sigma_i)^2),
\]

where

\[
m_i = T_m(u_{1:i-1}) \quad \text{and} \quad \sigma_i = T_\sigma(u_{1:i-1}),
\]

where \( (m_i, \sigma_i) := \theta_i \). In the above equations, the mean and standard deviations of each conditional distribution are computed using (parameterized) functions of all previous variables. The above can alternatively be written as:

\[
u_\theta(u_i | u_{1:i-1}) = \mathcal{N}(u_i | m_i, \exp(\sigma_i)^2),
\]

where

\[
m_i = T_m(u_{1:i-1}) \quad \text{and} \quad \sigma_i = T_\sigma(u_{1:i-1}),
\]

This last equation shows how the auto-regressive model can be viewed as a transformation \( f \) from the random variables \( z \in \mathbb{R}^K \) to the data \( u \in \mathbb{R}^K \).

Clearly, in this case, \( u_i \) depends only on the components of \( z \) that are lower than or equal to \( i \) but not any of the higher ones. This is a type of triangular transport map [149] such as the ones used in [126].

AFs tend to be quite expressive (i.e., are able to represent a wide class of functions [123]), however, there is a caveat associated to these methods: sampling (i.e., generating \( u \) from \( z \)) is slow, since this process needs to be done sequentially, i.e., one must first obtain \( u_1 \), then \( u_2 \), and so on up to \( u_K \). On the flip-side, determining \( z \) from \( u \) is relatively faster; each of the above equations can be solved for \( z_i \) at the same time, resulting in

\[
z_i = \frac{u_i - T_m(u_{1:i-1})}{\exp(T_\sigma(u_{1:i-1})}) \quad i = 0, \ldots, K - 1.
\]

This inverse pass (obtaining \( z \) from \( u \)) is what is used in the likelihood calculations used to train the model. To summarize this approach, it is computationally expensive to generate samples \( u \) from it, however, evaluating the density of the approximating distribution is relatively cheap. In summary: Samples slowly but trains (i.e., evaluates density) relatively quickly.
In practice, one constructs several layers of AFs together with a permutation layer. This is done so that there is some mixing between the components.

**RealNVP and NICE**

These are ideas presented in [43, 44] aimed at reducing the sampling cost of AFs. The RealNVP method [44] considers a reduced version of AF for which:

\[
\begin{align*}
  u_i &= z_i, & i &= 1, \ldots, d \\
  u_i &= m_i + \exp(\sigma_i)z_i, & i &= d + 1, \ldots, K
\end{align*}
\]

where

\[
\begin{align*}
  m_i &= T_{m_i}(z_1, \ldots, z_d) \\
  \sigma_i &= T_{\sigma_i}(z_1, \ldots, z_d)
\end{align*}
\]

Hence, the transformation leaves the first \(d\) dimensions of \(z\) unchanged, while the remaining \(K - d\) are transformed by a shift \(m\) and scalar term \(\exp(\sigma)\), construed in such a way that \(m\) and \(\exp(\sigma)\) are some given parametric functions, depending only on the first \(d\) components of \(z\). Note that, in this case, both the forward and backward pass of the flow can be done fully in parallel. Its predecessor, [43], omits the scale term \(\exp(\sigma_i)z_i\) altogether. Once again, one stacks several layers of RNVP together with a permutation in order to improve expressibility. There is, of course, a catch: such a simple form means the flow typically needs a higher number of diffeomorphisms (i.e., a higher \(K\) value) to be able to describe complicated distributions [123].

### 2.3.3 Sequential methods

Sequential methods (also known as filtering or particle methods), approach the solution to BIP by building knowledge on the posterior \(\mu_y\) and/or \(u\) sequentially. More precisely, let \((X, \|\cdot\|_X), (Y, \|\cdot\|_Y)\) be separable Banach spaces with associated Borel \(\sigma\)-algebra \(B(X), B(Y)\). Furthermore, assume there exists a sequence of probability measures \(\nu_i, i = 1, 2, \ldots I\) on \((X, B(X))\), approximating \(\mu_y\), with the property that (i) \(\nu_0 = \mu_{pr}\), (ii) \(\mu_y = \nu_I\), and (iii) \(\nu_i \simeq \nu_j \forall i, j = 1, \ldots, I\).

Notice then that the posterior of interest can be written as

\[
\frac{d\mu_y}{d\mu_{pr}}(u) \propto \frac{d\nu_1}{d\mu_{pr}}(u) \times \frac{d\nu_2}{d\nu_1}(u) \times \cdots \times \frac{d\nu_I}{d\nu_{I-1}}(u).
\]  

(2.19)

Given some \(\mu_y\)-integrable quantity of interest \(QoI\), One can then approximate \(\mathbb{E}_{\mu_y}[QoI]\) using a Monte Carlo quadrature with \(N\) samples by first sampling \(\{u_n\}_{n=1}^N \overset{iid}{\sim} \nu_0\), and then applying importance sampling [3] sequentially, with biasing function given by each of the Radon-Nikodym
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derivatives in (2.19). It is often the case that posterior measures concentrate around a small region of the prior, and as such, $\mu_{pr}$ is not necessarily a good approximation to $\mu^y$, which might in turn have undesirable effects in the change of measure being carried out with the importance sampling. In order to avoid this, one typically needs to apply a $\nu_i$-invariant Markov transition kernel (c.f. Definitions 3.1.2 and 3.1.4) at the $i^{th}$ step to the empirical measure of the $\nu_i$-distributed samples (also called particles). Before applying this one step of the Markov transition kernel, each particle $\{u_n\}_{n=1}^N$ is re-sampled with weight $w_i : X \rightarrow [0, 1]$

$$w_i(u_n) = \frac{\frac{d\nu_i}{d\nu_{i-1}}(u_n)}{\sum_{m=1}^N \frac{d\nu_i}{d\nu_{i-1}}(u_m)}.$$ 

The crux of this method relies then on the construction of the approximating measures $\nu_i$. These approximations can be, e.g., based on temperatures [14] (as presented in Chapters 1 and 4), discretization parameters for the underlying mathematical model $F$ (as discussed in Chapters 1, 5 and 6), [13], or both [96], where the previously discussed methodology is used in combination with Multi-level Monte Carlo ideas [60]. Similar hierarchy-exploiting ideas have been presented by [5, 29, 72, 79] in the context of filtering problems for partially observed diffusions.
3 Markov Chain Monte Carlo

In this chapter, we review MCMC methods from their theory to their implementation. More precisely, we begin this chapter by recalling some basic concepts on Markov kernels, the workhorse of MCMC, and then proceed to present the convergence theory of these methods. We then conclude this chapter with a review (of an arbitrary selection of) some common MCMC techniques. Similarly to Chapter 2, the material presented in this chapter covers a wide variety of topics, which, for the sake of brevity, makes such a presentation necessarily short. For a more in-depth discussion of the topics presented in this chapter, we refer the interested reader to, e.g., the monograph of Meyn and Tweedie [113], for a thorough presentation of classical results in the theory of Markov chains; to the book [21], for a detailed introduction to some MCMC methods and their applications, and to the doctoral dissertations [142] and [153], together with the survey [32], for modern results regarding the convergence and implementation of MCMC methods in function spaces.

We remark that, for the most part, this is a review chapter where we recall some well-known results and methods in the MCMC literature, and that almost no new material is discussed, with the exception of Theorem 3.3.2, which is taken from the appendix of our work [108], and which presents a bound for the non-asymptotic mean-square error of an ergodic estimator obtained using non-reversible Markov chains. Additionally, Lemma 3.4.1 (a slight generalization of Theorem 1 in [160]), and the \( \nu \text{-MALA algorithm} \) (a variation of the \( \infty \text{-MALA} \) of [12] and the pCN algorithm of [130]), are also, to the best of the author’s knowledge, new (albeit rather incremental) results.

3.1 Markov Chain Monte Carlo

Let \( (X, B(X), \mu) \) be a probability measure space, and let \( \text{QoI} : X \to \mathbb{R} \) be an \( \mu \)-integrable function that we will call quantity of interest. A central task in this work is to compute expectations of the quantity of interest with respect to a reference probability measure, written as:

\[
\mu(\text{QoI}) := \mathbb{E}_{\mu}[\text{QoI}] := \int_X \text{QoI}(u) \mu(du).
\]  

(3.1)

Ultimately, one of the goals of this thesis is to construct and analyze efficient algorithms for estimating expectations of the form (3.1) using MCMC techniques.

For the purposes of this work, we will consider \( \mu \) to be the posterior measure \( \mu^\theta \), or some hierarchical approximation of it (e.g., a tempered version of \( \mu^\theta \), or a posterior arising from a coarse approximation of the forward mapping operator \( \mathcal{F} \)). Usually, it is not possible to sample directly from \( \mu \) using so-called direct methods (e.g., via simple transformations of random variables, in-
version of the cumulative distribution function, etc). Instead, one such way of sampling from \( \mu \) is to use MCMC methods, which, at their core, create a Markov chain \( \{ u^n, n \in \mathbb{N}_0 \} \) whose invariant probability measure (c.f. Definition 3.1.4) is \( \mu \). Once such a chain has been obtained up to a certain iteration \( N \), one can approximate \( \mathbb{E}\mu[QoI] \) with the usual ergodic estimator, i.e.,

\[
\mathbb{E}\mu[QoI] \approx \frac{1}{N} \sum_{n=0}^{N} QoI(u^n).
\]

We formalize these concepts in the following.

**Definition 3.1.1 (Markov chain):** Let \( \mu^0 \) be a probability measure on \( (X, \mathcal{B}(X)) \), and consider an ordered sequence of random variables \( \{ u^n, n \in \mathbb{N}_0 \} \) taking values in \( X \). We say that \( \{ u^n, n \in \mathbb{N}_0 \} \) is a Markov chain if (i) \( u^0 \sim \mu^0 \) and (ii) it fulfills the Markov property; meaning, that for any \( i \geq 1 \), it holds

\[
P(u^{i+1} \in A | u^0 = \tilde{u}^0, \ldots, u^i = \tilde{u}^i) = P(u^{i+1} \in A | u^i = \tilde{u}^i), \quad A \in \mathcal{B}(X), \tag{3.2}
\]

where, for any \( j \in \mathbb{N} \), we denoted by \( \tilde{u}^j \) the realization of the random variable \( u^j \).

Equation (3.2) motivates the definition of Markov transition kernel [143]:

**Definition 3.1.2 (Markov kernel):** A Markov kernel (some times referred to as Markov Transition Kernel) on a Banach space \( (X, \| \cdot \|_X) \) is a function \( p : X \times \mathcal{B}(X) \rightarrow [0, 1] \) such that

1. For each \( A \) in \( \mathcal{B}(X) \), the mapping \( X \ni u \mapsto p(u, A) \), is a \( \mathcal{B}(X) \)-measurable real-valued function.

2. For each \( u \) in \( X \), the mapping \( \mathcal{B}(X) \ni A \mapsto p(u, A) \), is a probability measure on \( (X, \mathcal{B}(X)) \).

Loosely speaking, \( p(u, A) \) can be interpreted as the (conditional) probability of moving to a set \( A \in \mathcal{B}(X) \) given that the chain is in a current state \( u \in X \). Similarly, we can define the \( n \)-step Markov transition kernel given by the recursion:

\[
p^n(u, A) := \int_X p^{n-1}(z, A)p(u, dz), \quad p^1(u, A) = p(u, A), \quad \forall A \in \mathcal{B}(X). \tag{3.3}
\]

The Markov operator [138] associated to a Markov transition kernel is defined as follows:

**Definition 3.1.3 (Markov operator):** Let \( p : X \times \mathcal{B}(X) \rightarrow [0, 1] \) be a Markov kernel on a Banach space \( X \), let \( f : X \mapsto \mathbb{R} \) be a measurable function on \( (X, \mathcal{B}(X)) \), and let \( \mu \in \mathcal{M}(X) \). We denote by \( P \) the Markov operator (sometimes we will refer to it as Markov transition operator), which
acts to the left on measures, $\mu \mapsto \mu P \in \mathcal{M}(X)$, and to the right on functions, $f \mapsto Pf$, measurable on $(X, \mathcal{B}(X))$, such that

$$(\mu P)(A) = \int_X p(u, A)\mu(\mathrm{d}u), \quad \forall A \in \mathcal{B}(X),$$

$$(Pf)(u) = \int_X f(z)p(u, \mathrm{d}z), \quad \forall u \in X.$$ 

Similarly, for any $n \in \mathbb{N}$, we denote the $n$-step Markov transition operator associated to (3.3) by $P^n$, which clearly satisfies $P^{n+1} = P^n P$. Throughout this work, we will make the distinction between Markov kernel, denoted by lower case letters, and Markov operator, written with an upper case letter. We begin with the definition of invariant measure.

**Definition 3.1.4 ($\mu$-invariance):** We say that a Markov operator $P$ is $\mu$-invariant if $\mu P = \mu$, i.e., if it holds that

$$(\mu P)(A) = \int_X p(u, A)\mu(\mathrm{d}u) = \mu(A), \quad \forall A \in \mathcal{B}(X).$$

Let $r \in [0, \infty]$. Given a $\mu$-invariant Markov operator $P : L_r(X, \mu) \to L_r(X, \mu)$, we define its norm by

$$\|P\|_{L_r \to L_r} := \sup_{\|f\|_{L_r} = 1} \|Pf\|_{L_r}, \quad f \in L_r,$$

with $L_r(X, \mu)$ defined as in (2.5). Of particular importance is the operator norm in the space $L_r^0$, which induces the $L_r$-spectral gap $\gamma_r[P]$ defined by

$$\gamma_r[P] := 1 - \|P\|_{L_r^0 \to L_r^0}.$$ 

It will be shown shortly that this quantity plays a crucial role in the convergence of Markov chains. Given a Markov operator $P : L_r(X, \mu) \to L_r(X, \mu)$, we denote by $P^* : L_r(X, \mu) \to L_r(X, \mu)$ its adjoint operator, where $\frac{1}{r'} + \frac{1}{r} = 1$. Letting $f : X \to \mathbb{R}$ be a $\mu$-integrable function, and denoting $\hat{\mu} : L_r(X, \mu) \to L_r(X, \mu)$ the “averaging operator” that associates to $f$ the constant function $\hat{\mu}f := \int_X f(u)\mu(\mathrm{d}u)$, it can be shown (see, e.g., [143, page 42]) that

$$\|P - \hat{\mu}\|_{L_r \to L_r} = \|P^* - \hat{\mu}\|_{L_{r'} \to L_{r'}}.$$ 

Moreover, we define the so-called pseudo-spectral gap ([127]) of a Markov operator $P : L_2(X, \mu) \to L_2(X, \mu)$ as follows:

$$\gamma_{\text{ps}}[P] := \max_{k \geq 1} \left\{ \frac{\gamma_2[(P^*)^k P^k]}{k} \right\}, \quad k \in \mathbb{N}. \quad (3.4)$$
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Given a \( \mu \)-invariant operator \( P \), it follows from \cite[Lemma 3.9]{143} that for any measure \( \nu \in \mathcal{M}_r(X, \mu) \)

\[
\frac{d (\nu P)}{d\mu} = P^* \left( \frac{d\nu}{d\mu} \right)
\]

A related concept to invariance is that of reversibility:

**Definition 3.1.5 (Reversibility):** A Markov kernel \( p : X \times \mathcal{B}(X) \rightarrow [0, 1] \) is said to be reversible (or \( \mu \)-reversible) with respect to a measure \( \mu \in \mathcal{M}(X) \) if

\[
\int_B p(u, A) \mu(du) = \int_A p(u, B) \mu(du), \quad \forall A, B \in \mathcal{B}(X).
\]

which is sometimes written in the short-hand form

\[
p(u, dv) \mu(du) = p(v, du) \mu(dv).
\]

It is straightforward to verify that if a Markov kernel is reversible with respect to a probability measure \( \mu \), then its associated Markov operator \( P \) has \( \mu \) as an invariant measure. Indeed, for any set \( A \in \mathcal{B}(X) \),

\[
(\mu P)(A) = \int_X p(u, A) \mu(du) \quad \text{(by reversibility)} = \int_A p(u, X) \mu(du) = \int_A \mu(du) = \mu(A),
\]

where the second-to-last equality comes from the fact that for any \( u \in X, \int_X p(u, dz) = 1 \) (since \( p(u, \cdot) \) is a probability measure on \( X \)). The reverse is not true, in general. A reversible Markov operator \( P : L_2(X, \mu) \rightarrow L_2(X, \mu) \) (resp. \( M_2(X, \mu) \rightarrow M_2(X, \mu) \)) is known to be self-adjoint; indeed, for any \( f, g \in L_2(X, \mu) \), one has that

\[
\langle Pf, g \rangle_{L_2} = \int_X (Pf)(u)g(u) \mu(du) = \int_X \int_X p(u, dv)f(v)g(u) \mu(du) = \int_X \int_X p(v, du)f(v)g(u) \mu(du) = \langle f, Pg \rangle \quad \text{(by reversibility.)}
\]
Similarly, for any $\nu, \pi \in \mathcal{M}_2(X, \mu)$,

$$
\langle \nu P, \pi \rangle_{\mathcal{M}_2} = \int_X \frac{d(\nu P)}{d\mu}(u) \frac{d\pi}{d\mu}(u) \mu(du) = \int_X \frac{d\pi}{d\mu}(u) \left( \int_X p(v, du) \nu(dv) \right)
$$

$$
= \int_X \int_X \frac{d\pi}{d\mu}(u)p(v, du) \frac{d\nu}{d\mu}(v) \mu(dv)
$$

$$
= \int_X \int_X \frac{d\pi}{d\mu}(u)p(u, dv) \frac{d\nu}{d\mu}(v) \mu(du)
$$

(by reversibility)

$$
= \int_X \frac{d\nu}{d\mu}(v) \left( \int_X p(u, dv) \pi(du) \right) = \int_X \frac{d\nu}{d\mu}(v) \frac{d(\pi P)}{d\mu}(u) \mu(du) = \langle \nu, \pi P \rangle_{\mathcal{M}_2}.
$$

This self-adjointness plays an important role in the construction of MCMC methods, as shown in [127, 143]. On the one hand, it is known (see, e.g., [15, 89, 116]) that some non-reversible chains converge faster to their invariant measure. On the other hand, under some technical conditions, one can obtain sharper error bounds when computing ergodic estimators with samples obtained from reversible chains (see e.g., [143] and Theorems 3.3.2 and 3.3.1).

It is known (see, e.g., [143, Lemma 3.8]) that for any $r \in [1, \infty]$, Markov operators $P : L_r(X, \mu) \to L_r(X, \mu)$ with invariant measure $\mu$ induce a weak contraction, i.e., for any $f \in L_r(X, \mu)$ it follows that

$$
\| Pf \|_{L_r} \leq \| f \|_{L_r}, \quad \text{and} \quad \| P \|_{L_r \to L_r} \leq 1. \quad (3.7)
$$

Furthermore, notice that for the particular case where $f = 1$, one has $Pf = \int_X 1p(u, dv) = p(u, X) = 1$, i.e., the function $f = 1$ is an eigen-function of the operator $P$ associated to the eigenvalue $\lambda = 1$ and $\| P \|_{L_r} = 1$.

### 3.2 Convergence

It is usually the case that $\mu^0 \neq \mu$, i.e., the Markov chain is not started from stationarity. This motivates the convergence study of $\mu^0 P^n \to \mu$. We begin by defining a notion of convergence for Markov chains.

**Definition 3.2.1 (Geometric ergodicity):** Let $r \in [1, \infty]$. Given a $\mu$-invariant Markov operator $P$ and a probability measure $\mu^0 \in \mathcal{M}_r(X, \mu)$, we say that the Markov chain $\{u^n, n \in \mathbb{N}\}$ generated by $P$ with $u^0 \sim \mu^0$ is $\mathcal{M}_r$-geometrically ergodic if there exists $\rho \in (0, 1)$ and a finite $\mathcal{M}_{\mu^0} \in \mathbb{R}_+$ such that

$$
\| \mu^0 P^n - \mu \|_{\mathcal{M}_r} \leq M_{\mu^0} \rho^n, \quad n \in \mathbb{N}. \quad (3.8)
$$
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Alternatively, given a bounded function $M : X \to \mathbb{R}_+$, we say that the Markov chain \( \{u^n, n \in \mathbb{N}\} \) generated by $P$ is $M_r$-geometrically ergodic if there exits $\rho \in (0, 1)$ such that
\[
\|p^n(u, \cdot) - \mu(\cdot)\|_{M_r} \leq M(u)\rho^n, \quad \forall n \in \mathbb{N}, \text{ for } \mu\text{-a.e } u \in X.
\] (3.9)
We say that a chain is uniformly ergodic if either $M \mu_0$ in (3.8) is independent of the initial measure $\mu_0$ or if $M(u)$ in (3.9) is uniformly bounded.

In practice, one typically runs the chain \( \{u^n\}_{n=0}^{N+n_b} \) for $N + n_b$ iterations, where the first $n_b$ samples are discarded to reduce the bias associated to not starting at the invariant distribution (this is the so-called burn-in period). However, it is difficult, in general, to quantify an appropriate value (or choice) of $n_b$ (see, e.g., [83] and [143]).

There are two closely related approaches for studying the convergence of Markov chains in general state spaces ([65, 113, 143]), namely:

1. **Spectral methods.** A first approach is to examine the spectral properties of the operator $P$. More precisely, if the Markov transition operator $P : L_r(X, \mu) \to L_r(X, \mu)$ has a positive $L_r$-spectral gap, then, it is relatively straightforward to show that $P$ generates an $M_r$-geometrically ergodic chain, where $\frac{1}{r} + \frac{1}{r'} = 1$. Investigating convergence of Markov chains in terms of the spectral properties of $P$ (in particular, the existence of an $L_2$-spectral gap) can be traced back to the work [98], which relies upon the so-called conductance arguments presented in [27] (which has been reprinted in [28]). A closely related approach is presented in the work [65], where the authors consider the contractive properties of $P$ on a Wasserstein metric in order to show the existence of an $L_2$-spectral gap (and hence, geometric ergodicity) for the preconditioned Crank-Nicolson (pCN) algorithm in function spaces (c.f Section 3.4). Spectral arguments have also been used in the analysis of hierarchical methods, in particular in the convergence analysis of a type of parallel tempering presented in [171]. The convergence analysis for our Generalized parallel tempering method ([95]) presented in Chapter 4 also relies upon these arguments. Furthermore, spectral methods can be used to obtain rigorous non-asymptotic error bounds on the Mean Squared Error (MSE) of ergodic estimators; the work [143] presents one such bound under the additional assumption of reversibility (c.f Theorem 3.3.1). A similar bound that does not require the extra assumption of reversibility (at the cost of being less sharp) is presented in Theorem 3.3.2 (taken from our work [108, Appendix]).

2. **Splitting methods.** An independently developed (and perhaps more classical) approach for studying the convergence of Markov chains is based on renewal theory, splitting, and coupling arguments as in [82, 83, 99, 113, 120, 139, 140, 159]. In this case, one requires the chain to satisfy certain conditions (c.f. Definitions 3.2.2 through 3.2.8), under which one can study the convergence theory of the Markov chain by splitting its trajectory into independent blocks [120], and then using the coupling inequality (c.f. Equation (3.12)) to bound its convergence in terms of the total variation distance. This approach has been
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used to study the convergence of classical MCMC algorithms, such as the Metropolis-Hastings and the Gibbs sampler [140, 138], and will be used to study the convergence of our Multi-level Markov chain Monte Carlo algorithms presented in Chapters 5 and 6. It is worth mentioning that, although these coupling arguments were originally motivated in the theoretical study of convergence of Markov chains, recent works, such as [53, 70, 76, 136], have proposed practical coupling algorithms for Markov chains, that can be used in the context of unbiased estimation. These coupling techniques will play a significant role for the methods presented in Chapter 6.

We now present a summary of these two approaches. The following two results are of central importance for the first (i.e., spectral) approach:

**Lemma 3.2.1 (Spectral gap implies geometric ergodicity):** For any \( r' \in [1, \infty] \), let \( P : L_{r'}(X, \mu) \to L_{r'}(X, \mu) \) be a Markov operator with a positive \( L_{r'} \)-spectral gap; that is, \( 1 - \| P \|_{L_{0}^{r'} \to L_{0}^{r'}} > 0 \). Then, the chain generated by \( P \) is \( M_{r} \)-geometrically ergodic, where \( \frac{1}{r} + \frac{1}{r'} = 1 \).

**Proof.** This is the proof of [143, Proposition 3.17], however, we include it for completeness. Given some initial measure \( \mu_{0} \in M_{r}(X, \mu) \), and setting \( (1 - \gamma_{r}[P]) = \rho \), we have that

\[
\| \mu_{0} P^{n} - \mu \|_{M_{r}} = \| (\mu_{0} - \mu) P^{n} \|_{M_{r}} = \left\| (P^{*})^{n} \frac{d (\mu_{0} - \mu)}{d \mu} \right\|_{L_{r'}}.
\]

Since the function \( f = \frac{d (\mu_{0} - \mu)}{d \mu} \in L_{r'}(X, \mu) \), we then have that

\[
\left\| (P^{*})^{n} \frac{d (\mu_{0} - \mu)}{d \mu} \right\|_{L_{r'}} \leq \| (P^{*})^{n} \|_{L_{r'}^{0} \to L_{r'}^{0}} \| \mu_{0} - \mu \|_{M_{r}} = \| P \|_{L_{0}^{r'} \to L_{0}^{r'}} \| \mu_{0} - \mu \|_{M_{r}} = (1 - \gamma_{r}[P])^{n} \| \mu_{0} - \mu \|_{M_{r}_{0}} = M_{\mu_{0}} \rho^{n}.
\]

The converse of Lemma 3.2.1 is true for the \( L_{2} \)-spectral gap, under the additional assumption of reversibility, as shown in [138, Theorem 2.1].

**Lemma 3.2.2 (L2-Geometric ergodicity and reversibility imply an L2-spectral gap):** Let \( P \) be a \( \mu \)-reversible Markov transition operator. Then, \( P \) has a positive \( L_{2}(X, \mu) \)-spectral gap if and only if \( P \) is \( L_{2}(X, \mu) \)-geometrically ergodic.

**Proof.** See [138, Theorem 2.1].

We now present some definitions and results necessary for the splitting method approach.
Definition 3.2.2 (ψ-Irreducibility): Given a strictly positive measure ψ on \((X, \mathcal{B}(X))\), we say that a Markov kernel \(p : X \times \mathcal{B}(X) \to [0, 1]\) is \(ψ\)-irreducible if for all measurable sets \(A \in \mathcal{B}(X)\) with \(ψ(A) > 0\) and for all \(u \in X\), there exists a positive integer \(n\), possibly depending on \(u\) and \(A\) such that

\[
p^n(u, A) > 0.
\]

We say that a chain is \(ψ\)-irreducible if it is generated by a \(ψ\)-irreducible Markov transition kernel.

\(ψ\)-Irreducibility is the weakest form of stochastic stability, and can be understood as a statement on the “accessibility” of the state space; loosely speaking, this accessibility can be understood as “how easy it is to reach a set \(A \in \mathcal{B}(X)\) from a point \(u \in X\), when using a Markov transition kernel \(p(\cdot, \cdot)\)”.

Definition 3.2.3 (Harris recurrence): A set \(A \in \mathcal{B}(X)\) is called recurrent if

\[
P(\text{chain visits } A \text{ infinitely often}) = 1.
\]

We say that a Markov chain is Harris Recurrent if it is \(ψ\)-irreducible and every set \(A \in \mathcal{B}(X)\) with \(ψ(A) > 0\) is recurrent. Similarly, we say that an operator \(P\) is Harris recurrent if it induces a Harris recurrent chain.

Intuitively, one would expect that the previous condition must be satisfied for a Markov chain to converge. Indeed, Meyn and Tweedie [113, Theorem 10.0.1] present the following result.

Theorem 3.2.1: Let \(\{u^n, n \in \mathbb{N}\}\) be a Harris recurrent chain generated by a Markov operator \(P\). Then, \(\{u^n, n \in \mathbb{N}\}\) has a unique (up to constant multiples) invariant measure \(\tilde{\mu}\) (notice that \(\tilde{\mu}\) is not necessarily a probability measure).

Furthermore, it is known from Theorem 17.0.1 (i) in [113], that, given a Harris recurrent, \(μ\)-invariant Markov chain, the law of large numbers holds for any \(g \in L_1(X, \mu)\). It is not always easy to show that a Markov chain is recurrent, thus, one typically needs to resort to some additional concepts and results in the study of Markov chains.

Definition 3.2.4 (Small set): Given some positive, finite measure \(ν\) on \((X, \mathcal{B}(X))\), we say that a set \(S \in \mathcal{B}(X)\) is \((ν, m)\)-small if there exists an \(m \in \mathbb{N}\) such that

\[
p^m(u, A) \geq ν(A), \quad ∀u ∈ S, A ∈ \mathcal{B}(X).
\] (3.10)

We say that \(S\) is small if (3.10) holds with \(m = 1\).

Notice that one can replace the right hand side of (3.10) by \(δ\tilde{ν}\), where \(δ := \int_X ν(du)\) and \(\tilde{ν} = ν/δ\) is the probability measure induced by normalizing \(ν\). The name “small set” is a bit of a misnomer; in practice, a small set \(S\) could be arbitrarily large (in fact, it could even be the whole space \(X\) for a
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given type of chain). Some authors refer to them as test sets. A related concept is that of petite set, defined next.

**Definition 3.2.5 (Petite set):** A set $C \subseteq X$ is called petite (or $(n_0, \delta, \tilde{\nu})$-petite), if there exists $\delta > 0$, $\alpha \in (0, 1)$, a probability measure $\tilde{\nu}$ on $(X, \mathcal{B}(X))$, and a positive integer $n_0$ such that

$$(1 - \alpha) \sum_{n=1}^{n_0} \alpha^n P^n(u, \cdot) \geq \delta \tilde{\nu}(\cdot), \quad \forall u \in C.$$ 

Notice that petite sets then allow for the covering of the minorization condition in (3.10) by a combination of states (see, e.g., [113] for a thorough discussion on what this implies). We remark that a small set is always petite, however, the reverse is not always true, in general. An important result regarding irreducibility and petite sets is given next.

**Theorem 3.2.2:** Given some Markov operator $P$, let $\tau^u_A := \inf\{n \geq 1 : u^n \in A\}$, where $\{u^n\}$ is an irreducible Markov chain with operator $P$ starting at $u^0 = u$, denote the hitting time of the set $A \in \mathcal{B}(X)$ from the state $u$. The Markov chain generated by $P$ is Harris recurrent if there exists some petite set $C \in \mathcal{B}(X)$ such that $P(\tau^u_C < \infty) = 1$, $\forall u \in C$.

**Proof:** See [113, Theorem 8.3.6].

Thus, instead of showing Harris recurrence of the chain directly, one typically looks for such a petite set $C$ to which the chain always returns with probability 1.

**Definition 3.2.6 (Aperiodicity):** A $\psi$-irreducible chain $\{u^n\}$ is called aperiodic, if there exists a small set $S$ with $\psi(S) > 0$ and $\bar{n} \in \mathbb{N}$ such that

$$\inf_{u \in S} p^n(u, S) > 0, \quad \forall n \geq \bar{n}.$$ 

Aperiodicity can be verified in light of the following result presented in [113].

**Lemma 3.2.3:** Let $\{u^n\}_{n \in \mathbb{N}}$ be a $\psi$-irreducible Markov chain induced by a Markov transition kernel $p$. If there exists a $u \in X$ such that $p(u, \{u\}) > 0$, then, the chain is aperiodic.

A first result concerning the convergence of Markov chains, as presented by e.g., [141], is that if a Markov operator $P$ is $\mu$-invariant, $\psi$-irreducible, aperiodic, and Harris recurrent, it then follows that

$$\lim_{n \to \infty} \|p^n(u, \cdot) - \mu(\cdot)\|_{M_1} = 0, \quad \forall u \in X.$$ 
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The previous result however, does not quantify the rate at which the Markov chain converges to its target probability measure. We will present the so-called regeneration construction to quantify such a rate. Given a small set $S$, notice that if one writes $p(u, \cdot)$ as

$$p(u, \cdot) = \delta \hat{\nu}(\cdot) + p(u, \cdot) - \delta \hat{\nu}(\cdot)$$

$$= \delta \hat{\nu}(\cdot) + \left(1 - \delta\right) \frac{p(u, \cdot) - \delta \hat{\nu}(\cdot)}{1 - \delta}$$

$$= \delta \hat{\nu}(\cdot) + (1 - \delta) \check{p}(u, \cdot), \quad u \in S,$$  \hfill (3.11)

where the minorization condition in (3.10) guarantees the positivity of $\check{p}(u, \cdot)$, sampling from the probability measure $p(u, \cdot)$ can be understood as sampling from the mixture (3.11), i.e., with probability $(1 - \delta)$ one samples from the auxiliary kernel $\check{p}(u, \cdot)$, and otherwise, one samples from $\hat{\nu}(\cdot)$ independently of the current state of the chain. By using arguments from renewal theory, [113, 120] one can show that the chain regenerates (broadly speaking, “forgets about the past”) with probability $\delta$, i.e., every time we sample from $\hat{\nu}$. To see this, we begin by defining the concept of coupling, together with the so-called coupling inequality.

**Definition 3.2.7:** Given two measures $\mu, \nu$ on $(X, B(X))$, we say that a probability measure $\Gamma$ on $(X \times X, B(X \times X))$ is a coupling of $\mu$ and $\nu$ if $(u, v) \sim \Gamma$, implies $u \sim \mu$ and $v \sim \nu$.

It is known that whenever $X$ is a Polish space (i.e., any separable, completely metrizable topological space), the following coupling inequality holds [99] for any coupling $\Gamma$:

$$\|\mu - \nu\|_{tv} \leq \mathbb{P}_\Gamma(u \neq v), \quad (u, v) \sim \Gamma.$$ \hfill (3.12)

Now, let $P$ be a $\mu$-invariant, $\psi$-irreducible, and aperiodic Markov transition operator satisfying a minorization condition of the form (3.10). Furthermore, let $S$ be a small set, define $\hat{S} := S \times S$, and consider two $\mu$-invariant Markov chains $\{u^n, n \in \mathbb{N}\}, \{v^n, n \in \mathbb{N}\}$ generated by $P$ with $u^0 \sim \nu$ and $v^0 \sim \mu$ (i.e., $\{v^n, n \in \mathbb{N}\}$ is started at stationarity). We generate a coupling $\Gamma$ of the chains $\{u^n, n \in \mathbb{N}\}, \{v^n, n \in \mathbb{N}\}$ by using Algorithm 1.
Algorithm 1 Coupling Construction

1: procedure Coupling construction($\mu, \nu, P, \hat{\nu}, \delta, \hat{S}$).
2: Sample $u^0 \sim \nu$ and $v^0 \sim \mu$.
3: for $n = 0, 1, \ldots$ do
4: if $u^n = v^n$ then
5: Sample $u^{n+1} \sim p(u^n, \cdot)$ and set $v^{n+1} = u^{n+1}$
6: else
7: if $(u^n, v^n) \notin \hat{S}$ then
8: Sample $u^{n+1} \sim p(u^n, \cdot), v^{n+1} \sim p(v^n, \cdot)$ independently
9: else
10: with probability $\delta$ sample $u^{n+1} \sim \hat{\nu}$, and set $v^{n+1} = u^{n+1}$
11: Otherwise, sample $u^{n+1} \sim \hat{p}(u^n, \cdot), v^{n+1} \sim \hat{p}(u^n, \cdot)$, independently.
12: end if
13: end if
14: end for
15: Output $\{u^n, v^n\}_{n \in \mathbb{N}}$
16: end procedure

Furthermore, denoting by $T \in \mathbb{N}$ the random time at which coupling occurs, it then follows from
the coupling inequality that
\[
\|p^n(u^0, \cdot) - \mu(\cdot)\|_{\text{tv}} \leq \mathbb{P}(v^n \neq u^n) \leq \mathbb{P}(T > n).
\] (3.13)

Under the additional (restrictive) assumption that $S = X$, we have the first convergence theorem.

**Theorem 3.2.3 (Small state space implies uniform ergodicity):** Let $P$ be a $\mu$-invariant, $\psi$-irreducible and aperiodic Markov operator satisfying a minorization condition of the form (3.10) with $S = X$ and $n = 1$. Then, the Markov chain generated by $P$ is $\mathcal{M}_1$-uniformly ergodic.

**Proof.** Notice that since $S = X$, at any given step, the chain can sample from $\hat{\nu}$ (and hence, couple) with probability $\delta$. Thus, the random variable $T$ follows a geometric($\delta$) distribution, and as such, $\mathbb{P}(T = n) = \delta(1 - \delta)^{n-1}$, for which it follows that $\mathbb{P}(T > n) = (1 - \delta)^n$. Thus, from the coupling inequality (3.13) it then follows that
\[
\|p^n(u^0, \cdot) - \mu(\cdot)\|_{\mathcal{M}_1(X, \mu)} = 2 \|p^n(u^0, \cdot) - \mu(\cdot)\|_{\text{tv}} \leq 2(1 - \delta)^n.
\]

\[\square\]

**Remark 3.2.1:** It is shown in [113, Theorem 16.0.2] that the converse of the previous theorem holds true as well, i.e., a Markov chain is uniformly ergodic if and only if the entire state space is a small set.
However, this coupling argument can only be applied whenever a minorization condition of the form (3.10) holds, i.e., whenever the chain is at a current state $u$ contained in a small set. In order to show convergence in the case where $S \subset X$, the chain would then need to drift towards this small set. We now formalize this intuition.

**Definition 3.2.8 (Drift condition):** A Markov chain induced by a Markov operator $P$ is said to satisfy a drift condition if there exist a function $V : X \rightarrow [1, \infty]$, a small set $S$ and positive constants $\lambda \in (0, 1)$, $b \in \mathbb{R}_+$, such that the following holds:

$$(PV)(u) \leq \lambda V(u) + b \mathbb{1}_{\{u \in S\}}, \quad u \in X.$$  

(3.14)

Here, the function $V : X \rightarrow [1, \infty]$ is called a Lyapunov function, and $\mathbb{1}_{\{u \in S\}}$ is the characteristic function of the set $S$.

Notice that $(PV)(u)$ can be understood as $\mathbb{E}_{p(u)}[V(u^{n+1})|u^n = u]$, where the expectation is taken with respect to the measure $p(u, \cdot)$. Defining $\Delta V(u) := (PV)(u) - V(u)$, it is easy to see then that $\Delta V(u) < 0$ whenever the chain is not in the small set, thus making the chain drift, on average, to the regions of $X$ where $V(u)$ is small (i.e., to $S$). Furthermore, it does so in such a way that for points $u \in X$ for which $V(u)$ is large, this drift is faster. Intuitively ([83]), this implies that once the chain leaves the small set $S$, it tends to return rather quickly to it. This motivates the following classical results.

**Theorem 3.2.4 (Existence of an invariant measure, and convergence to it):** Let $P$ be a $\psi$-irreducible and aperiodic Markov operator satisfying a drift condition as in Equation (3.14). Then, it holds that

1. There exists a unique invariant probability measure $\mu$ for $P$.
2. The chain generated by $P$ is $\mathcal{M}_1$-geometrically ergodic.
3. $\mathcal{M}_1$-geometric ergodicity is equivalent to

$$\|p^n(u, \cdot) - \mu(\cdot)\|_V \leq MV(u)\rho^n, \quad \forall n \geq 0, \mu-a.e. u \in X,$$

(3.15)

where $\|\mu(\cdot)\|_V := \sup_{|f| \leq V} |\mu(f)|$, $M \in \mathbb{R}_+$, $\rho \in (0, 1)$.

**Proof:** This is a standard result in the Theory of Markov chains. See, e.g., [113, Theorem 15.0.1] \(\Box\)

It is easy to see that Markov chains for which the bound on the right hand side of (3.15) does not depend on $u$ are uniformly ergodic. The following result demonstrates the reverse implication.

**Theorem 3.2.5 (Bounded Lyapunov function, [113]):** A Markov chain on a general state space $X$ is uniformly ergodic if and only if it satisfies a drift condition of the form (3.14) with a bounded Lyapunov function $V : X \rightarrow [1, V_{\text{max}}]$, $V_{\text{max}} \in \mathbb{R}_+$, and a small set $S$. 

58
3.3 MSE bounds

Proof. See [113, Theorem 16.0.2, implication viii].

A further consequence of a drift condition is the existence of a central limit theorem, as shown in Theorem 17.0.1(ii-iv) of [113]

**Theorem 3.2.6 (Drift condition and Harris recurrence imply a central limit theorem):**

Let $P$ be a $\mu$-invariant, Harris recurrent Markov operator satisfying a drift condition of the form (3.14). Denote by $\{u^n, n \in \mathbb{N}\}$ the Markov chain obtained from such an operator with $u^0 \sim \mu^0$, let $f : X \rightarrow \mathbb{R}$ be a function satisfying $f^2 \leq V$, where $V$ is the Lyapunov function of the drift condition, and define $g(u) := f(u) - \int_X f(u)\mu(du)$. Then, the constant

$$\mathbb{V}_\mu[f] := \mathbb{E}_\mu[g^2(u^0)] + 2 \sum_{n=1}^{\infty} \mathbb{E}_\mu\left[g(u^0)g(u^n)\right],$$

is well-defined, non-negative, and corresponds to the asymptotic variance

$$\lim_{N \rightarrow \infty} \frac{1}{N} \mathbb{E}_\mu \left[ \left( \sum_{n=1}^{N} g(u^n) \right)^2 \right] = \mathbb{V}_\mu[f].$$

Furthermore, if $\mathbb{V}_\mu[f] > 0$, then the central limit theorem holds for $f$, i.e.,

$$\sqrt{N} \left( \frac{1}{N} \sum_{n=1}^{N} f(u^n) - \mathbb{E}_\mu[f] \right) \overset{D}{\rightarrow} \mathcal{N}(0, \mathbb{V}_\mu[f]),$$

as $N \rightarrow \infty$, where we used the symbol “$\overset{D}{\rightarrow}$” to denote convergence in distribution.

Proof. See Theorem 17.0.1 in [113].

In practice, the asymptotic variance $\mathbb{V}_\mu[f]$ is estimated using, e.g., batched means ([54, 57]), window methods ([57]), or with regeneration arguments as in [93, 92].

### 3.3 MSE bounds

#### 3.3.1 Non-asymptotic bounds on the MSE: known results

Let $f : X \rightarrow \mathbb{R}$ be a $\mu$-integrable function, and denote by $\{u^n\}_{n=0}^{N+n_b}$ the (finite-length) Markov chain obtain from a geometrically ergodic, $\mu$-invariant, Markov operator $P$, with $u^0 \sim \mu^0$. Furthermore, denote by $\hat{f}_{N,n_b} = \frac{1}{N} \sum_{n=1}^{N} f(u^{n+n_b})$ the ergodic estimator obtained from the Markov chain generated by $P$. We define the Mean Squared Error (MSE) of the chain as

$$\text{MSE}(\hat{f}_{N,n_b}; \mu^0) := \mathbb{E}_{\mu^0,P} \left[ \left( \hat{f}_{N,n_b} - \mathbb{E}_\mu[f] \right)^2 \right],$$

(3.16)
where $E_{\mu^0, P}[\cdot]$ denotes expectation with respect to the Markov chain started from an initial measure $\mu^0$, and induced by the $\mu$-invariant Markov operator $P$. It is of interest for practical applications to obtain (or at least, to quantify) non-asymptotic error bounds for the MSE (3.16).

In the context of this thesis, such will be the case in Chapters 5 and 6, where verifying the cost-tolerance assumptions of ML-MCMC algorithms ([45, 108]) will require a non-asymptotic bound on the MSE of a given estimator in terms of its asymptotic variance (c.f. Assumption T3 in Chapter 5).

Results providing bounds on (3.16) are, to the best of the author’s knowledge, rather scarce, with only a handful of results on this topic. In particular, under the assumption of a drift condition on $P$, with Lyapunov function $V$, the work [92] presents a bound on the form

$$\text{MSE} \left( \hat{f}_{N,n}^b; \mu^0 \right) \leq \left( \sqrt{\frac{\nabla_\mu f}{N}} \left( 1 + \frac{c_0(P)}{N} \right) + \frac{c_1(P,f)}{N} \right)^2,$$

where the terms $c_i, i = 0, 1$, depend on the constant $\delta$ in the minorization condition (3.10), together with the constant $\lambda$ and the Lyapunov function $V$ in the drift condition (3.14). Under the same assumption of a drift condition, a similar bound is presented in [93, Theorem 3.1] of the form

$$\text{MSE} \left( \hat{f}_{N,n}^b; \mu^0 \right) \leq N^{-1} \left( \sup_{u \in X} \frac{|f - \mu(f)|^2}{V(u)} \right) \left( 1 + \frac{2B\rho}{1 - \rho} \right) \left( \mu(V) + \frac{c_2(V,\mu^0,\mu)}{N(1 - \rho)} \right).$$

for some $c_2(B, V, \mu, \mu^0) > 0$, with $B, V, \rho$ once again as in (3.15).

The work [143], presents a non-assymptotic bound on the MSE for reversible chains.

**Theorem 3.3.1:** Let $f \in L_2(X, \mu)$, be a $\mu$-square integrable function and write $g(u) = f(u) - \int_X f(u) \mu(du)$. Let $P$ be a $\mu$-reversible Markov operator and assume the chain generated by $P$ starts from an initial probability measure $\mu^0 \ll \mu$, with $\frac{d\mu^0}{d\mu} \in L_\infty(X, \mu)$. In addition, suppose that

R1. **(L_2-spectral gap)** there exists $b \in (0, 1)$ such that

$$\|P\|_{L_2^0(X,\mu) \to L_2^0(X,\mu)} \leq b,$$

R2. **(L_1-exponential convergence)** there exists $\tilde{c} \in \mathbb{R}_+, \alpha \in (0, 1)$ such that

$$\|\mu^0 P^n - \mu\|_{\mathcal{M}_1(X,\mu)} := \left\| \frac{d(\mu^0 P^n)}{d\mu} - 1 \right\|_{L_1(X,\mu)} \leq \tilde{c} \alpha^n,$$
Then, the non-asymptotic MSE is given by

\[ E_{\mu_0, P} \left( \left| \frac{1}{N} \sum_{n=1}^{N} g(u^{n+n_0}) \right|^2 \right) \leq \mathbb{V}_{\mu}[u] \left( \frac{2}{1-b} + \frac{2\overline{c} \left\| \frac{d\mu_0}{d\mu} - 1 \right\|_{L_\infty}}{N(1-a)^2} \right), \]

(3.17)

where the first term in the parenthesis is associated with the variance contribution to the MSE, whereas the second term corresponds to the statistical squared bias and is of higher order in \( N \).

**Remark 3.3.1:** The additional assumptions \( R1 \) and \( R2 \) in Theorem 3.3.1 are satisfied for a geometrically ergodic, \( \mu \)-reversible Markov operator \( P \).

### 3.3.2 Non-asymptotic bounds on the MSE: new result for non-reversible chains

Let \( P : L_2(X, \mu) \to L_2(X, \mu) \) be a \( \mu \)-invariant Markov operator for some probability measure \( \mu \) on \( (X, B(X)) \), and recall the averaging operator \( \hat{\mu} f : L_2(X, \mu) \to L_2(X, \mu), f \to \hat{\mu}(f) = \int_X f(u) \mu(du) \). We now present a bound similar to that in (3.17). This bound generalizes that of Theorem 3.3.1 to the case where \( R1 \) and \( R2 \) do not necessarily hold (e.g., whenever the Markov chain is not reversible), using the pseudo-spectral gap. This bound is an original contribution, first presented in our work [108].

**Theorem 3.3.2 (Non-asymptotic bound on the mean square error):** Let \( f \in L_2(X, \mu) \), be a \( \mu \)-square integrable function and write \( g(u) = f(u) - \int_X f(u) \mu(du) \). Let \( P \) be a \( \mu \)-invariant (but not necessarily \( \mu \)-reversible) Markov operator with \( \gamma_{ps}[P] > 0 \), and assume the chain generated by \( P \) starts from an initial probability measure \( \mu_0 \ll \mu \), with \( \frac{d\mu_0}{d\mu} \in L_\infty(X, \mu) \). Then,

\[ \text{MSE}(\hat{f}_{N_\mu}; \mu^0) = E_{\mu^0, P} \left( \left| \frac{1}{N} \sum_{n=1}^{N} g(u^{n+n_0}) \right|^2 \right) \leq \frac{\mathbb{V}_{\mu}[f]}{N} (C_{\text{inv}} + C_{\text{ns}}), \]

(3.18)

where \( C_{\text{inv}} = \left( 1 + \frac{4}{\gamma_{ps}[P]} \right), C_{\text{ns}} = \left( 2 \left\| \frac{d\mu_0}{d\mu} - 1 \right\|_{L_\infty} \left( 1 + \frac{4}{\gamma_{ps}[P]} \right) \right) \), where \( \gamma_{ps}[P] \) is the pseudo-spectral gap of \( P \), defined in (3.4).

The proof of Theorem 3.3.2 is decomposed into a series of auxiliary results. We present a first bound of the form (3.18) for chains which are started at stationarity (i.e., whenever \( \mu^0 = \mu \)). Although this is usually not the case, the following Lemma is useful in the proof of Theorem 3.3.2.
Lemma 3.3.1 (MSE bound starting at stationarity): Under the same assumptions as in Theorem 3.3.2 and with \( \mu^0 = \mu \), it holds

\[
\text{MSE}(\hat{f}_{N,n_0}; \mu) := \mathbb{E}_{\mu,P}\left| \frac{1}{N} \sum_{n=1}^{N} g(u^n) \right|^2 \leq \frac{\gamma_{\psi} f}{N} \left( 1 + \frac{4}{\gamma_{\psi} |P|} \right).
\]

Proof: We follow a similar approach to those presented in [127, Theorem 3.2] and [142, Section 3]. To ease notation, for the remainder of this proof we write \( L_q = L_q(X, \mu) \), \( q \in [1, \infty] \). We can write the MSE of a Markov chain generated by \( P \) starting at \( \mu \) as

\[
\mathbb{E}_{\mu,P}\left| \frac{1}{N} \sum_{n=1}^{N} g(u^n) \right|^2 = \frac{1}{N^2} \sum_{n=1}^{N} \mathbb{E}_{\mu,P}[g(u^n)^2] + \frac{2}{N^2} \sum_{j=1}^{N-1} \sum_{i=j+1}^{N} \mathbb{E}_{\mu,P}[g(u^i)g(u^j)].
\] (3.19)

Working on the expectation of the second term on the right hand side we get from the Cauchy-Schwarz inequality that

\[
\mathbb{E}_{\mu,P}[g(u^i)g(u^j)] = \langle g, (P - \hat{\mu})^{i-j} g \rangle_{\mu} \leq \|g\|_{L_2}^2 \|P^{i-j}\|_{L_2 \rightarrow L_2}.
\]

Notice that for any \( k \geq 1 \), we have

\[
\|P^{i-j}\|_{L_2 \rightarrow L_2} \leq \left\| (P - \hat{\mu})^k \right\|_{L_2 \rightarrow L_2}^{1 + \frac{\gamma_{\psi}}{k}} = \left\| (P^* - \hat{\mu})^k (P - \hat{\mu})^k \right\|_{L_2 \rightarrow L_2}^{1 + \frac{\gamma_{\psi}}{k}} \tag{3.20}
\]

where \( \lfloor \cdot \rfloor \) is the floor function. Now, let \( k_{\psi} \) be the smallest integer such that

\[
k_{\psi} \gamma_{\psi} |P| = \gamma \left( |P_*|^{k_{\psi}} P^{k_{\psi}} \right) = 1 - \left\| (P^* - \hat{\mu})^{k_{\psi}} (P - \hat{\mu})^{k_{\psi}} \right\|_{L_2 \rightarrow L_2}, \tag{3.21}
\]

which is strictly positive for uniformly ergodic chains (see [139, Section 3.3]). Then, from (3.19), (3.20), and (3.21), we obtain the following:

\[
\frac{2}{N^2} \sum_{j=1}^{N-1} \sum_{i=j+1}^{N} \mathbb{E}_{\mu,P}[g(u^i)g(u^j)] \leq \frac{2}{N^2} \sum_{j=1}^{N-1} \sum_{i=j+1}^{N} \|g\|_{L_2}^2 \left( 1 - k_{\psi} \gamma_{\psi} |P| \right)^{\frac{1}{2} + \frac{\gamma_{\psi}}{k_{\psi}}}. \]
3.3 MSE bounds

For notational simplicity we write \( \varrho = (1 - k_{ps}[P]) \). We then have the following:

\[
\frac{2}{N^2} \sum_{j=1}^{N-1} \sum_{i=j+1}^{N} \| g \|_{L^2}^2 \varrho^{\frac{1}{2} \left\lfloor \frac{i-j}{k_{ps}} \right\rfloor} \leq \frac{2}{N} \| g \|_{L^2}^2 \sum_{m=0}^{\infty} \varrho^{\frac{1}{2} m} \leq \frac{2}{N} \| g \|_{L^2}^2 \frac{k_{ps}}{1 - \varrho^{1/2}} \leq \frac{4 \| g \|_{L^2}^2}{N \gamma_{ps}[P]},
\]

where the second inequality comes from the definition of the floor function \( \left\lfloor \cdot \right\rfloor \).

We shift our attention to the first term in (3.19). Using Hölder’s inequality with \( q = \infty \), \( q' = 1 \), and the fact that \( P \) is a weak contraction in \( L_q(X, \mu) \), for any \( q \in [1, \infty] \), we obtain the following:

\[
\frac{1}{N^2} \sum_{n=1}^{N} \mathbb{E}_{\mu,P} [g(u^n)^2] = \frac{1}{N^2} \sum_{n=1}^{N} (1, P^n g^2)_\mu \leq \frac{1}{N^2} \sum_{n=1}^{N} \| P^n g^2 \|_{L^1} \leq \frac{\| g^2 \|_{L^1}}{N}.
\]

Lastly,

\[
\| g^2 \|_{L^1} = \int_X |g^2(u)| \mu(du) = \int_X g^2(u) \mu(du) = \| g \|_{L^2}^2.
\]

Hence, we obtain the following bound:

\[
\frac{1}{N^2} \sum_{n=1}^{N} \mathbb{E}_{\mu,P} [g(u^n)^2] \leq \frac{\| g \|_{L^2}^2}{N}. \tag{3.22}
\]

Thus, from (3.19) and (3.22), with the observation that \( \| g \|_{L^2}^2 = \int_X (f(u) - \hat{\mu}(f))^2 \mu(du) = \mathbb{V}_\mu[f] \), we finally obtain,

\[
\mathbb{E}_{\mu,P} \left( \frac{1}{N} \sum_{n=1}^{N} g(u^n) \right)^2 \leq \frac{\| g \|_{L^2}^2}{N} \left( 1 + \frac{4}{\gamma_{ps}[P]} \right) = \frac{\mathbb{V}_\mu[f]}{N} \left( 1 + \frac{4}{\gamma_{ps}[P]} \right).
\]

The previous result should be compared to [127, Theorem 3.2] and [142, Theorem 5]. We consider the more general case where the chain is not started from stationarity, i.e., when \( u^0 \sim \mu^0 \), where \( \mu^0 \ll \mu \) is a probability measure on \((X, B(X))\). We recall the following result from [143].
Lemma 3.3.2: Denote by $n_b \in \mathbb{N}$ the burn-in period and let $\{u^n\}_{n \in \mathbb{N}}$ be a Markov chain generated by $P$ starting from an initial measure $\mu^0$ and invariant probability measure $\mu$, with $\mu^0 \ll \mu$. Under the same assumptions as in Theorem 3.3.2, it holds that:

$$
E_{\mu^0,P} \left| \frac{1}{N} \sum_{n=1}^{N} g(u^{n+n_b}) \right|^2 = E_{\mu,P} \left| \frac{1}{N} \sum_{n=1}^{N} g(u^n) \right|^2 + \frac{1}{N^2} \sum_{j=1}^{N} \mathcal{H}^{j+n_b}(g^2) + \frac{2}{N^2} \sum_{j=1}^{N-1} \sum_{k=j+1}^{N} \mathcal{H}^{j+n_b}(gP^{k-j}g), \quad (3.23)
$$

where

$$
\mathcal{H}^i(h) = \left\langle (P^i - \hat{\mu})h, \left( \frac{d\mu^0}{d\mu} - 1 \right) \right\rangle_{\mu}, \quad i \in \mathbb{N}, \ h \in L_2(X,\mu),
$$

Proof. See [143, Proposition 3.29].

We can now prove Theorem 3.3.2.

Proof of Theorem 3.3.2. Once again, for the remainder of this proof we write $L_q = L_q(X,\mu)$, $q \in [1, \infty]$. From Lemma 3.3.2 we get

$$
\mathcal{H}^{j+n_b}(g^2) = \left\langle (P^{j+n_b} - \hat{\mu})g^2, \left( \frac{d\mu^0}{d\mu} - 1 \right) \right\rangle_{\mu}, \quad (3.24)
$$

$$
\mathcal{H}^{j+n_b}(gP^{k-j}g) = \left\langle (P^{j+n_b} - \hat{\mu})(gP^{k-j}g), \left( \frac{d\mu^0}{d\mu} - 1 \right) \right\rangle_{\mu}. \quad (3.25)
$$

Using Hölder’s inequality with $q' = \infty$, $q = 1$ on the right hand side of (3.24) gives

$$
\mathcal{H}^{j+n_b}(g^2) \leq \left\| \left( \frac{d\mu^0}{d\mu} - 1 \right) \right\|_{L_\infty} \left\| (P^{j+n_b} - \hat{\mu})g^2 \right\|_{L_1} \leq \frac{2}{j^2} \left\| \left( \frac{d\mu^0}{d\mu} - 1 \right) \right\|_{L_\infty} \left\| g^2 \right\|_{L_1},
$$

where the last inequality comes from the definition of operator norm. Moreover, since the Markov operators are weak contractions, we have that $\left\| (P^{j+n_b} - \hat{\mu}) \right\|_{L_1 \to L_1} \leq 2$, $\forall j \in \mathbb{N}$, which gives the bound

$$
\mathcal{H}^{j+n_b}(g^2) \leq 2 \left\| \left( \frac{d\mu^0}{d\mu} - 1 \right) \right\|_{L_\infty} \left\| g \right\|_{L_2}^2.
$$
Summing over $j$ results in
\[
\frac{1}{N^2} \sum_{j=1}^{N} \mathcal{H}^j \cdot \left( g^2 \right) \leq \frac{2 \| g \|_L^2}{N} \left\| \frac{d\mu}{d\mu} - 1 \right\|_{L_\infty} \cdot (3.26)
\]

Following similar procedure for (3.25) we obtain
\[
\mathcal{H}^j \cdot \left( g^{P_k-j} g \right) \leq 2 \left\| \frac{d\mu}{d\mu} - 1 \right\|_{L_\infty} \left\| g^{(P_k-j) g} \right\|_{L_1} \cdot (3.27)
\]

Furthermore, from Hölder’s inequality (with $q' = q = 2$) and the fact that $\hat{\mu}(g) = 0$,
\[
\left\| g^{(P_k-j) g} \right\|_{L_1} \leq \left\| g \right\|_{L_2} \left\| (P - \hat{\mu})^{k-j} g \right\|_{L_2} \leq \left\| g \right\|_{L_2}^2 \left( 1 - k_p \gamma_{ps}[P] \right)^{j} \cdot (3.27)
\]

where the last inequality follows from the same pseudo-spectral gap argument used in the proof of Lemma 3.3.1. Adding over $j$ and $k$ produces
\[
\frac{2}{N^2} \sum_{j=1}^{N} \sum_{k=j+1}^{N} \mathcal{H}^j \cdot \left( g^{P_k-j} g \right) \leq 8 \left\| g \right\|_{L_2} \left\| \frac{d\mu}{d\mu} - 1 \right\|_{L_\infty} \cdot (3.27)
\]

Notice then that Equations (3.26) and (3.27), provide a bound on the second and third term in Lemma 3.3.2. Lastly, combining these results with Lemma 3.3.1 and once again observing that $\left\| g \right\|_{L_2}^2 = \sqrt{\gamma_p}[f]$, provides the desired result
\[
\left(3.23\right) \leq \frac{\sqrt{\gamma_p}[f]}{N} \left( 1 + \frac{2}{\gamma_{ps}[P]} \right) + \frac{\sqrt{\gamma_p}[f]}{N} \left( 2 \left\| \frac{d\mu}{d\mu} - 1 \right\|_{L_\infty} \left( 1 + \frac{4}{\gamma_{ps}[P]} \right) \right).
\]

\[\square\]

3.4 Review of common techniques and algorithms

Perhaps the best known MCMC technique is the Metropolis-Hastings (MH) algorithm [68, 112]. Loosely speaking, this algorithm constructs a Markov chain by iteratively proposing a (possibly state-dependent) candidate state, and accepting or rejecting it as the new state of the chain, in such a way that the resulting Markov transition kernel associated to this process is invariant with respect to a desired probability measure. More formally, given a state $u \in \mathcal{X}$, a target probability measure $\mu$, and an auxiliary Markov transition kernel $Q(u, \cdot)$, denote by $h(du, dv) = Q(u, dv)\mu(du)$. 
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Furthermore, defining $h^T(du, dv)$ as $h(dv, du)$ and assuming that $h^T(du, dv) \ll h(du, dv)$, one can define the Metropolis-Hastings acceptance probability as

$$\alpha(u, v) = \min \left\{ 1, \frac{dh^T}{dh}(u, v) \right\}. \quad (3.28)$$

Here, $\alpha(u, v)$ corresponds to the probability of accepting a proposed state $v$ (potentially depending on the current state $u$), given that the current state of the chain is $u$. As it is often the case, the absolute continuity of $h^T$ with respect to $h$ is relatively straightforward to show in the case where $X$ is a finite-dimensional space. One needs to be more careful to show this absolute continuity whenever $X$ is an infinite-dimensional space. The following slight extension of [160, Theorem 2] (c.f. Remark 3.4.1) provides a way of constructing such measures.

**Lemma 3.4.1 (Extension of Theorem 1 in [160]):** Consider a Metropolis-Hastings algorithm with target measure $\mu(du)$ and proposal kernel $Q(u, dv)$. Assume there exists a reference measure $\nu(du)$ and a reference kernel $Q_{ref}(u, dv)$, such that $\mu \ll \nu$ and $Q(u, dv)\mu(du) = h(du, dv) \ll h_{ref}(du, dv) := Q_{ref}(u, dv)\nu(du)$. Then, there exists a $\mathcal{B}(X)$-measurable function $f : X \to \mathbb{R}_+$ such that $\mu(du) = f(u)\nu(du)$ and a $\mathcal{B}(X) \otimes \mathcal{B}(X)$-measurable function $\tilde{g} : X \times X \to \mathbb{R}_+$ such that $\frac{dh}{d\nu_{ref}}(u, v) = \tilde{g}(u, v)$. Furthermore, if in addition it holds that

1. $f$ and $\tilde{g}$ are positive $h_{ref}$-a.s., and
2. $Q_{ref}$ is $\nu$-reversible as in (3.6), i.e., $\nu(du)Q_{ref}(u, dv) = \nu(dv)Q_{ref}(v, du)$,

then, there exists a $\mathcal{B}(X) \otimes \mathcal{B}(X)$-measurable function $g : X \times X \to \mathbb{R}_+$ such that $\frac{dQ(u, \cdot)}{dQ_{ref}(u, \cdot)}(v) = g(u, v)$. Furthermore, $h^T(du, dv) \ll h(du, dv)$, with

$$\frac{dh^T}{dh}(u, v) = \frac{f(v)g(v, u)}{f(u)g(u, v)}.$$  

Thus, the Metropolis-Hastings acceptance probability of the form (3.28) is well-defined.

**Proof:** On the one hand, since $h(du, dv) \ll h_{ref}(du, dv)$, one has that

$$f(u)\nu(du)Q(u, dv) = \mu(du)Q(u, dv) = \tilde{g}(u, v)\nu(du)Q_{ref}(u, dv).$$

Let $A := \{(u, v) \in X^2 : f(u) = 0\}$, which satisfies $h_{ref}(A) = 0$. Then, setting $g(u, v) := \tilde{g}(u, v)/f(u)$, we have that

$$Q(u, dv) = g(u, v)Q_{ref}(u, dv),$$

and

$$\frac{dQ(u, \cdot)}{dQ_{ref}(u, \cdot)} = g(u, v), \quad h_{ref}\text{-a.e.}$$
On the other hand, since $Q_{\text{ref}}$ is $\nu$-reversible, one then has that $\nu(du)Q_{\text{ref}}(u, dv) = \nu(dv)Q_{\text{ref}}(v, du)$. Multiplying both sides of this equation by $f(u)f(v)g(u, v)g(v, u)$ then gives:

$$f(v)g(v, u) (f(u)\nu(du)g(u, v)Q_{\text{ref}}(u, dv)) = (f(v)\nu(du)g(v, u)Q_{\text{ref}}(v, du)) f(u)g(u, v).$$

Since $\mu(du) = f(u)\nu(du)$ and $Q(u, dv) = g(u, v)Q_{\text{ref}}(u, dv)$, one then obtains:

$$f(v)g(v, u)\mu(du)Q(u, dv) = f(u)g(u, v)\mu(du)Q(v, dv).$$

Furthermore, recognizing that $h(du, dv) = \mu(du)Q(u, dv)$, and since $f$ and $g$ are positive $h_{\text{ref}}$-a.e., it then follows that

$$h^T(du, dv) = \mu(du)Q(v, dv) = \frac{f(v)g(v, u)}{f(u)g(u, v)} \mu(du)Q(v, dv)$$

$$= \frac{f(v)g(v, u)}{f(u)g(u, v)} h(du, dv), \quad h_{\text{ref}}\text{-a.e.},$$

which implies $h^T(du, dv) \ll h(du, dv)$.

**Remark 3.4.1:** This previous result has also appeared in [40], where it is used to theoretically justify the preconditioned Crank-Nicholson algorithm. Our (slight) extension from those in [160] and [40] come from the fact that we state it for arbitrary $\nu$ and $\nu$-reversible $Q_{\text{ref}}$ (provided $\mu \ll \nu$ and $Q(u, \cdot) \ll Q_{\text{ref}}(u, \cdot)$ hold); while those works present such a result in terms of the prior and proposal kernel, respectively (i.e., for $\nu = \mu_{\text{prior}}, Q_{\text{ref}}(u, \cdot) = Q(u, \cdot)$).

Given an initial state $u^0 \sim \mu^0$, one can define the MH algorithm as in Algorithm 2.

**Algorithm 2** Metropolis-Hastings

1. **procedure** Metropolis-Hastings($N, \mu, Q, \lambda^0$).
2. Sample $u^0 \sim \lambda^0$
3. for $n = 0, \ldots, N - 1$ do
4. Sample $v \sim Q(u^n, \cdot)$.
5. Set $u^{n+1} = v$ with probability $\alpha(u^n, v)$ given by (3.28). Set $u^{n+1} = u^n$ otherwise.
6. end for
7. Output $\{u^n\}_{n=0}^N$
8. **end procedure

Step 5 in the previous algorithm is commonly known as the **Metropolization step**. Given a state $u \in X$, Algorithm 2 induces a Markov transition kernel of the form

$$p(u, A) = \int_A \alpha(u, v)Q(u, dv) + \delta_u(A) \int_X (1 - \alpha(u, v))Q(u, dv), \quad A \in \mathcal{B}(X).$$
Remark 3.4.2 (Aperiodicity of Metropolized Algorithms): It follows from Lemma 3.2.3 that Metropolized MCMC algorithms (i.e., those including an acceptance-rejection step, c.f. Section 3.4) are aperiodic if \( \alpha^*(u) = \int_X (1 - \alpha(u, v)) Q(u, dv) > 0, \forall u \in X \).

3.4.1 Construction of \( Q \)

A proper choice of \( Q \) is critical for the performance of the MH algorithm. We now present some common choices in the MCMC literature [3, 13, 129, 144], that we will justify as applications of Lemma 3.4.1. Throughout the rest of this section we will focus specifically to the setting of BIPs and will take \( \mu(dy) = \mu(y)(du) \propto \exp(-\Phi(u; y)) \mu_{pr}(du) \).

Independent Metropolis Hastings (IMH)

The main idea behind this method is to choose a “transition kernel” \( Q(u, dv) \) which is independent of \( u \), i.e., \( Q(u, dv) = Q(dv) \) (i.e., \( Q(dv) \) is perhaps better understood as “just” a probability measure independent of the current state of the chain \( u \)). This method is attractive in the sense that, intuitively (and rather loosely speaking) one would expect that if one uses a proposal \( Q(dv) \) that well-approximates \( \mu(dy) \), then the algorithm would be quite efficient. In general however, it is, of course, not a trivial task to obtain such a measure \( Q \). We present some common choices for it.

Prior-based IMH:

A first, natural, candidate for \( Q(dy) \) in the context of a BIP is the prior measure \( \mu_{pr}(dy) \). We set \( Q(dy) = Q_{ref}(dy) = \mu_{pr}(dv) \), for which the assumptions of Lemma 3.4.1 are (trivially) satisfied, and as such one obtains:

\[
\frac{dh^T}{dh}(u, v) = \exp(\Phi(u; y) - \Phi(v; y)).
\]

Laplace approximation-based IMH:

Suppose that \( \mu_{pr} = \mathcal{N}(0, C) \), for some self-adjoint, positive definite and trace-class operator \( C \). Suppose furthermore that one has constructed a Gaussian measure \( Q(dv) = \mathcal{N}(m, H)(dv) \) approximating the posterior measure \( \mu^y \) by using e.g., the optimization methods presented in Section 2.3.2, in such a way that \( Q(dv) \ll \mu_{pr}(dv) \) with \( Q(dv) \propto \exp(-\psi(v; \theta)) \mu_{pr}(dv) \) (where \( \theta = (m, H) \), with \( m \in X \) and \( H \) a self-adjoint, positive-definite, trace-class operator and \( \psi \) is a quadratic function). Taking once again the prior as a reference probability measure for both the posterior and the proposal (i.e., \( \nu = Q_{ref} = \mu_{pr} \)) one then has that

\[
\frac{dh^T}{dh}(u, v) = \frac{\exp(-\Phi(v; y) + \psi(v; \theta))}{\exp(-\Phi(u; y) + \psi(u; \theta))}.
\]
Theorem 3.4.1 (Convergence of IMH [3]): The Metropolis-Hastings chain obtained using the IMH algorithm is uniformly exponentially ergodic if and only if 
\[ \sup_{u \in X} \frac{f(u)}{g(u)} < \infty, \] 
with \( g \) and \( f \) defined as in Lemma 3.4.1. Otherwise the algorithm fails to be exponentially ergodic in the sense of Definition 3.2.1.

Remark 3.4.3: In the case where 
\[ \sup_{u \in X} \frac{f(u)}{g(u)} = +\infty, \] 
The previous Theorem does not necessarily preclude the IMH algorithm to have slower types of convergence, such as polynomial ergodicity.

This type of sampler is at the core of multi-level MCMC techniques, such as the one presented in [45], and the one discussed in Chapter 5. We reiterate, however, that it is not always easy to find or construct efficient independent kernels \( Q(du) \). We now proceed to discuss a family of widely used methods that allow for extra flexibility.

**Diffusion-based methods**

Let \((X, \langle \cdot, \cdot \rangle_X)\) be a separable Hilbert space with Borel \( \sigma \)-algebra \( B(X) \), let \( \Phi(\cdot; y) : X \to \mathbb{R} \) be a Fréchet-differentiable function, and denote by \( D\Phi \) its (Fréchet) derivative. One way of constructing proposal kernels is based on discretizing the following over-damped Langevin SDE:

\[
du_t = -b C \left( K^{-1} u + a D\Phi(u; y) \right) dt + \sqrt{2} C^{1/2} dW_t, \quad a, b \in \{0, 1\},
\]

where \( K, C : X \to X \) are self-adjoint, positive-definite and trace-class covariance operators, and \( W_t \) is a cylindrical Wiener process. We now investigate how one can use (3.29) to construct transition kernels for the MH algorithm.

**Random Walk Metropolis:**

As a first case, let \( X \) be a finite-dimensional space and set \( b = a = 0 \) in (3.29). A simple Euler-Maruyama (EM) discretization of (3.29) gives:

\[
\frac{u_{n+1} - u_n}{\tau} = \sqrt{\frac{2}{\tau}} \xi, \quad \xi \sim \mathcal{N}(0, C), \quad n = 1, 2, \ldots.
\]

\[\Rightarrow u_{n+1} = u_n + \xi, \quad \xi \sim \mathcal{N}(0, 2\tau C),\]

where \( \tau > 0 \) denotes the discretization step of the EM scheme. Clearly, this induces the kernel \( Q(u, dv) = \mathcal{N}(u, 2\tau C) \). When used as a proposal for the MH algorithm, this results in the well-known Random Walk Metropolis algorithm, where the proposal for the \((n + 1)\)th step of the MH algorithm is a Gaussian centered at the current state \( u_n \). This method is arguably one of the simplest and most common variants of MH. With a slight abuse of notation, we write \( \mu^y(\cdot) \) (resp.
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\( Q(u^n, \cdot) \) as the Lebesgue density of the posterior (resp. proposal). By symmetry of the Gaussian density, we then obtain

\[
\alpha(u, v) = \min \left\{ 1, \frac{\mu^\theta(v)Q(v, u)}{\mu^\theta(u)Q(u, v)} \right\} = \min \left\{ 1, \frac{\mu^\theta(v)}{\mu^\theta(u)} \right\}.
\]

It is known that, for the finite-dimensional setting, the RWM algorithm is geometrically ergodic under relatively mild assumptions \([3]\), however, it is shown in \([65]\) that its \(L^2\)-spectral gap decays to 0 as the dimensionality of the state-space grows. In the case where \( \mu_{pr} = \mathcal{N}(0, \mathcal{C}) \), this dependence of the dimensionality can be avoided by a small modification of such an algorithm, which we present next.

Preconditioned Crank-Nicolson \([32, 130, 144, 153]\)

Alternatively, setting \( b = 1, a = 0 \) and \( K = \mathcal{C} \), a Crank-Nicolson discretization of (3.29) using a time step \( 0 < \tau < 2 \) gives

\[
\frac{u_{n+1} - u_n}{\tau} = - \left( \frac{u_{n+1} + u_n}{2} \right) + \sqrt{\frac{2}{\tau}} \xi, \quad \xi \sim \mathcal{N}(0, \mathcal{C}), \quad n = 1, 2, \ldots,
\]

which gives

\[
u_{n+1} = \frac{2 - \tau}{2 + \tau} u_n + \frac{\sqrt{8\tau}}{2 + \tau} \xi, \quad \xi \sim \mathcal{N}(0, \mathcal{C}), \quad n = 1, 2, \ldots \]

which clearly induces the kernel \( Q(u^n, \cdot) = \mathcal{N}(\sqrt{1 - \rho^2} u_n, \rho^2 \mathcal{C}) \). Assuming that \( \mu_{pr} = \mathcal{N}(0, \mathcal{C}) \), it can be shown (\([153]\)) that such a kernel is \( \mu_{pr}\)-reversible; to that end, we define \( h_0(du, dv) := Q(u, dv)\mu_{pr}(du) \), as the process of sampling \( u \sim \mu_{pr} \) and \( v|u \sim Q(u, \cdot) \), write \( h_0^T(du, dv) = h_0(dv, du) \) and follow the same procedure as \([153, \text{Chapter 5}]\). Sampling \( u \sim \mu_{pr}, z \sim \mu_{pr} \) independently gives

\[
\begin{pmatrix} u \\ v \\ z \end{pmatrix} = \begin{pmatrix} \frac{u}{\sqrt{1 - \rho^2} u + \rho z} \\ \frac{I}{\sqrt{1 - \rho^2} I} \rho I \end{pmatrix} \sim h_0(du, dv),
\]

which in turn implies (see, e.g., \([153, \text{Proposition 2.20}]\)) that

\[
h_0(du, dv) = \mathcal{N} \left( \begin{pmatrix} 0 \\ \frac{\rho \rho \mathcal{C}}{\sqrt{1 - \rho^2} \mathcal{C}} \end{pmatrix} \begin{pmatrix} \frac{\rho \rho \mathcal{C}}{\sqrt{1 - \rho^2} \mathcal{C}} \\ \mathcal{C} \end{pmatrix} \right).
\]
Similarly, one has that
\[
\begin{pmatrix} v \\ u \end{pmatrix} = \begin{pmatrix} \sqrt{1 - \rho^2 I} & \rho I \\ I & 0 \end{pmatrix} \begin{pmatrix} z \\ u \end{pmatrix} \sim h_0^T (du, dv) = N \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} C & \sqrt{1 - \rho^2 C} \\ \sqrt{1 - \rho^2 C} & C \end{pmatrix}
\]
and as such \( h_0^T (du, dv) = h_0 (du, dv) \). Thus, by setting \( \nu (du) = \mu_{pr} \) and \( Q_{ref}(u, dv) = Q(u, \cdot) = (\sqrt{1 - \rho^2} u, \rho^2 C) \) in the notation of Lemma 3.4.1, one obtains the well-known preconditioned Crank-Nicolson variant of the MH algorithm, which has an acceptance probability given by:
\[
\alpha(u, v) = \min \left\{ 1, \exp \left( \Phi(u; y) - \Phi(v; y) \right) \right\}.
\]

(3.30)

It is shown by Hairer et al. [65] that the pCN algorithm converges with an \( L_2 \)-spectral gap that is independent of the dimensionality of the state space.

There are two closely related –yet independently developed, extensions of the pCN algorithm by [130] and [153, 144].

\( \nu \)-pCN [130]

The first one, presented by Pinski et al. in [130], assumes that \( A_y := \{ u \in X : \Phi(u; y) = \infty \} \) has \( \mu_{pr} \)-measure equal to zero \( \forall y \), and sets once again \( \mu_{pr} = N(0, C) \) as a reference measure, where \( m_{KL} \) and \( H_{KL} \) are the mean and covariance operator of a Gaussian measure minimizing the Kullback-Liebler (KL) divergence \( d_{KL}(\mu^y, \nu) \) between \( \mu^y \) and \( \nu \), constructed in such a way that \( \mu^y \simeq \nu \) (notice that this implies that \( \mu^y \simeq \mu_{pr} \), see [129]),

\[
\Phi_{\nu}(u) := - (u - m_{KL}, m_{KL})_C + \frac{1}{2} (u - m_{KL}, (H_{KL}^{-1} - C^{-1}) (u - m_{KL})) - \frac{1}{2} \|m_{KL}\|^2,
\]

where the mean and covariance operator of \( \nu \) are such that \( m_{KL} \in \text{Im}(C^{1/2}) \), and \( \text{Im}(C^{1/2}) = \text{Im}(H_{KL}^{1/2}) \). Intuitively, by optimizing over a class of Gaussian measures such that \( \nu \leq \mu_{pr} \), it follows that \( \nu \simeq \mu_{pr} \) as a consequence of the Cameron-Martin theorem (c.f. Theorem 2.1.3); see the work of [129] for more details. Given a state \( u \in X \), \( \nu \) induces a proposal kernel of the form \( Q_{KL}(u, \cdot) = N \left( m_{KL} + \sqrt{1 - \rho^2} (u - m_{KL}), \rho^2 H_{KL} \right) \), which can be shown to be \( \nu \)-reversible following a similar procedure as before. Denote \( h_0 (du, dv) = Q_{KL}(u, dv) \nu(du) \), and
let $z_1, z_2 \sim \mathcal{N}(0, \mathcal{H}_{KL})$, which implies $z_i + m_{KL} \sim \nu \ i = 1, 2$. Following a similar procedure as before then gives

$$
\begin{pmatrix}
u \\
u
\end{pmatrix} = \begin{pmatrix} m_{KL} & z_1 \\ m_{KL} & \sqrt{1 - \rho^2} z_1 + \rho z_2 \end{pmatrix}
$$

which implies that

$$h_0(du, dv) = \mathcal{N} \left( \begin{pmatrix} m_{KL} \\
m_{KL} \end{pmatrix}, \sqrt{1 - \rho^2} \mathcal{H}_{KL} \right).$$

Proceeding just as in the case for the pCN algorithm, a similar computation shows that $(v, u)^T \sim h_0(du, dv)$, which implies $h_0(du, dv) = h_0(du, dv)$, meaning that the kernel $Q_{KL}(\cdot, \cdot)$ is $\nu$-reversible. Setting $Q_{ref} = Q_{KL}$. It then follows from Lemma 3.4.1 that the MH algorithm induced by using a $\nu$-reversible proposal kernel $Q_{KL}$ is well-defined and its acceptance probability is given by

$$\alpha(u, v) = \min\{1, \exp(F(v; y) - F(u; y))\}. $$

Intuitively, $F(u; y)$ would tend to be smaller than $\Phi(u; y)$, at least for regions of high probability with respect to $\mu^\nu$. Thus, for some fixed $\rho$, this extension of the pCN algorithm would tend to accept more often than the standard pCN, thus providing a faster mixing. We will refer to this method as $\nu$-pCN.

**Generalized pCN** [72, 130, 144, 153]

A second extension to the pCN algorithm is presented by Sprungk and Rudolf in [153, 144], in the spirit of the operator weighted proposals work of Law [97], by considering Gaussian proposals whose covariance resemble that of the target measure $\mu^\nu$. Let $\mu_{pr} = \mathcal{N}(0, C)$, and $G : X \to X$ be a bounded, self-adjoint, and positive linear operator. Furthermore, define the following bounded linear operators on $X$:

$$H_G := C^{1/2} G C^{1/2}, \quad C_G := C^{1/2} (I + H_G)^{-1} C^{1/2}, \quad A_G := C^{1/2} \sqrt{1 - \rho^2 (I + H_G)^{-1} C^{-1/2}}.$$

The generalized preconditioned Crank-Nicolson algorithm of [153, 144], is then defined by using the $\mu_{pr}$-reversible kernel $Q_{gpCN}(u, \cdot) = \mathcal{N}(A_G u, \rho^2 C_G)$ (see [153, p. 318]) in the MH algorithm. Setting $Q_{gpCN}(u, \cdot) = Q_{ref}(u, \cdot)$, it follows from Lemma 3.4.1 that the Metropolis-Hastings acceptance ratio is well defined and it is of the same form as Equation (3.30).
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In the case where \( \mu^y \) is induced by a Bayesian inverse problem with (finite-dimensional) additive Gaussian noise of the form \( \mu_{\text{noise}} = \mathcal{N}(0, \sigma_{\text{noise}}^2 I) \), [144] suggests to set \( G = (\sigma_{\text{noise}}^{-2} \mathcal{L}^T \mathcal{L}) \), with \( \mathcal{L} := D\Phi(u_{\text{map}}) \), where \( u_{\text{map}} \in X \) is the maximum a posteriori point of \( \mu^y \). In practice, \( D\Phi(u_{\text{map}}) \) can be efficiently computed using the adjoint state method, as in [24, 23, 164]. Notice that both of these extensions to the pCN algorithm are closely related to the Laplace-approximation and variational methods described in Section 2.3, however, given that they are being used in the context of a Metropolized algorithm, the samples obtained follow the desired target distribution instead of just an approximation of it.

Infinite-dimensional Metropolis-adjusted Langevin Algorithm (\( \infty \)-MALA) [12]

Alternatively, Assume that \( \mu_{\text{pr}} = \mathcal{N}(0, \mathcal{C}) \) and that \( \forall y \in Y, CD\Phi(u; y) \in \text{Im}(\mathcal{C}^{1/2}) \), \( \mu_{\text{pr}} \)-a.s. Setting \( b = a = 1, \mathcal{K} = \mathcal{C} \) in (3.29), a semi-implicit Euler scheme yields the discretized model

\[
u_{n + 1} = \sqrt{1 - \rho^2} u_n - \rho \sqrt{\frac{\tau}{2}} CD\Phi(u_n; y) + \rho \xi, \quad \xi \sim \mathcal{N}(0, \mathcal{C})
\]

which induces the proposal kernel

\[
Q_{\text{MALA}}(u, \cdot) = \mathcal{N}\left( \sqrt{1 - \rho^2} u - \rho \sqrt{\frac{\tau}{2}} CD\Phi(u; y), \rho \mathcal{C} \right).
\]

Setting \( Q_{\text{ref}}(u, \cdot) = \mathcal{N}\left( \sqrt{1 - \rho^2} u, \rho^2 \mathcal{C} \right) \) (which is known to be \( \mu_{\text{pr}} \)-reversible, from the discussion on pCN) it follows from the Cameron-Martin theorem (Theorem 2.1.3) that \( Q_{\text{ref}}(u, \cdot) \simeq Q_{\text{MALA}}(u, \cdot) \), with

\[
\frac{dQ_{\text{MALA}}(u, \cdot)}{dQ_{\text{ref}}(u, \cdot)}(v) = \exp\left( -\frac{\rho^2 \tau}{4} \| CD\Phi(u; y) \|^2_{\mathcal{C}} - \left( \rho \sqrt{\frac{\tau}{2}} CD\Phi(u; y), v - \sqrt{1 - \rho^2} u \right)_{\mathcal{C}} \right) = g(u, v).
\] (3.32)

Thus, setting once again \( \nu = \mu_{\text{pr}} \), and since \( Q_{\text{ref}} \) is \( \mu_{\text{pr}} \)-reversible it then follows from Lemma 3.4.1 that the infinite-dimensional MALA algorithm is well-defined in function spaces, and its Metropolis-Hastings acceptance probability is given by

\[
\alpha(u, v) = \min \left\{ 1, \exp \left( \Phi(u; y) - \Phi(v; y) \right) \frac{g(v, u)}{g(u, v)} \right\},
\]

with \( g(\cdot, \cdot) \) as in (3.32).

\( \nu \)-MALA:
One can, of course, combine the ideas behind \(\nu\)-pCN and \(\infty\)-MALA as follows. Once again, assume \(\forall y \in Y, CD\Phi(u; y) \in \text{Im}(C^{1/2}), \mu_{\text{pr}}\text{-a.s.}, \) let \(\mu_{\text{pr}} = N(0, C), \) take \(\nu = N(m_{KL}, H_{KL}) \simeq \mu_{\text{pr}}\) as in the \(\nu\)-pCN method, with \(m_{KL} \in \text{Im}(C^{1/2})\) and \(\text{Im}(C^{1/2}) = \text{Im}(H_{KL}^{1/2})\) and define the transition kernel \(Q_{\nu\text{-MALA}} : X \times B(X) \to [0, 1]:\)

\[
Q_{\nu\text{-MALA}}(u, \cdot) := N(m_{KL} + \sqrt{1 - \rho^2} (u_n - m_{KL}) - \rho\sqrt{\frac{\tau}{2}} CD\Phi(u; y), \rho^2 H_{KL}).
\]

Setting \(Q_{\text{ref}} = Q_{KL}\) (known to be \(\nu\)-reversible), it is a consequence of the Cameron-Martin theorem that \(Q_{KL} \simeq Q_{\nu\text{-MALA}},\) with

\[
\frac{dQ_{\nu\text{-MALA}}(u, \cdot)}{dQ_{KL}(u, \cdot)}(v) = \exp\left(-\frac{\rho^2 \tau}{4} \|CD\Phi(u; y)\|_{H_{KL}}^2 - \left\langle \rho\sqrt{\frac{\tau}{2}} CD\Phi(u; y), v - m_{KL} + \sqrt{1 - \rho^2} (u_n - m_{KL}) \right\rangle_{H_{KL}}\right) = g'(u, v).
\]

Once again, the conditions of Lemma 3.4.1 are satisfied, implying that the MH algorithm induced by taking \(Q_{\nu\text{-MALA}}(u, \cdot)\) as a proposal kernel is well-defined, with acceptance probability given by

\[
\alpha(u, v) = \min\left\{1, \exp \left( F(u; y) - F(v; y) \right) \frac{g'(v, u)}{g'(u, v)} \right\},
\]

with \(F\) defined as in (3.31).

### Hamiltonian Monte Carlo (HMC)

A common shortfall of diffusion-based proposals in the MH algorithm is the potentially slow exploration rate of the state space. One idea borrowed from physics, which, can be applied to most problems with continuous state space, is to introduce a “fictitious” Hamiltonian dynamics and “fictitious” momentum variables. We begin by describing such a method in the finite-dimensional case.

Let \(X = \mathbb{R}^m.\) We recall that a Hamiltonian dynamical system is characterized by a Hamiltonian function \(H : \mathbb{R}^m \times \mathbb{R}^m \to \mathbb{R}, H = H(u, w),\) that is conserved during dynamics. Here \(u \in X\) denotes the position vector and \(w\) denotes the momentum vector. The Hamiltonian dynamics is governed by the equations

\[
\frac{du_i}{dt} = \frac{\partial H}{\partial w_i}, \quad (3.33)
\]

\[
\frac{dw_i}{dt} = -\frac{\partial H}{\partial u_i}, \quad (3.34)
\]
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for $i = 1, \ldots, m$. In general, the above equation can be understood as a conservation of the total energy of a system in time.

Hamiltonian Monte Carlo takes inspiration from the previous physical system in order to construct a Markov Chain Monte Carlo algorithm with a given invariant density $\mu^p(u)$ on the position variables $u$. To do so, we introduce the potential energy $U(u) = -\log \mu^p(u)$, a kinetic energy $K(w) = \frac{1}{2}w^T M^{-1}w$, for some mass matrix $M \in \mathbb{R}^{m \times m}$, and the Hamiltonian $H(u, w) = U(u) + K(w)$. Having introduced these functions, we can then simulate a Markov chain in which each iteration re-samples the momentum, evolves the Hamiltonian system for a certain time, and then does a Metropolis-type acceptance-rejection step on the new position vector. More concretely, we consider the so-called Gibbs distribution, given by

$$G(u, w) = \frac{1}{Z} \exp(-H(u, w)) = \frac{1}{Z} \exp(-U(u)) \frac{1}{\sqrt{2\pi} \sqrt{\det M}} \exp(-K(w))$$

where $Z$ is the (unknown) normalizing constant, $\frac{1}{Z} \exp(-U(u))$ is the probability density we are interested and $\frac{1}{\sqrt{2\pi} \sqrt{\det M}} \exp(-K(w))$ is the density of a multivariate Gaussian distribution centered at 0 with covariance $M$. Given the state $u^n$ at iteration $n$, the idea of the algorithm is then to sample a momentum vector $w^n$, and compute, for each iteration, $H(u^n, w^n)$. The Hamiltonian system is then evolved starting from $u(0) = u^n, w(0) = w^n$, on a time interval $[0, T]$ using equations (3.33), and (3.34) for some arbitrary final time $T$, to obtain $(u(T), w(T))$, where, in general, $u(T) \neq q(0)$. This state is then taken as the proposal state in a Metropolis-Hastings step to generate the new state $u^{n+1}$. For many problems of modern relevance, it is not possible to compute the dynamics exactly and numerical discretization is needed. A convenient time discretization scheme is the Verlet’s method: the time interval $[0, T]$ is divided into $N_t$ intervals of size $\epsilon > 0$ and for each particle $i$ the position $q_i$ and momentum $p_i$ are updated as follows

$$w(t + \epsilon/2) = w_i(t) - \frac{\epsilon}{2} \nabla U(u(t))$$

$$u(t + \epsilon) = u_i(t) + \epsilon M^{-1}w(t + \frac{\epsilon}{2})$$

$$w(t + \epsilon) = w_i \left( t + \frac{\epsilon}{2} \right) - \frac{\epsilon}{2} \nabla U(u(t + \epsilon))$$

The main steps of the Hamiltonian Monte Carlo algorithm using Verlet’s method are outlined in Algorithm 3. There, $N$ is the length of the chain, $\epsilon$ the time step in Verlet’s method, and $T$ the final integration time.

Notice that, similar to the random-walk Metropolis, this algorithm depends on few parameters, namely, $\epsilon$, $T$, and $M$, which should be properly tuned. Furthermore, it is worth noting the equivalence between MALA and the HMC algorithm with a 1-step evolution.

**Infinite-dimensional HMC [12]**
Algorithm 3 Hamiltonian Monte Carlo

1: procedure Hamiltonian Monte Carlo($N, \mu, M, \lambda^0$).
2: Sample $u^0 \sim \lambda^0$
3: for $n = 0, \ldots, N - 1$ do
4: Sample new values for the momentum variables, $w^n \sim N(0, M)$
5: Given the current state $(u^n, w^n)$, propose a new state $(u^*, w^*)$ by evolving the Hamiltonian system (3.33)-(3.34) using Verlet’s method.
6: Set $u^{n+1} = u^*$ with probability $\alpha$, where
\[
\alpha = \min \{1, \exp(-U(u^*) + U(u^n) - K(w^*) + K(w^n))\}
\]
7: end for
8: Output $\{u^n\}_{n=0}^N$
9: end procedure

Similarly, the work of [12] extends the HMC algorithm in function space in the case where $\mu_{pr} = N(0, C)$, with $C$ a positive, self-adjoint and trace-class operator. In this case, the infinite dimensional HMC ($\infty$-HMC) algorithm behaves as Algorithm 3, with the modification that $w \sim \mu_{pr}$ and that the acceptance probability $\alpha(u, u^*)$ is given by $\min\{1, \exp(-\Delta H(u, w))\}$, where $u := (u = u_0, u_1, \ldots, u_{[T/\epsilon]-1}, u_{[T/\epsilon]} = u^*)$ and $w := (w = w_0, w_1, \ldots, w_{[T/\epsilon]})$ are the intermediate values of $u$ and $w$ over the temporal evolution of the Hamiltonian system, and
\[
\Delta H(u, w) := \Phi(u^*; y) - \Phi(u; y) - \frac{\epsilon^2}{8} \left\{ \left\| C^{1/2} D\Phi(u^*; y) \right\|^2_X - \left\| C^{1/2} D\Phi(u; y) \right\|^2_X \right\} \tag{3.35}
- \frac{\epsilon}{2} \sum_{i=0}^{[T/\epsilon]-1} \left( \langle w_i, D\Phi(u_i; y) \rangle_X + \langle w_{i+1}, D\Phi(u_{i+1}; y) \rangle_X \right)
\]
(see [12] for derivation of (3.35)). Further extensions of the infinite dimensional MALA and HMC methods which exploit the local geometry of $\frac{\partial \mu_{pr}}{\partial u}(u)$, are presented in the works of [12] and [91].
Chapter 4

Generalized parallel tempering on Bayesian inverse problems

This Chapter is essentially the same as Publication Latz, J., Madrigal-Cianci, J.P., Nobile, F. et al. Generalized parallel tempering on Bayesian inverse problems. Stat Comput 31, 67 (2021). Small modification have been made with respect to such an article in order to avoid repeating concepts and definitions already presented in previous chapters, and notation has been modified with respect to the published article in order to make it consistent with the notation used throughout this thesis. We have also removed some material that has already been discussed in the state of the art. Here, we present our first hierarchical approach, which introduces and exploits a sequence of tempered distributions approximating the posterior of interest, as presented in Chapter 1. More precisely, we present two generalizations of the Parallel Tempering algorithm in the context of discrete-time Markov chain Monte Carlo methods for Bayesian inverse problems. These generalizations use state-dependent swapping rates, inspired by the so-called continuous time Infinite Swapping algorithm presented in [47]. We analyze the reversibility and ergodicity properties of our generalized PT algorithms. Numerical results on sampling from different target distributions show that the proposed methods significantly improve sampling efficiency over more traditional sampling algorithms such as Random Walk Metropolis, preconditioned Crank-Nicolson, and (standard) Parallel Tempering.

4.1 Introduction

Modern computational facilities and recent advances in computational techniques have made the use of Markov Chain Monte Carlo (MCMC) methods feasible for some large-scale Bayesian inverse problems (BIP), where the goal is to characterize the posterior distribution of a set of parameters $u$ of a computational model which describes some physical phenomena, conditioned on some (usually indirectly) measured data $y$. However, some computational difficulties are prone to arise when dealing with difficult to explore posteriors, i.e., posterior distributions that are multi-modal, or that concentrate around a non-linear, lower-dimensional manifold, since some of the more commonly-used Markov transition kernels in MCMC algorithms, such as random walk Metropolis (RWM) or preconditioned Crank-Nicolson (pCN), are not well-suited in such situations. This in turn can make the computational time needed to properly explore these complicated target distributions arbitrarily long. Some recent works address these issues by employing Markov transitions kernels that use geometric information [12]; however, this requires efficient computation of the gradient
of the posterior density, which might not always be feasible, particularly when the underlying computational model is a so-called “black-box”. One such way of alleviating these issues is with tempering strategies, such as the ones in [42, 52, 96, 114, 167]. In particular, we will focus on parallel-tempering techniques [52, 90, 114], as described in Chapter 1, and whose main idea we will recall next, for convenience. In short, parallel tempering algorithms simultaneously run \( K \) independent MCMC chains, where each chain is invariant with respect to a flattened version of the posterior of interest \( \mu^\beta \), while, at the same time, proposing to swap states between any two chains every so often. Such a swap is then accepted using the standard Metropolis-Hastings (MH) acceptance-rejection rule. Intuitively, chains with a larger smoothing parameter (referred to as temperature) will be able to better explore the parameter space. Thus, by proposing to exchange states between chains that target posteriors at different temperatures, it is possible for the chain of interest (i.e., the one targeting \( \mu^\beta \)) to mix faster, and to avoid the undesirable behavior of some MCMC samplers, such as the diffusion-based methods, presented in Chapter 3, of getting “stuck” in a mode. Moreover, the fact that such an exchange of states is accepted with the typical MH acceptance-rejection rule, will guarantee that the chain targeting \( \mu \) remains invariant with respect to such probability measure [52]. A improvement over the PT approach in the context of (inherently time-continuous) molecular dynamics is presented in the so-called Infinite Swapping (IS) algorithm [49, 133]; a continuous-time Markov process which considers the limit where states between chains are swapped infinitely often. It is shown in [49] that such an approach can in turn be understood as a swap of dynamics, i.e., kernel and temperature (as opposed to states) between chains. We remark that once such a change in dynamics is considered, it is not possible to distinguish particles belonging to different chains. However, since the stationary distribution of each chain is known, importance sampling can be employed to compute posterior expectations with respect to the target measure of interest. Infinite Swapping has been successfully applied in the context of computational molecular dynamics and rare event simulation [47, 103, 133]; however, to the best of our knowledge, a (discrete-time) equivalent to such method has not been implemented in the context of Bayesian inverse problems. In light of this, the current work aims at importing such ideas to the BIP setting, by presenting them in a discrete-time Metropolis-Hastings Markov chain Monte Carlo context. We will refer to these algorithms as Generalized Parallel Tempering (GPT). We emphasize, however, that these methods are not a time discretization of the continuous-time Infinite Swapping presented in [49], but, in fact, a discrete-time Markov process inspired by the ideas presented therein with suitably defined state-dependent probabilities of swapping states or dynamics. We now summarize the main contributions of this chapter. We begin by presenting a generalized framework for discrete time PT in the context of MCMC for BIP, and then proceed to propose, analyze and implement two novel state-dependent PT algorithms inspired by the ideas presented in [49]. Furthermore, we prove that our GPT methods have the right invariant measure, by showing reversibility of the generated Markov chains, and prove their ergodicity. Finally, we implement the proposed GPT algorithms for an array of Bayesian inverse problems, comparing their efficiency.
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to that of an un-tempered, (single temperature), version of the underlying MCMC algorithm, and standard PT. For the base method to sample at the cold temperature level, we use Random Walk Metropolis (RWM) (Sections 4.5.3-4.5.6) or preconditioned Crank-Nicolson (Section 4.5.7), however, we emphasize that our methods can be used together with any other, more efficient base sampler. Experimental results show improvements in terms of computational efficiency of GPT over un-tempered RWM and standard PT, thus making the proposed methods attractive from a computational perspective. From an implementation perspective, the swapping component of our proposed methods is rejection-free, thus effectively eliminating some tuning parameters on the PT algorithm, such as swapping frequency.

We remark that a PT algorithm with state-dependent swapping probabilities has been proposed in [90], however, such a work only considers pairwise swapping of chains and a different construction of the swapping probabilities, resulting in a less-efficient sampler, at least for the BIPs addressed in this work.

Our ergodicity result relies on an $L_2$ spectral gap analysis. It is known [143] that when a Markov chain is both reversible and has a positive $L_2$-spectral gap, one can in turn provide non-asymptotic error bounds on the mean square error of an ergodic estimator of the chain. Our bounds on the $L_2$-spectral gap, however, are far from being sharp and could possibly be improved using e.g., domain decomposition ideas as in [171]. Such analysis is left for a future work.

The rest of this Chapter is organized as follows. Section 4.2 is devoted to the introduction of some additional notation. In Section 4.3 we provide a brief review of (standard) PT (Section 4.3.2), and introduce the two versions of the GPT algorithm in Sections 4.3.3 and 4.3.4, respectively. In fact, we present a general framework that accommodates both the standard PT algorithms and our generalized versions. In Section 4.4, we present the main theoretical results of the current Chapter (Theorems 4.4.1 and 4.4.2). The proof of these Theorems is given by a series of Propositions in Section 4.4.1. Lastly, we illustrate our methods on various numerical experiments in Section 4.5.

4.2 Problem setting

4.2.1 Notation

Let $(X_i, \| \cdot \|)$ be a separable Banach space with associated Borel $\sigma$-algebra $B(X_i)$, $i = 1, 2$ and let $\mu_i, \nu_i$ be probability measures on $(X_i, B(X_i))$, with $\mu_i \ll \nu_i$, and denote by $\pi_i : X \to \mathbb{R}^+$ the corresponding Radon-Nikodym derivative $\pi_i(u) = \frac{d\mu_i}{d\nu_i}(u)$. The product of these two measures is defined by

$$\mu(A) = (\mu_1 \times \mu_2)(A)$$

$$= \int \int_A \pi_1(u_1)\pi_2(u_2)\nu_1(du_1)\nu_2(du_2),$$

for all $A \in B(X_1 \times X_2)$. Joint measures on $(X_1 \times X_2, B(X_1 \times X_2))$ will always be written in boldface, hereafter.
Let $P_k, k = 1, 2$, be Markov transition operators associated to kernels $p_k : X_k \times \mathcal{B}(X_k) \rightarrow [0, 1]$ (c.f 3.1.2). We define the tensor product Markov operator $P := P_1 \otimes P_2$ as the Markov operator associated with the product measure $p(u, \cdot) = p_1(u_1, \cdot) \times p_2(u_2, \cdot)$, $u = (u_1, u_2) \in X_1 \times X_2$. In particular, $\nu P$ is the measure on $(X_1 \times X_2, \mathcal{B}(X_1 \times X_2))$ that satisfies

$$(\nu P)(A_1 \times A_2) = \int \int_{X_1 \times X_2} p_1(u_1, A_1)p_2(u_2, A_2)\nu(du_1, du_2),$$

for all $A_1 \in \mathcal{B}(X_1)$ and $A_2 \in \mathcal{B}(X_2)$. Moreover, $(Pf) : X_1 \times X_2 \rightarrow \mathbb{R}$ is the function given by

$$(Pf)(u) = \int \int_{X_1 \times X_2} f(z_1, z_2)p_1(u_1, dz_1)p_2(u_2, dz_2),$$

for an appropriate $f : X_1 \times X_2 \rightarrow \mathbb{R}$, $\mathcal{B}(X_1 \times X_2)$-measurable.

Recall that a Markov operator $P$ (resp. $P$) is invariant with respect to a measure $\nu$ (resp. $\nu$) if $\nu P = \nu$ (resp. $\nu P = \nu$). For two given $\nu$-invariant Markov operators $P_1$, $P_2$, we say that $P_1 P_2$ is a composition of Markov operators, not to be confused with $P_1 \otimes P_2$. Furthermore, given a composition of $K$ $\nu$-invariant Markov operators $P_c := P_1 P_2 \ldots P_K$, we say that $P_c$ is palindromic if $P_1 = P_K$, $P_2 = P_{K-1}$, $\ldots$, $P_k = P_{k+1}$, $k = 1, 2, \ldots, K$. It is known (see, e.g., [21, Section 1.12.17]) that a palindromic, $\nu$-invariant Markov operator $P_c$ has an associated Markov transition kernel $p_c$ which is $\nu$-reversible.

4.2.2 Tempering

Denote by $p : X \times \mathcal{B}(X) \rightarrow [0, 1]$ the Markov transition kernel induced by the Metropolis-Hastings algorithm (c.f. Section 3.4.1), using a diffusion-based proposal kernel $q_{\text{prop}}(u, \cdot)$, such as the random walk Metropolis or preconditioned Crank Nicolson algorithms, where, given some suitable covariance operator $\Sigma : X \rightarrow X$, $q_{\text{prop}}(u^n, \cdot) = \mathcal{N}(u^n, \rho \Sigma)$ or $q_{\text{prop}}(u^n, \cdot) = \mathcal{N}(\sqrt{1 - \rho^2} u^n, \rho^2 \Sigma)$, $0 < \rho < 1$, respectively. This type of proposals are widely used in practice, however, they tend to present some undesirable behaviors when sampling from certain difficult measures, which are, for example, concentrated over a manifold or are multi-modal [52]. In the first case, in order to avoid a large rejection rate, the “step-size” $\rho$ of the proposal kernel must be quite small, which will in turn produce highly-correlated samples. In the second case, chains generated by these localized kernels tend to get stuck in one of the modes. In either of these cases, very long chains are required to properly explore the parameter space.

One way of overcoming such difficulties is to introduce tempering. As in Chapter 2, write

$$\frac{d\mu^y_{pr}}{d\mu^y_{pr}}(u) = e^{-\Phi(u; y)} Z =: \pi^y(u),$$
and, given a set of \( K \) temperatures \( \{ T_k \}_{k=1}^K \), such that \( 1 = T_1 < T_2 \cdots < T_K \), define \( \mu^y_k \ll \mu_{\text{pr}} \) such that
\[
\frac{d\mu^y_k}{d\mu_{\text{pr}}}(u) := \frac{e^{-\Phi(u; y)/T_k}}{Z_k} =: \pi^y_k(u), \tag{4.1}
\]
where \( Z_k := \int_{X} e^{-\Phi(u; y)/T_k} \mu_{\text{pr}}(du) \), and with \( \Phi(u; y) \) the potential function defined in Theorem 2.2.1. In the case where \( T_K = \infty \), we set \( \mu^y_K = \mu_{\text{pr}} \). Notice that \( \mu^y_1 \) corresponds to the target posterior measure.

**Remark 4.2.1 (On notation):** Notice that we have used the inverse notation with respect to Chapter 1, setting \( \mu^y = \mu^y_1 \) instead of \( \mu^y = \mu^y_K \). Furthermore, notice that we are not including any discretization accuracy in our formulation, i.e., we are not using \( \Phi_L(u; y) \) to denote \( \Phi(u; y) \) evaluated at an accuracy level \( L \), and assume that all models are evaluated at the same discretization accuracy. We hope this is not a cause of confusion to the reader.

We say that for \( k = 2, \ldots, K \), each measure \( \mu^y_k \) is a tempered version of \( \mu^y_1 \). In general, the \( 1/T_k \) term in (4.1) serves as a “smoothing” factor, which in turn makes \( \mu^y_k \) easier to explore as \( T_k \to \infty \).

In the “standard” parallel tempering MCMC algorithm [52], one samples from all posterior measures \( \mu^y_k \) simultaneously. Here, we first use a \( \mu^y_k \)-reversible Markov transition kernel \( p_k \) on each chain, and then, we propose to exchange states between chains at two consecutive temperatures, i.e., chains targeting \( \mu^y_k, \mu^y_{k-1} \), \( k \in \{2, \ldots, K\} \). Such a proposed swap is then accepted or rejected with a standard Metropolis-Hastings acceptance rejection step. This procedure is presented in Algorithm 4. Notice that such an algorithm does a systematic sweep across temperatures going from hot-to-cold. Alternatively, one could construct such an algorithm going from cold-to-hot; i.e., swapping chains at temperatures \( T_k \) and \( T_{k+1} \), \( k = \{1, 2, \ldots, K - 1\} \). Our numerical examples in Section 5.6 implement Algorithm 4 in such a way that the order of the swapping (i.e., either from hot-to-cold or from cold-to-hot) is alternated at every iteration. We remark that such an algorithm can be modified to, for example, propose to swap states every \( N_s \) steps of the chain, or to swaps states between two chains \( \mu^y_i, \mu^y_j \), with \( i, j \) chosen randomly and uniformly from the index set \( \{1, 2, \ldots, K\} \). In the next section we present the generalized PT algorithms which swap states according to a random permutation of the indices drawn from a state dependent probability.

### 4.3 Generalizing Parallel Tempering

Infinite Swapping was initially developed in the context of continuous-time MCMC algorithms, which were used for molecular dynamics simulations. In continuous-time PT, the swapping of the states is controlled by a Poisson process on the set \( \{1, \ldots, K\} \). Infinite Swapping is the limiting algorithm obtained by letting the waiting times of this Poisson process go to zero. Hence, we swap the states of the chain infinitely often over a finite time interval. We refer to [49] for a thorough

---

1 Here, smoothing is to be understood in the sense that it flattens the density.
Algorithm 4 Standard PT.

**function** STANDARD PT($N$, $\{p_k\}^K_{k=1}$, $\{\pi^y_k\}^K_{k=1}$, $\mu_{pr}$)

Sample $u_k^1 \sim \mu_{pr}$, $k = 1, \ldots, K$

# Do one step of MH on each chain

for $n = 1, 2, \ldots, N - 1$

  for $k = 1, \ldots, K$

    Sample $u_k^{n+1} \sim p_k(u_k^n, \cdot)$

  end for

  # Swap states

  for $k = K, K - 1, \ldots, 2$

    Swap states $u_k^{n+1}$ and $u_{k-1}^{n+1}$ with probability

    $\alpha_{\text{swap}} = \min \left\{ 1, \frac{\pi^y_k(u_{k-1}^{n+1})\pi^y_{k-1}(u_k^{n+1})}{\pi^y_k(u_k^{n+1})\pi^y_{k-1}(u_{k-1}^{n+1})} \right\}$

  end for

end for

Output $\{u_1^n\}^N_{n=1}$

end function

Introduction and review of Infinite Swapping in continuous-time. In Section 5 of the same article, the idea to use Infinite Swapping in time-discrete Markov chains was briefly discussed. Inspired by this discussion, we present two Generalizations of the (discrete-time) Parallel Tempering strategies. To that end, we propose to either (i) swap states in the chains at every iteration of the algorithm in such a way that the swap is accepted with probability one, which we will refer to as the Unweighted Generalized Parallel Tempering (UGPT), or (ii) swap dynamics (i.e., swap kernels and temperatures between chains) at every step of the algorithm. In this case, importance sampling must also be used when computing posterior expectations since this in turn provides a Markov chain whose invariant measure is not the desired one. We refer to this approach as Weighted Generalized Parallel Tempering (WGPT). We begin by introducing a common framework to both PT and the two versions of GPT.

Let $(X, \| \cdot \|_X)$ be a separable Banach space with associated Borel $\sigma$-algebra $\mathcal{B}(X)$. Let us define the $K$-fold product space $X^K := \times_{k=1}^K X$, with associated product $\sigma$-algebra $\mathcal{B}^K := \bigotimes_{k=1}^K \mathcal{B}(X)$, as well as the product measure on $(X^K, \mathcal{B}^K)$

$$\mu^y := \bigotimes_{k=1}^K \mu^y_k, \quad (4.2)$$
where \( \mu_y^k, k = 1, \ldots, K \) are the tempered measures with temperatures \( 1 = T_1 < T_2 < T_3 < \cdots < T_K \leq \infty \) introduced in the previous section. Similarly, we define the product prior measure \( \mu_{pr} := \times_{k=1}^K \mu_{pr} \). Notice that \( \mu_y \) has a density \( \pi_y(u) \) with respect to \( \mu_{prior} \) given by

\[
\pi_y(u) = K \prod_{k=1}^K \pi_y^k(u_k), \quad u := (u_1, \ldots, u_K) \in X^K,
\]

with \( \pi_y^k(u) \) given as in (4.1). The idea behind the tempering methods presented herein is to sample from \( \mu_y \) (as opposed to solely sampling from \( \mu_y^1 \)) by creating a Markov chain obtained from the successive application of two \( \mu_y \)-invariant Markov kernels \( p \) and \( q \), to some initial distribution \( \nu \), usually chosen to be the prior \( \mu_{pr} \). Each kernel acts as follows. Given the current state \( u^n = (u_1^n, \ldots, u_K^n) \), the kernel \( p \), which we will call the standard MCMC kernel, proposes a new, intermediate state \( \tilde{u}^{n+1} = (\tilde{u}_1^{n+1}, \ldots, \tilde{u}_K^{n+1}) \), possibly following the Metropolis-Hastings algorithm (or any other algorithm that generates a \( \mu \)-invariant Markov operator). The Markov kernel \( p \) is a product kernel, meaning that each component \( \tilde{u}_k^n, k = 1, \ldots, K \), is generated independently of the others. Then, the swapping kernel \( q \) proposes a new state \( u^{n+1} = (u_1^{n+1}, \ldots, u_K^{n+1}) \) by introducing an “interaction” between the components of \( \tilde{u}^{(n+1)} \). This interaction step can be achieved, e.g., in the case of PT, by proposing to swap two components at two consecutive temperatures, i.e., components \( k \) and \( k + 1 \), and accepting this swap with a certain probability given by the usual Metropolis-Hastings acceptance-rejection rule. In general, the swapping kernel is applied every \( N_s \) steps of the chain, for some \( N_s \geq 1 \). We will devote the following subsection to the construction of the swapping kernel \( q \).

### 4.3.1 The swapping kernel \( q \)

Define \( \mathcal{S}_K \) as the collection of all the bijective maps from \( \{1, 2, \ldots, K\} \) to itself; i.e., the set of all \( K! \) possible permutations of \( \text{id} := \{1, \ldots, K\} \). Let \( \sigma \in \mathcal{S}_K \) be a permutation, and define the swapped state \( u_\sigma := (u_{\sigma(1)}, \ldots, u_{\sigma(K)}) \), and the inverse permutation \( \sigma^{-1} \in \mathcal{S}_K \) such that \( \sigma \circ \sigma^{-1} = \sigma^{-1} \circ \sigma = \text{id} \). In addition, let \( S_K \subseteq \mathcal{S}_K \) be any subset of \( \mathcal{S}_K \) closed with respect to inversion, i.e., \( \sigma \in S_K \implies \sigma^{-1} \in S_K \). We denote the cardinality of \( S_K \) by \( |S_K| \).

**Example 4.3.1**: As a simple example, consider a Standard PT as in Algorithm 4 with \( K = 4 \). In this case, we attempt to swap two contiguous temperatures \( T_i \) and \( T_{i+1} \), \( i = 1, 2, 3 \). Thus, \( S_K \) is the set of permutations \( \{\sigma_{1,2}, \sigma_{2,3}, \sigma_{3,4}\} \) with:

\[
\begin{align*}
\sigma_{1,2} &= (2, 1, 3, 4), \\
\sigma_{2,3} &= (1, 3, 2, 4), \\
\sigma_{3,4} &= (1, 2, 4, 3).
\end{align*}
\]
Notice that each permutation is its own inverse; for example:

$$\sigma_{1,2}(\sigma_{1,2}) = \sigma_{1,2}((2, 1, 3, 4)) = (1, 2, 3, 4) = \text{id}. $$

To define the swapping kernel $q$, we first need to define the swapping ratio and swapping acceptance probability.

**Definition 4.3.1 (Swapping ratio):** We say that a function $r : \mathcal{X}^K \times \mathcal{S}_K \mapsto [0, 1]$ is a swapping ratio if it satisfies the following two conditions:

1. $\forall u \in \mathcal{X}^K, r(u, \cdot)$ is a probability mass function on $\mathcal{S}_K$.
2. $\forall \sigma \in \mathcal{S}_K, r(\cdot, \sigma)$ is measurable on $(\mathcal{X}^K, \mathcal{B}_K)$.

**Definition 4.3.2 (Swapping acceptance probability):** Let $u \in \mathcal{X}^K$ and $\sigma, \sigma^{-1} \in \mathcal{S}_K$. We call swapping acceptance probability the function $\alpha_{\text{swap}} : \mathcal{X}^K \times \mathcal{S}_K \mapsto [0, 1]$ defined as

$$\alpha_{\text{swap}}(u, \sigma) = \begin{cases} 
\min \left\{ 1, \frac{\pi_y(u, \sigma)}{\pi_y(u, \sigma^{-1})} \right\}, & \text{if } r(u, \sigma) > 0, \\
0, & \text{if } r(u, \sigma) = 0.
\end{cases}$$

We can now define the swapping kernel $q$.

**Definition 4.3.3 (Swapping kernel):** Given a swapping ratio $r : \mathcal{X}^K \times \mathcal{S}_K \mapsto [0, 1]$ and its associated swapping acceptance probability $\alpha_{\text{swap}} : \mathcal{X}^K \times \mathcal{S}_K \mapsto [0, 1]$, we define the swapping Markov kernel $q : \mathcal{X}^K \times \mathcal{B}_K \mapsto [0, 1]$ as

$$q(u, B) = \sum_{\sigma \in \mathcal{S}_K} r(u, \sigma) \left[ (1 - \alpha_{\text{swap}}(u, \sigma)) \delta_u(B) + \alpha_{\text{swap}}(u, \sigma) \delta_{u,\sigma}(B) \right], \quad u \in \mathcal{X}^K, B \in \mathcal{B}_K,$$

where $\delta_u(B)$ denotes the Dirac measure in $u$, i.e., $\delta_u(B) = 1$ if $u \in B$ and $0$ otherwise.

The swapping mechanism should be understood in the following way: given a current state of the chain $u \in \mathcal{X}^K$, the swapping kernel samples a permutation $\sigma$ from $\mathcal{S}_K$ with probability $r(u, \sigma)$ and generates $u, \sigma$. This permuted state is then accepted as the new state of the chain with probability $\alpha_{\text{swap}}(u, \sigma)$. Notice that the swapping kernel follows a Metropolis-Hastings-like procedure with “proposal” distribution $r(u, \sigma)$ and acceptance probability $\alpha_{\text{swap}}(u, \sigma)$. Moreover, as detailed in the next proposition, such a kernel is reversible with respect to $\mu$, since it is a Metropolis-Hastings type kernel.

**Proposition 4.3.1:** The Markov kernel $q$ defined in (4.3) is reversible with respect to the product measure $\mu$ defined in (4.2).
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Proof. Let \( A, B \in B^K \). We want to show that

\[
\int_A q(u, B) \mu(du) = \int_B q(u, A) \mu(du).
\]

Thus,

\[
\int_A q(u, B) \mu(du) = \sum_{\sigma \in \mathcal{S}_K} \int_A r(u, \sigma) \alpha_{\text{swap}}(u, \sigma) \delta_{u_\sigma}(B) \pi^y(u) \mu_{pr}(du)
\]

\[
+ \sum_{\sigma \in \mathcal{S}_K} \int_A r(u, \sigma) \left(1 - \alpha_{\text{swap}}(u, \sigma)\right) \delta_{u}(B) \pi^y(u) \mu_{pr}(du).
\]

Let \( A_\sigma := \{ z \in X^K : z_{\sigma^{-1}} \in A \} \), and, for notational simplicity, write \( \min\{a, b\} = \{a \land b\} \), \( a, b \in \mathbb{R} \). From \( I \), we have:

\[
I = \sum_{\sigma \in \mathcal{S}_K} \int_A \left\{ 1 \land \frac{\pi^y(u_\sigma) r(u_\sigma, \sigma^{-1})}{\pi^y(u) r(u, \sigma)} \right\} r(u, \sigma) \pi^y(u) \delta_{u_\sigma}(B) \mu_{pr}(du)
\]

\[
= \sum_{\sigma \in \mathcal{S}_K} \int_A \left\{ 1 \land \frac{\pi^y(u_\sigma^{-1}) r(u_\sigma^{-1}, \sigma)}{\pi^y(u) r(u, \sigma^{-1})} \right\} r(u, \sigma^{-1}) \pi^y(u) \delta_{u}(B) \mu_{pr}(du).
\]

Then, noticing that \( \mu_{pr} \) is permutation invariant, we get

\[
I = \sum_{\sigma \in \mathcal{S}_K} \int_{A_\sigma} \left\{ 1 \land \frac{\pi^y(u_{\sigma^{-1}}) r(u_{\sigma^{-1}}, \sigma)}{\pi^y(u) r(u, \sigma^{-1})} \right\}
\]

\[
\times r(u, \sigma^{-1}) \pi^y(u) \delta_{u}(B) \mu_{pr}(du)
\]

\[
= \sum_{\sigma \in \mathcal{S}_K} \int_{A_\sigma \cap B} \left\{ 1 \land \frac{\pi^y(u_{\sigma^{-1}}) r(u_{\sigma^{-1}}, \sigma)}{\pi^y(u) r(u, \sigma^{-1})} \right\}
\]

\[
\times r(u, \sigma^{-1}) \pi^y(u) \delta_{u}(B) \mu_{pr}(du)
\]

\[
= \sum_{\sigma \in \mathcal{S}_K} \int_B \left\{ 1 \land \frac{\pi^y(u_{\sigma^{-1}}) r(u_{\sigma^{-1}}, \sigma)}{\pi^y(u) r(u, \sigma^{-1})} \right\}
\]

\[
\times r(u, \sigma^{-1}) \pi^y(u) \delta_{u_{\sigma^{-1}}}(A_\sigma) \mu_{pr}(du)
\]

\[
= \sum_{\sigma \in \mathcal{S}_K} \int_B \left\{ 1 \land \frac{\pi^y(u_{\sigma^{-1}}) r(u_{\sigma^{-1}}, \sigma)}{\pi^y(u) r(u, \sigma^{-1})} \right\}
\]

\[
\times r(u, \sigma^{-1}) \pi^y(u) \delta_{u_{\sigma^{-1}}}(A_\sigma) \mu_{pr}(du)
\]
= \sum_{\sigma \in S_K} \int_B r(u, \sigma^{-1})\pi^y(u)\alpha_{\text{swap}}(u, \sigma^{-1})\delta_{u_{\sigma^{-1}}(A)\mu_{pr}(du)}
= \sum_{\sigma \in S_K} \int_B r(u, \sigma)\pi^y(u)\alpha_{\text{swap}}(u, \sigma)\delta_{u_{\sigma}}(A)\mu_{pr}(du).

For the second term \(II\) we simply have

\(II = \sum_{\sigma \in S_K} \int_A r(u, \sigma)(1 - \alpha_{\text{swap}}(u, \sigma))\delta_{u_{\sigma}}(B)\pi^y(u)\mu_{pr}(du)\)
\(= \sum_{\sigma \in S_K} \int_{A\cap B} r(u, \sigma)(1 - \alpha_{\text{swap}}(u, \sigma))\delta_{u_{\sigma}}(A)\pi^y(u)\mu_{pr}(du).\)

This generic form of the swapping kernel provides the foundation for both PT and GPT. We describe these algorithms in the following subsections.

### 4.3.2 The Parallel Tempering case

We first show how a PT algorithm that only swaps states between the \(i^{\text{th}}\) and \(j^{\text{th}}\) components of the chain can be cast in the general framework presented above. To that end, let \(\sigma_{i,j}\) be the permutation of \((1, 2, \ldots, K)\), which only permutes the \(i^{\text{th}}\) and \(j^{\text{th}}\) components, while leaving the other components invariant (i.e., such that \(\sigma(i) = j, \sigma(j) = i, \text{ and } \sigma(k) = k, k \neq i, k \neq j\)). We can take \(S_K = \{\sigma_{i,j} : i, j = 1, \ldots, K\}\) and define the PT swapping ratio between components \(i\) and \(j\) by \(r_{i,j}^{(\text{PT})} : X^K \times S_K \mapsto [0, 1]\) as

\[r_{i,j}^{(\text{PT})}(u, \sigma) := \begin{cases} 1 & \text{if } \sigma = \sigma_{i,j}, \\ 0 & \text{otherwise.} \end{cases}\]

Notice that this implies that \(r_{i,j}^{(\text{PT})}(u, \sigma^{-1}) = r_{i,j}^{(\text{PT})}(u, \sigma)\) since \(\sigma^{-1}_{i,j} = \sigma_{j,i}\) and \(r_{i,j}^{(\text{PT})}\) does not depend on \(u\), which in turn leads to the swapping acceptance probability \(\alpha_{\text{swap}}^{(\text{PT})} : X^K \times S_K \mapsto [0, 1]\) defined as:

\[\alpha_{\text{swap}}^{(\text{PT})}(u, \sigma_{i,j}) := \min \left\{1, \frac{\pi^y(u_{\sigma_{i,j}})}{\pi^y(u)}\right\},\]
\[\alpha_{\text{swap}}^{(\text{PT})}(u, \sigma) = 0, \quad \sigma \neq \sigma_{i,j}.\]
Thus, we can define the swapping kernel for the Parallel Tempering algorithm that swaps components \( i \) and \( j \) as follows:

**Definition 4.3.4 (Pairwise Parallel Tempering swapping kernel):** Let \( u \in X^K, \sigma_{i,j} \in S_K \). We define the Parallel Tempering swapping kernel, which proposes to swap states between the \( i \)th and \( j \)th chains as \( q^{(PT)}_{i,j} : X^K \times B^K \mapsto [0, 1] \) given by

\[
q^{(PT)}_{i,j}(u, B) = \sum_{\sigma \in S_K} r^{(PT)}_{i,j}(u, \sigma)(1 - \alpha^{(PT)}_{\text{swap}}(u, \sigma))\delta_u(B) + \alpha^{(PT)}_{\text{swap}}(u, \sigma)\delta_{u\sigma_{i,j}}(B), \quad \forall B \in B^K.
\]

In practice, however, the PT algorithm considers various sequential swaps between chains, which can be understood by applying the composition of kernels \( q^{(PT)}_{i,j} q^{(PT)}_{k,l} \ldots \) at every swapping step. In its most common form \([21, 52, 114]\), the PT algorithm, hereafter referred to as standard PT (which on a slight abuse of notation we will denote by PT), proposes to swap states between chains at two consecutive temperatures. Its swapping kernel \( q^{(PT)} : X^K \times B^K \mapsto [0, 1] \) is given by

\[
q^{(PT)} := q^{(PT)}_{1,2} q^{(PT)}_{2,3} \ldots q^{(PT)}_{K-1,K}.
\]

Moreover, the algorithm described in \([52]\), proposes to swap states every \( N_s \geq 1 \) steps of MCMC. The complete kernel for the PT kernel is then given by \([21, 52, 114]\)

\[
p^{(PT)} := q^{(PT)}_{1,2} q^{(PT)}_{2,3} \ldots q^{(PT)}_{K-1,K} p_{N_s}, \tag{4.4}
\]

where \( p \) is a standard reversible Markov transition kernel used to evolve the individual chains independently.

**Remark 4.3.1:** Although the kernel \( p \) as well as each of the \( q_{i,i+1} \) are \( \mu \)-reversible, notice that (4.4) does not have a palindromic structure, and as such it is not necessarily \( \mu \)-reversible. One way of making the PT algorithm reversible with respect to \( \mu \) is to consider the palindromic form

\[
p^{(RPT)} := q^{(PT)}_{1,2} q^{(PT)}_{2,3} \ldots q^{(PT)}_{K-1,K} p_{N_s} \left( q^{(PT)}_{K,K-1} \ldots q^{(PT)}_{3,2} q^{(PT)}_{2,1} \right),
\]

where RPT stands for Reversible Parallel Tempering. In practice, there is not much difference between \( p^{(RPT)} \) and \( p^{(PT)} \), however, under the additional assumption of geometric ergodicity of the chain (c.f.
Section 4.4) having a reversible kernel is useful to compute explicit error bounds on the non-asymptotic mean square error of an ergodic estimator \cite{143}.

4.3.3 Unweighted Generalized Parallel Tempering

The idea behind the Unweighted Generalized Parallel Tempering algorithm is to generalize PT so that (i) \(N_s = 1\) provides a proper mixing of the chains, (ii) the algorithm is reversible with respect to \(\mu\), and (iii) the algorithm considers arbitrary sets \(S_K\) of swaps (always closed w.r.t inversion), instead of only pairwise swaps. We begin by constructing a kernel of the form (4.3). Let \(r^{(\text{UW})} : X^K \times S_K \mapsto [0, 1]\) be a function defined as

\[
r^{(\text{UW})}(u, \sigma) := \sum_{\sigma' \in S_K} \pi^y(u_{\sigma'}) / \pi^y(u_{\sigma}), \quad u \in X^K, \sigma \in S_K.
\]  

Clearly, (4.5) is a swapping ratio according to Definition 4.3.1. As such, given some state \(u \in X^K\), \(r^{(\text{UW})}(u, \sigma)\) assigns a state-dependent probability to each of the \(|S_K|\) possible permutations in \(S_K\). A permutation \(\sigma \in S_K\) is then accepted with probability \(\alpha^{\text{swap}}_{\text{UW}}(u, \sigma)\), given by

\[
\alpha^{\text{swap}}_{\text{UW}}(u, \sigma) := \min\left\{1, \frac{\pi^y(u_{\sigma}) r^{(\text{UW})}(u_{\sigma}, \sigma^{-1})}{\pi^y(u) r^{(\text{UW})}(u, \sigma)}\right\}.
\]  

Thus, we can define the swapping kernel for the UGPT algorithm, which takes the form of (4.3), with the particular choice of \(r(u, \sigma) = r^{(\text{UW})}(u, \sigma)\) and

\[
\alpha_{\text{swap}}(u, \sigma) = \alpha^{\text{swap}}_{\text{UW}}(u, \sigma).
\]

Notice that \(\alpha^{\text{UW}}_{\text{swap}}(u, \sigma) = 1, \forall \sigma \in S_K\). Indeed, if we further examine Equation (4.6), we see that

\[
\frac{\pi^y(u_{\sigma}) r^{(\text{UW})}(u_{\sigma}, \sigma^{-1})}{\pi^y(u) r^{(\text{UW})}(u, \sigma)} = \frac{\pi^y(u_{\sigma})}{\pi^y(u)} \cdot \frac{\pi^y(u)}{\pi^y(u_{\sigma})} \cdot \frac{\sum_{\sigma'} \pi^y(u_{\sigma'})}{\sum_{\sigma} \pi^y(u_{\sigma})} = \frac{\pi^y(u_{\sigma})}{\pi^y(u)} \cdot \frac{\pi^y(u)}{\pi^y(u_{\sigma})} = 1.
\]

In practice, this means that the proposed permuted state is always accepted with probability 1. The expression of the UGPT kernel then simplifies as follows.

**Definition 4.3.5 (unweighted swapping kernel):** The unweighted swapping kernel \(q^{(\text{UW})} : X^K \times B^K \mapsto [0, 1]\) is defined as

\[
q^{(\text{UW})}(u, B) = \sum_{\sigma \in S_K} r^{(\text{UW})}(u, \sigma) \delta_{u_{\sigma}}(B),
\]
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∀ \( \mathbf{u} \in X^K \), \( B \in B^K \). Applying this swapping kernel successively with the kernel \( p = p_1 \times p_2 \times \ldots p_K \) in the order \( q^{(UW)} \cdot \mathbf{p q^{(UW)}} =: \mathbf{p^{(UW)}} \) gives what we call Unweighted Generalized Parallel Tempering kernel \( \mathbf{p^{(UW)}} \). Lastly, we write the UGPT in operator form as

\[
\mathbf{p^{(UW)}} := \mathbf{Q^{(UW)}} \mathbf{p Q^{(UW)}},
\]

where \( \mathbf{P} \) and \( \mathbf{Q^{(UW)}} \) are the Markov operators corresponding to the kernels \( \mathbf{p} \) and \( \mathbf{q^{(UW)}} \), respectively. We now investigate the reversibility of the UGPT kernel. We start with a rather straightforward result.

**Proposition 4.3.2:** Suppose that, for any \( k = 1, 2, \ldots, K, \) \( p_k \) is \( \mu_k \)-reversible. Then, \( p = p_1 \times \cdots \times p_K \) is reversible with respect to \( \mu \).

**Proof.** We prove reversibility by confirming that equation (3.5) holds true. To that end, let \( u \in X^K, A, B \in B^K \), where \( A \) and \( B \) tensorize, i.e., \( A := \prod_{k=1}^{K} A_k \) and \( B := \prod_{k=1}^{K} B_k \), with \( A_1, \ldots, A_K, B_1, \ldots, B_K \in B(X) \). Then,

\[
\int_A \pi^y(u) p(u, B) \mu_{pr}(du) = \prod_{k=1}^{K} \int_{A_k} \pi^y(u_k) p(u_k, B_k) \mu_{pr}(du_k) = \prod_{k=1}^{K} \int_{B_k} \pi^y(u_k) p(u_k, A_k) \mu_{pr}(du_k) = \int_B \pi^y(u) p(u, A) \mu_{pr}(du).
\]

Showing that the previous equality holds for sets \( A, B \) that tensorize is indeed sufficient to show that the claim holds for any \( A, B \in B^K \). This follows from Carathéodory’s Extension Theorem applied as in the proof of uniqueness of product measures; see [2, §1.3.10, 2.6.3], for details.

We can now prove the reversibility of the chain generated by \( \mathbf{p^{(UW)}} \).

**Proposition 4.3.3 (Reversibility of the UGPT chain):** Suppose that, for any \( k = 1, 2, \ldots, K, \) \( p_k \) is \( \mu_k \)-reversible. Then, the Markov chain generated by \( \mathbf{p^{(UW)}} \) is \( \mu \)-reversible.

**Proof.** It follows from Proposition 4.3.1 and 4.3.2 that the kernels \( \mathbf{q^{(UW)}} \) and \( \mathbf{p} \) are \( \mu \)-reversible. Furthermore, since \( \mathbf{p^{(UW)}} \) is a palindromic composition of kernels, each of which is reversible with respect to \( \mu \), then, \( \mathbf{p^{(UW)}} \) is reversible with respect to \( \mu \) [21].

The UGPT algorithm proceeds by iteratively applying the kernel \( \mathbf{p^{(UW)}} \) to a predefined initial state. In particular, states are updated using the procedure outlined in Algorithm 5.

**Remark 4.3.2:** In practice, one does not need to perform \( |S^K| \) posterior evaluations when computing \( r^{(UW)}(u^n, \cdot) \), rather “just” \( K \) of them. Indeed, since \( \pi^y(u^n_k) \propto \pi^y(u_k)^j, k, j = 1, 2, \ldots, K, \)
Algorithm 5 Unweighted Generalized Parallel Tempering.

function Generalized Parallel Tempering($p, N, \nu$)
Sample $u^{(1)} \sim \nu$
for $n = 1, 2, \ldots, N - 1$ do
  # First swapping kernel
  Sample $\theta^{(n)} \sim q^{(UW)}(u^{(n)}, \cdot)$
  # Markov transition kernel
  Sample $z^{(n+1)} \sim p(\theta^{(n)}, \cdot)$ kernel
  # Second swapping kernel
  Sample $u^{(n+1)} \sim q^{(UW)}(z^{(n+1)}, \cdot)$
end for
Output $\{\theta^{(n)}\}_{n=1}^N$
end function

we just need to store the values of $\pi_\nu(u^n_k), k = 1, 2, \ldots, K$, for a fixed $n$, and then permute over the temperature indices.

Let now $Q_{\text{O.I.}} : X \mapsto \mathbb{R}$ be a quantity of interest. The posterior mean of $Q_{\text{O.I.}}, \mu_\nu(Q_{\text{O.I.}}) := \mu_\nu^y(Q_{\text{O.I.}})$ is approximated using $N \in \mathbb{N}$ samples by the following ergodic estimator $Q_{\text{O.I.}}^{(UW)}$:

$$\mu_\nu(Q_{\text{O.I.}}) \approx Q_{\text{O.I.}}^{(UW)} = \frac{1}{N - b} \sum_{n=b}^N Q_{\text{O.I.}}(u^{(n)}_1).$$

A comment on the pairwise state-dependent PT method of [90]

The work [90] presents a similar state-dependent swapping. We will refer to the method presented therein as Pairwise State Dependent Parallel Tempering (PSDPT). Such a method, however, differs from UGPT from the fact that (i) only pairwise swaps are considered and (ii) it is not rejection free. We summarize such a method for the sake of completeness. Let $S_{K, \text{pairwise}}$ denote the group of pairwise permutations of $(1, 2, \ldots, K)$. Given a current state $u \in X^K$, the PSDPT algorithm samples a pairwise permutation $u_{\sigma_{i,j}} \in S_{K, \text{pairwise}}$ with probability $r^{(PSDPT)}_{i,j}(u, \sigma_{i,j})$ given by

$$r^{(PSDPT)}_{i,j}(u, \sigma_{i,j}) := \frac{\exp\left(-|\Phi(u_i, y) - \Phi(u_j, y)|\right)}{\sum_{k,l} \exp\left(-|\Phi(u_k, y) - \Phi(u_l, y)|\right)},$$

and then accepts this swap with probability

$$\alpha^{(PSDPT)}_{\text{swap}}(u, \sigma_{i,j}) := \min\left\{1, \left(\frac{\pi_\nu^y(u_i)}{\pi_\nu^y(u_j)}\right)^{\frac{1}{\nu_i} - \frac{1}{\nu_j}}\right\}.$$ 

This method is attractive from an implementation point of view in the sense that it promotes pairwise swaps that have a similar energy, and as such, are likely (yet not guaranteed) to get accepted.
4.3 Generalizing Parallel Tempering

In contrast, UGPT always accepts the new proposed state, which in turn leads to a larger amount of global moves, thus providing a more efficient algorithm. This is verified on the numerical experiments.

4.3.4 Weighted Generalized Parallel Tempering

Following the intuition of the continuous-time Infinite Swapping approach of [49, 133], we propose a second discrete-time algorithm, which we will refer to as Weighted Generalized Parallel Tempering (WGPT). The idea behind this method is to swap the dynamics of the process, that is, the Markov kernels and temperatures, instead of swapping the states such that any given swap is accepted with probability 1. We will see that the Markov kernel obtained when swapping the dynamics is not invariant with respect to the product measure of interest $\mu$; therefore, an importance sampling step is needed when computing posterior expectations.

For a given permutation $\sigma \in S_K$, we define the swapped Markov kernel $p_\sigma : X^K \times B^K \rightarrow [0, 1]$ and the swapped product posterior measure $\mu_\sigma$ (on the measurable space $(X^K, B^K)$) as:

$$p_\sigma(u, \cdot) = p_{\sigma(1)}(\theta_1, \cdot) \times \cdots \times p_{\sigma(K)}(\theta_K, \cdot),$$

$$\mu_\sigma^y := \mu_{\sigma(1)} \times \cdots \times \mu_{\sigma(K)},$$

where the swapped posterior measure has a density with respect to $\mu$ prior given by

$$\pi_\sigma^y(u) := \pi_{\sigma(1)}^y(u_1) \times \cdots \times \pi_{\sigma(K)}^y(u_K), \quad u \in X^K, \sigma \in S_K \quad (4.7)$$

Moreover, we define the swapping weights

$$w_\sigma(u) := \frac{\pi_\sigma^y(u)}{\sum_{\sigma' \in S_K} \pi_{\sigma'}^y(u)}, \quad u \in X^K, \sigma \in S_K. \quad (4.8)$$

Note that, in general, $\pi_\sigma^y(u) \neq \pi_\sigma^y(u_\sigma)$ (however $\pi_{\sigma^{-1}}^y(u) = \pi_\sigma^y(u_\sigma)$), and as such, $w_\sigma(u) \neq r^{(UW)}(u, \sigma)$, with $w_\sigma$ defined as in (4.8).

**Definition 4.3.6:** We define the Weighted Generalized Parallel Tempering kernel $p^{(W)} : X^K \times B^K \rightarrow [0, 1]$ as the following state-dependent, convex combination of kernels:

$$p^{(W)}(u, \cdot) := \sum_{\sigma \in S_K} w_\sigma(u)p_\sigma(u, \cdot), \quad u \in X^K, \sigma \in S_K.$$  

Thus, the WGPT chain is obtained by iteratively applying $p^{(W)}$. We show in proposition 4.3.4 that the resulting Markov chain has invariant measure

$$\mu^y_W = \frac{1}{|S_K|} \sum_{\sigma \in S_K} \mu_\sigma^y = \hat{\mu} \times \cdots \times \hat{\mu},$$
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with $\tilde{\mu}^y = \frac{1}{|S_K|} \sum_{\sigma} \mu^y_{\sigma}$, i.e., the average with tensorization. Furthermore, $\mu^y_W$ has a density (w.r.t the tensorized prior $\mu_{pr}$) given by

$$\pi^y_W(u) = \frac{1}{|S_K|} \sum_{\sigma \in S_K} \pi^y_{\sigma}(u), \quad u \in X^K,$$

and a similar average and then tensorization representation applies to $\pi^y_W$. We now proceed to show that $p(W)(u, \cdot)$ is $\mu^y_W$-reversible (hence $\mu^y_W$-invariant).

**Proposition 4.3.4 (Reversibility of the WGPT chain):** Suppose that, for any $k = 1, 2, \ldots, K$, $p_k$ is $\mu_k$-reversible. Then, the Markov chain generated by $p(W)$ is $\mu^y_W$-reversible.

**Proof.** We show reversibility by showing that (3.5) holds true. Thus, for $u \in X^K$, $A, B \in B^K$, with $A := A_1 \times \cdots \times A_K$, $A_k \in B(X)$, and with $B_k$ defined in a similar way, we have that:

$$\int_A p(W)(u, B) \pi^y_W(u) \mu_{pr}(du) = \int_A \left[ \sum_{\sigma \in S_K} w_{\sigma}(u) p_{\sigma}(u, B) \right] \frac{\sum_{\rho \in S_K} \pi^y_{\rho}(u)}{|S_K|} \mu_{pr}(du)$$

$$= \int_A \left[ \sum_{\sigma \in S_K} \frac{\pi^y_{\sigma}(u)}{\sum_{\sigma' \in S_K} \pi^y_{\sigma'}(u)} p_{\sigma}(u, B) \right] \frac{\sum_{\rho \in S_K} \pi^y_{\rho}(u)}{|S_K|} \mu_{pr}(du)$$

$$= \frac{1}{|S_K|} \sum_{\sigma \in S_K} \int_A \pi^y_{\sigma}(u) p_{\sigma}(u, B) \mu_{pr}(du) = I.$$

From proposition 4.3.2, and multiplying and dividing by $\sum_{\rho \in S_K} \pi^y_{\rho}(u)$ we obtain

$$I = \frac{1}{|S_K|} \sum_{\sigma \in S_K} \int_B \pi^y_{\sigma}(u) p_{\sigma}(u, A) \mu_{pr}(du) \quad \text{(by Prop. 4.3.2)}$$

$$= \frac{1}{|S_K|} \sum_{\sigma \in S_K} \int_B \pi^y_{\sigma}(u) p_{\sigma}(u, A) \sum_{\rho \in S_K} \pi^y_{\rho}(u) \mu_{pr}(du)$$

$$= \sum_{\sigma \in S_K} \int_B w_{\sigma}(u) p_{\sigma}(u, A) \pi^y_W(u) \mu_{pr}(du)$$

$$= \int_B p(W)(u, A) \pi^y_W(u) \mu_{pr}(du).$$

where once again, in light of Carathéodory’s Extension Theorem, it is sufficient to show that reversibility holds for sets that tensorize. □
We remark that the measure $\mu^y_W$ is not of interest per se. However, we can use importance sampling to compute posterior expectations. Let $QoI(u) := QoI(u_1)$ be a $\mu$-integrable quantity of interest. We can write

$$E_{\mu_1}[QoI] = E_{\mu}[QoI(u_1)] = E_{\mu_W} \left[ QoI(u_1) \frac{\pi^y(u)}{\pi^y_W(u)} \right] = \frac{1}{|S_K|} \sum_{\sigma \in S_K} E_{\mu_W} \left[ QoI(u_{\sigma(1)}) \frac{\pi^y(u_{\sigma})}{\pi^y_W(u_{\sigma})} \right].$$

The last equality can be justified since $\mu^y_W$ is invariant by permutation of coordinates. Thus, we can define the following (weighted) ergodic estimator $\hat{QoI}(W)$ of the posterior mean of a quantity of interest $QoI$ by

$$\mu(QoI) \approx \frac{1}{|S_K|} \frac{1}{N} \sum_{\sigma \in S_K} \sum_{n=1}^{N} \hat{w}(u^{(n)}, \sigma) QoI(u_{\sigma(1)}^{(n)}), \quad (4.9)$$

where we have denoted the importance sampling weights by $\hat{w}(u, \sigma) := \frac{\pi^y(u_{\sigma})}{\pi^y_W(u_{\sigma})} = \frac{d\mu}{d\mu_W}(u_{\sigma})$ and where $N$ is the number of samples in the chain. Notice that $w(u, \sigma) = \hat{w}(u, \sigma^{-1})$. As a result, the WGPT algorithm produces an estimator based on $NK$ weighted samples, rather than “just” $N$, at the same computational cost of UGPT. Thus, the previous estimator evaluates the quantity of interest $QoI$ not only in the points $QoI(u_1^{(n)})$, but also in all states of the parallel chains, $QoI(u_{\sigma(1)}^{(n)})$ for all $\sigma \in S_K$, namely $QoI(u_{k}^{(n)})$, $k = 1, 2, \ldots, K$.

Remark 4.3.3: Although it is known that, in some cases, an importance sampling estimator can be negatively affected by the dimensionality of the parameter space $X$ (see e.g., [3, Remark 1.17] or [122, Examples 9.1-9.3]), we argue that this is not the case for our estimator. Indeed, notice that the importance-sampling weights $\hat{w}(u, \sigma)$ are always upper bounded by $|S_K|$, and do not blow up when the dimension goes to infinity. In Section 4.5.7 we present a numerical example on a high-dimensional problem. The results on that section evidence the robustness of WGPT with respect to the dimension of $u$.

The Weighted Generalized Parallel Tempering procedure is shown in Algorithm 6. To reiterate, we remark that sampling from $p_{\sigma}(u^{(n)}, \cdot)$ involves a swap of dynamics, i.e., kernels and temperatures. Just as in Remark 4.3.2, one only needs to evaluate the posterior $K$ times (instead of $|S_K|$) to compute $w_{\sigma(1)}^{(n)}(u^{(n)})$. 
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Algorithm 6 Weighted Generalized Parallel Tempering.

function Weighted Generalized Parallel Tempering($p, N, \nu$)
    Sample $u^{(1)} \sim \nu$
    for $n = 1, 2, \ldots, N - 1$ do
        # Sample permutation $\sigma$ with probability $w_\sigma(u^n)$
        Sample $\sigma \sim \{w_\sigma'(u^n)\}_{\sigma' \in S_K}$
        # Sample state with the swapped Markov kernel
        Sample $u^{(n+1)} \sim p_\sigma(u^n)$
    end for
    Output $\{u^{(n)}\}_{n=1}^N, \{\{w_\sigma'(u^n)\}_{\sigma' \in S_K}\}_{n=1}^N$.
end function

4.4 Ergodicity of Generalized Parallel Tempering

4.4.1 Geometric ergodicity and $L_2$-spectral gap for GPT

Our path to prove ergodicity of the GPT algorithms will be to show the existence of an $L_2$-spectral gap. The main results of this section are presented in Theorem 4.4.1 and Theorem 4.4.2, which show the existence of an $L_2$-spectral gap for both the UGPT and WGPT algorithms, respectively.

We begin with the definition of overlap between two probability measures. Such a concept will later be used to bound the spectral gap of the GPT algorithms.

Definition 4.4.1 (Density overlap): Let $\mu_k, \mu_j$ be two probability measures on the measurable space $(X, B(X))$, each having respective densities $\pi_k(u), \pi_j(u), u \in X$, with respect to some common reference measure $\nu_X$ also on $(X, B(X))$. We define the overlap between $\pi_k(u)$ and $\pi_j(u)$ as

$$\eta_{\nu_X}(\pi_k, \pi_j) : = \int_X \min\{\pi_k(u), \pi_j(u)\} \nu_X(du)$$

$$= 1 - \frac{1}{2} \|\mu_k - \mu_j\|_{L_1(X, \nu_X)}.$$ 

An analogous definition holds for $\pi_\sigma, \pi_\rho$, with $\rho, \sigma \in S_K$.

Assumption 4.4.1: For $k = 1, \ldots, K$, let $\mu_k^\nu \in \mathcal{M}_1(X, \mu_{pr})$ be given as in (4.1), $p_k : X \times B(X) \mapsto [0, 1]$ be the Markov kernel associated to the $k$th dynamics and let $P_k : L_r(X, \mu_k^\nu) \mapsto L_r(X, \mu_k^\nu)$ be its corresponding $\mu_k^\nu$ invariant Markov operator. In addition, for $\sigma, \rho \in S_K$, define the measures $\mu_\sigma^\nu, \mu_\rho^\nu \in \mathcal{M}(X^K)$ as in Equation (4.2). Throughout this chapter it is assumed that:

C1. The Markov kernel $p_k$ is $\mu_k^\nu$-reversible.

C2. The Markov operator $P_k$ has an $L_2(X, \mu_k^\nu)$ spectral gap.

C3. For any $\sigma, \rho \in S_K$, $\Lambda_{\sigma, \rho} : = \eta_{\nu_{pr}}(\pi_\sigma^\nu, \pi_\rho^\nu) > 0$, with $\pi_\sigma^\nu, \pi_\rho^\nu$ defined as in (4.7). 

These assumptions are relatively mild. In particular, C1 and C2 are known to hold for many commonly-used Markov transition kernels, such as RWM, Metropolis-adjusted Langevin Algo-
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Algorithm, Hamiltonian Monte Carlo, (generalized) preconditioned Crank-Nicolson, among others, under mild regularity conditions on \( \pi^y \) \([3, 65]\). Assumption C3 holds true given the construction of the product measures in Section 4.3.

We now present an auxiliary result that we will use to bound the spectral gap of both the Weighted and Unweighted GPT algorithms.

**Proposition 4.4.1:** Suppose that Assumption 4.4.1 holds and let \( P := \bigotimes_{k=1}^K P_k : L_2(X^K, \mu^y) \rightarrow L_2(X^K, \mu^y) \), with invariant measure \( \mu^y = \mu_1^y \times \cdots \times \mu_K^y \). Then, \( P \) has an \( L_2 \)-spectral gap, i.e., \( \|P\|_{L_2(X^K, \mu^y) \rightarrow L_2(X^K, \mu^y)} < 1 \). Moreover, the Markov chain obtained from \( P \) is \( L_r \)-geometrically ergodic, for any \( r \in [1, \infty] \).

**Proof.** We limit ourselves to the case \( K = 2 \), since the case for \( K > 2 \) follows by induction.

Denote by \( I : L_2(X, \mu_k^y) \rightarrow L_2(X, \mu_k^y) \), \( k = 1, 2 \) the identity Markov transition operator, and let \( f \in L_2(X, \mu^y) \). Notice that \( f \) admits a spectral representation in \( L_2(X^2, \mu^y) \) given by \( f(u) = \sum_{k,j} \phi_k(u_1) \psi_j(u_2) c_{k,j} \), with \( c_{k,j} \in \mathbb{R} \), and where \( \{\phi_k\}_{k \in \mathbb{N}} \) is a complete orthonormal basis (CONB) of \( L_2(X, \mu_1^y) \) and \( \{\psi_j\}_{j \in \mathbb{N}} \) is a CONB of \( L_2(X, \mu_2^y) \), so that \( \{\phi_k \otimes \psi_j\}_{k,j \in \mathbb{N}} \) is a CONB of \( L_2(X^2, \mu^y) \). Moreover, we assume that \( \phi_0 = \psi_0 = 1 \), and write, for notational simplicity \( \|P_1\| = \|P_1\|_{L_2(X, \mu_1^y) \rightarrow L_2(X, \mu_1^y)} \) and \( \|P_2\| = \|P_2\|_{L_2(X, \mu_2^y) \rightarrow L_2(X, \mu_2^y)} \). Lastly, denote \( f_0 = f - c_{0,0} \), so that \( f_0 \in L_2(X^2, \mu^y) \). Notice that

\[
\| (P_1 \otimes I) f_0 \|^2_{L_2(X^2, \mu^y)} = \left\| \sum_{(k,j) \neq (0,0)} (P_1 \phi_k) \psi_j c_{k,j} \right\|^2_{L_2(X^2, \mu^y)}
\]

\[
= \left\| \sum_{j=0}^{\infty} \left( \sum_{k=1}^{\infty} P_1 \phi_k c_{k,j} \right) \psi_j + \sum_{j=1}^{\infty} c_{0,j} P_1 \phi_0 \psi_j \right\|^2_{L_2(X^2, \mu^y)}.
\] (4.10)
Splitting the sum, we get from the orthonormality of the basis that:

$$
(4.10) = \sum_{j=1}^{\infty} \left\| \sum_{k=1}^{\infty} P_1 \phi_k c_{k,j} + c_{0,j} P_1 \phi_0 \right\|_{L_2(X, \mu_Y^*)}^2 \\
+ \left\| \sum_{k=1}^{\infty} P_1 \phi_k c_{k,0} \right\|_{L_2(X, \mu_Y^*)}^2 \\
= \sum_{j=1}^{\infty} P_1 \left( \sum_{k=1}^{\infty} \phi_k c_{k,j} \right) \left\| \right\|_{L_2(X, \mu_Y^*)}^2 + \sum_{j=1}^{\infty} \left\| c_{0,j} \phi_0 \right\|_{L_2(X, \mu_Y^*)}^2 \\
+ \left\| P_1 \left( \sum_{k=1}^{\infty} \phi_k c_{k,0} \right) \right\|_{L_2(X, \mu_Y^*)}^2 \\
\leq \sum_{j=1}^{\infty} \left( \| P_1 \|^2 \sum_{k=1}^{\infty} c_{k,j}^2 + c_{0,j}^2 \right) + \| P_1 \|^2 \sum_{k=1}^{\infty} c_{k,0}^2 \\
= \| P_1 \|^2 \| f_0 \|^2_{L_2(X^2, \mu^v)} + (1 - \| P_1 \|^2) \sum_{j=1}^{\infty} (c_{0,j})^2.
$$

Proceeding similarly, we can obtain an equivalent bound for \(\| (I \otimes P_2) f_0 \|^2_{L_2(X^2, \mu^v)}\). We are now ready to bound \(\| P \|^2_{L_2(X_2, \mu^v) \rightarrow L_2(X_2, \mu^v)}\):

$$
\| P f_0 \|^2_{L_2(X^2, \mu^v)} = \| (P_1 \otimes P_2) f_0 \|^2_{L_2(X^2, \mu^v)} \\
= \| (P_1 \otimes I) (I \otimes P_2) f_0 \|^2_{L_2(X^2, \mu^v)} \\
\leq \| P_1 \|^2 \| (I \otimes P_2) f_0 \|^2_{L_2(X^2, \mu^v)} \\
+ (1 - \| P_1 \|^2) \left( \sum_{j=1}^{\infty} \left( \sum_{(\ell,k) \neq (0,0)} c_{\ell,k} \phi_\ell \psi_k, \phi_0 \psi_j \right) \right)^2 \\
= \| P_1 \|^2 \| (I \otimes P_2) f_0 \|^2_{L_2(X^2, \mu^v)} \\
+ (1 - \| P_1 \|^2) \left( \sum_{j=1}^{\infty} \left( \sum_{k=1}^{\infty} c_{0,k} (P_2 \psi_k), \psi_j \right) \right)^2 \\
\leq \| P_1 \|^2 \| (I \otimes P_2) f_0 \|^2_{L_2(X^2, \mu^v)} \\
+ (1 - \| P_1 \|^2) \left\| P_2 \left( \sum_{k=1}^{\infty} c_{0,k} \psi_k \right) \right\|_{L_2(X_2, \mu_Y^*)}^2
$$
We can use the previous result to prove the geometric ergodicity of the UGPT algorithm:

**Theorem 4.4.1 (Ergodicity of UGPT):** Suppose

\[ \| P_1 \| \geq \| P_2 \|, \]

then we can use the inequality above to bound

\[
\| P_0 \|^2_{L_2(\mathbb{X}, \mu^\nu)} \leq \| P_1 \|^2_{L_2(\mathbb{X}, \mu^\nu)} \| f_0 \|^2_{L_2(\mathbb{X}, \mu^\nu)} \\
+ \| P_1 \|^2 \left( 1 - \| P_2 \|^2 \right) \left( \sum_{j=1}^{\infty} c_j^2 + \sum_{k=1}^{\infty} c_k^2 \right)
\]

Assuming without loss of generality that \( \| P_1 \| \geq \| P_2 \| \), we can use the inequality above to bound

\[
\| P_0 \|^2_{L_2(\mathbb{X}, \mu^\nu)} \leq \| P_1 \|^2_{L_2(\mathbb{X}, \mu^\nu)} \| f_0 \|^2_{L_2(\mathbb{X}, \mu^\nu)} \\
+ \| P_1 \|^2 \left( 1 - \| P_2 \|^2 \right) \left( \sum_{j=1}^{\infty} c_j^2 + \sum_{k=1}^{\infty} c_k^2 \right)
\]

Thus, we have that

\[
\| P \|_{L_2^2(\mathbb{X}, \mu^\nu) \rightarrow L_2^2(\mathbb{X}, \mu^\nu)} \leq \max_{k=1,2} \left\{ \| P_k \|_{L_2^2(\mathbb{X}, \mu^\nu) \rightarrow L_2^2(\mathbb{X}, \mu^\nu)} \right\} < 1.
\]

The previous result can easily be extended to \( K > 2 \). Lastly, \( L_r(\mathbb{X}^K, \mu^\nu) \)-geometric ergodicity \( \forall r \in [1, \infty] \) follows from Lemma 3.2.1.

We can use the previous result to prove the geometric ergodicity of the UGPT algorithm:

**Theorem 4.4.1 (Ergodicity of UGPT):** Suppose Assumption 4.4.1 holds and denote by \( \mu^\nu \) the invariant measure of the UGPT Markov operator \( P^{(UW)} \). Then, \( P^{(UW)} \) has an \( L_2(\mathbb{X}^K, \mu^\nu) \)-spectral gap. Moreover, the chain generated by \( P^{(UW)} \) is \( L_r(\mathbb{X}^K, \mu^\nu) \)-geometrically ergodic for any \( r \in [1, \infty] \).

**Proof.** Recall that \( P^{(UW)} := Q^{(UW)} P Q^{(UW)} \). From the definition of operator norm, we have that

\[
\| P^{(UW)} \|_{L_2^2(\mathbb{X}^K, \mu^\nu) \rightarrow L_2^2(\mathbb{X}^K, \mu^\nu)} \leq \| Q^{(UW)} \|_{L_2^2(\mathbb{X}^K, \mu^\nu) \rightarrow L_2^2(\mathbb{X}^K, \mu^\nu)} \| P \|_{L_2^2(\mathbb{X}^K, \mu^\nu) \rightarrow L_2^2(\mathbb{X}^K, \mu^\nu)} \leq \| Q^{(UW)} \|_{L_2^2(\mathbb{X}^K, \mu^\nu) \rightarrow L_2^2(\mathbb{X}^K, \mu^\nu)} \| P \|_{L_2^2(\mathbb{X}^K, \mu^\nu) \rightarrow L_2^2(\mathbb{X}^K, \mu^\nu)} < 1,
\]

where the previous line follows from Proposition 4.4.1 and the fact that \( Q^{(UW)} \) is a weak contraction in \( L_2(\mathbb{X}^K, \mu^\nu) \) (see, Equation (3.7)). Lastly, \( L_r(\mathbb{X}^K, \mu^\nu) \)-geometric ergodicity \( \forall r \in [1, \infty] \) follows from Lemma 3.2.1 and the fact that \( P^{(UW)} \) is \( \mu^\nu \)-reversible by Proposition 4.3.3. \( \square \)
Generalized parallel tempering on Bayesian inverse problems

We now turn to proving geometric ergodicity for the WGPT algorithm. We begin with an auxiliary result, lower-bounding the variance of a \( \mu^y_W \)-integrable functional \( f \in L_2(X^K, \mu^y_W) \).

**Proposition 4.4.2:** Let \( f \in L_0^0(X^K, \mu^y_W) \) be a \( \mu^y_W \)-integrable function such that \( \| f \|_{L_2(X^K, \mu^y_W)} = 1 \), and denote by \( \mathbb{V}_{\mu^y_W}[f], \mathbb{V}_{\mu^y_W}[f] \) the variance of \( f \) with respect to \( \mu^y_W, \mu^y_W, \) respectively with \( \sigma \in S_K \).

In addition, suppose Assumption 4.4.1 holds. Then, it can be shown that

\[
0 < \frac{\Lambda_m}{2} \leq \frac{1}{|S_K|} \sum_{\sigma \in S_K} \mathbb{V}_{\mu^y}[f] \leq \mathbb{V}_{\mu^y_W}[f] = 1,
\]

with \( \Lambda_m = \min_{\sigma, \rho \in S_K} \{ \Lambda_{\sigma, \rho} \} \) and \( \Lambda_{\sigma, \rho} \) as in Assumption 4.4.1-C3.

**Proof.** This proof is partially based on the proof of Theorem 1.2 in [106]. Let \( u, y \in X^K \) and define \( \bar{f}_\sigma := \mu_\sigma(f) \). The right-most inequality follows from the fact that

\[
1 = \mathbb{V}_{\mu^y_W}[f] = \int_{X^K} f(u)^2 \mu^y_W(du) = \frac{1}{|S_K|} \sum_{\sigma \in S_K} \int_{X^K} f^2(u) \mu_\sigma(du) = \frac{1}{|S_K|} \sum_{\sigma \in S_K} (\mathbb{V}_{\mu^y}[f] + \bar{f}_\sigma^2) \geq \frac{1}{|S_K|} \sum_{\sigma \in S_K} \mathbb{V}_{\mu^y}[f].
\]

We follow a procedure similar to the proof of [106, Theorem 1.2] for the lower bound on the variance. We introduce an ordering on \( S_K = \{ \sigma_1, \sigma_2, \ldots, \sigma_{|S_K|} \} \), define the matrix \( C \in \mathbb{R}^{|S_K| \times |S_K|} \) as the matrix with entries

\[
C_{ij} = \int_{X^K} \int_{X^K} (f(u) - f(y))^2 \mu_{\sigma_i}(du) \mu_{\sigma_j}(dy),
\]

where \( C_{jj} = 2\mathbb{V}_{\mu^y}[f] \) and

\[
2 = 2\mathbb{V}_{\mu^y_W}[f] = \int_{X^K} \int_{X^K} (f(u) - f(y))^2 \mu_{\sigma_i}(du) \mu_{\sigma_j}(dy) \left( \frac{1}{|S_K|} \sum_{i=1}^{|S_K|} \mu_{\sigma_i}(du) \right) \left( \frac{1}{|S_K|} \sum_{j=1}^{|S_K|} \mu_{\sigma_j}(dy) \right) = \sum_{i,j} \frac{1}{|S_K|^2} C_{ij}.
\]

We thus aim at finding an upper bound of Equation (4.11) in terms of \((|S_K|)^{-1} \sum_{\sigma \in S_K} \mathbb{V}_{\sigma}[f]\).
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By assumption 4.4.1-C3, for any \( \sigma_i, \sigma_j \in S_K \) the densities \( \pi_{\sigma_i}, \pi_{\sigma_j} \) of \( \mu_{\sigma_i}, \mu_{\sigma_j} \) (with respect to \( \mu_{pr} \)) have an overlap \( \Lambda_{\sigma_i,\sigma_j} > 0 \). For brevity, in the following we use the shorthand notation \( \Lambda_{i,j} \) for \( \Lambda_{\sigma_i,\sigma_j} \). Thus, we can find densities

\[
\eta_{ij} := \Lambda_{ij}^{-1} \min_{u \in X^K} \{ \pi_{\sigma_i}(u), \pi_{\sigma_j}(u) \}, \varphi_i, \psi_j
\]

such that \( \pi_{\sigma_i} = \Lambda_{ij} \eta_{ij} + (1 - \Lambda_{ij}) \varphi_i \), and \( \pi_{\sigma_j} = \Lambda_{ij} \eta_{ij} + (1 - \Lambda_{ij}) \psi_j \). Thus, integrating over \( X^K \), we get for the diagonal entries of the \( C \) matrix:

\[
C_{ii} = 2 \nabla \mu_{\sigma_i}[f] = \iint (f(u) - f(y))^2 \left( \Lambda_{ij} \eta_{ij}(u) + (1 - \Lambda_{ij}) \varphi_i(u) \right) \times \left( \Lambda_{ij} \eta_{ij}(y) + (1 - \Lambda_{ij}) \varphi_i(y) \right) \mu_{pr}(du) \mu_{pr}(dy) \]

\[
+ \iint (f(u) - f(y))^2 \Lambda_{ij} \eta_{ij}(u) \eta_{ij}(y) \mu_{pr}(du) \mu_{pr}(dy) \]

\[
+ \iint (f(u) - f(y))^2 \Lambda_{ij} (1 - \Lambda_{ij}) \varphi_i(y) \eta_{ij}(u) \mu_{pr}(du) \mu_{pr}(dy) \]

\[
+ \iint (f(u) - f(y))^2 (1 - \Lambda_{ij})^2 \varphi_i(y) \varphi_i(u) \mu_{pr}(du) \mu_{pr}(dy) \]

\[
= 2 \Lambda_{ij}^2 \nabla \eta_{ij}[f] + 2(1 - \Lambda_{ij})^2 \nabla \varphi_i[f] + 2 \Lambda_{ij} (1 - \Lambda_{ij}) \iint (f(u) - f(y))^2 \eta_{ij}(u) \varphi_i(u) \mu_{pr}(du) \mu_{pr}(dy). \tag{4.12}
\]

Notice that equation (4.12) implies that

\[
\iint (f(u) - f(y))^2 \eta_{ij}(u) \varphi_i(u) \mu_{pr}(du) \mu_{pr}(dy) \leq \frac{\nabla \mu_{\sigma_i}[f] - \Lambda_{ij}^2 \nabla \eta_{ij}[f]}{\Lambda_{ij} (1 - \Lambda_{ij})}. \tag{4.13}
\]
As for the non-diagonal entries of \( C \), we have

\[
C_{ij} = \int \int (f(u) - f(y))^2 [ \Lambda_{ij} \eta_{ij}(u) + (1 - \Lambda_{ij}) \psi_i(y) \eta_{ij}(y)] \mu_{pr}(du) \mu_{pr}(dy) \\
= 2 \Lambda_{ij}^2 \mathbb{V} \eta_{ij}([f] + (1 - \Lambda_{ij}^2) \int \int (f(u) - f(y))^2 \psi_i(y) \eta_{ij}(y) \mu_{pr}(du) \mu_{pr}(dy) \\
+ \Lambda_{ij}(1 - \Lambda_{ij}) \int \int (f(u) - f(y))^2 \\
\times (\eta_{ij}(u) \psi_j(y), \eta_{ij}(y) \varphi_i(u)) \mu_{pr}(du) \mu_{pr}(dy).
\]

We can bound the second term in the previous expression using Cauchy-Schwarz. Let \( z \in X^K \). Then,

\[
\int \int (f(u) - f(y))^2 \varphi_i(u) \varphi_j(y) \mu_{pr}(du) \mu_{pr}(dy) \\
= \int \int (f(u) - f(z) + f(z) - f(y))^2 \varphi_i(u) \varphi_j(y) \eta_{ij}(z) \\
\times \mu_{pr}(du) \mu_{pr}(dy) \mu_{pr}(dz) \\
\leq 2 \int \int \left[ (f(u) - f(z))^2 + (f(z) - f(y))^2 \right] \varphi_i(u) \varphi_j(y) \eta_{ij}(z) \\
\times \mu_{pr}(du) \mu_{pr}(dy) \mu_{pr}(dz) \\
= 2 \int \int (f(u) - f(z))^2 \varphi_i(u) \eta_{ij}(z) \mu_{pr}(du) \mu_{pr}(dz) \\
+ 2 \int \int (f(y) - f(z))^2 \psi_j(y) \eta_{ij}(z) \mu_{pr}(dy) \mu_{pr}(dz). \tag{4.15}
\]
Thus, from equations (4.13), (4.14), and (4.15) we get

\[
C_{ij} \leq 2\Lambda_{ij}^2 \mathcal{V}_{\eta_{ij}}[f] + (2(1 - \Lambda_{ij})^2 + \Lambda_{ij}(1 - \Lambda_{ij}))
\times \left( \int \int (f(u) - f(y))^2 (\eta_{ij}(u)\psi_j(y) + \eta_{ij}(y)\psi_i(u)) \mu_{pr}(du)\mu_{pr}(dy) \right)
\]

\[
= 2\Lambda_{ij}^2 \mathcal{V}_{\eta_{ij}}[f] + (2 - \Lambda_{ij})(1 - \Lambda_{ij})
\times \left( \mathcal{V}_{\mu_{\sigma}}[f] - \Lambda_{ij}^2 \mathcal{V}_{\eta_{ij}}[f] + \mathcal{V}_{\mu_{\sigma}}[f] - \Lambda_{ij}^2 \mathcal{V}_{\eta_{ij}}[f] \right)
\leq \frac{2 - \Lambda_{ij}}{\Lambda_{ij}} \left( \mathcal{V}_{\mu_{\sigma}}[f] + \mathcal{V}_{\mu_{\sigma}}[f] \right) - 4\Lambda_{ij}(1 - \Lambda_{ij})\mathcal{V}_{\eta_{ij}}[f]
\]

\[= \frac{2 - \Lambda_{ij}}{\Lambda_{ij}} \left( \mathcal{V}_{\mu_{\sigma}}[f] + \mathcal{V}_{\mu_{\sigma}}[f] \right), \quad (4.16)
\]

since \(\Lambda_{ij} \in (0, 1)\) \(\forall i, j\). Finally, from equations (4.11) and (4.16) we get that

\[1 = \mathcal{V}_{\mu_y}^W[f] = \frac{1}{2} \sum_{i,j} \frac{1}{|S_K|^2} C_{ij}
\leq \frac{1}{2} \frac{1}{|S_K|^2} \sum_{i,j=1}^{1,2,\ldots,|S_K|} \frac{2 - \Lambda_{ij}}{\Lambda_{ij}} \left( \mathcal{V}_{\mu_{\sigma}}[f] + \mathcal{V}_{\mu_{\sigma}}[f] \right)
\leq \frac{2 - \Lambda_m}{\Lambda_m} \left( \frac{1}{|S_K|} \sum_{i=1}^{1,2,\ldots,|S_K|} \mathcal{V}_{\mu_i}[f] \right),
\]

with \(\Lambda_m := \min \left\{ \Lambda_{ij} \right\} > 0\), and \(\Lambda_{i,j}\) as in Assumption 4.4.1-C3. Notice that we have used (4.16) for the first inequality, including the case \(i = j\), in the previous equation. This in turn yields the lower bound

\[0 < \frac{\Lambda_m}{2 - \Lambda_m} \leq \left( \frac{1}{|S_K|} \sum_{i \in S_K} \mathcal{V}_{\mu_i}[f] \right).
\]

We are finally able to prove the ergodicity of the WGPT algorithm.

**Theorem 4.4.2 (Ergodicity of WGPT):** Suppose Assumption 4.4.1 holds for some \(r \in [1, \infty]\) and denote by \(\mu_y^W\) the invariant measure of the WGPT Markov operator \(P^W\). Then, \(P^W\) has an \(L^2(\mathcal{X}^K, \mu_y^W)\)-spectral gap. Moreover, the chain generated by \(P^W\) is \(L_r(\mathcal{X}^K, \mu_y^W)\) geometrically ergodic for any \(r \in [1, \infty]\).
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Proof. Let \( \mathcal{L} := \{ f \in L^0_2(\mathcal{X}^K, \mu^y_w) : \| f \|_{L^0_2(\mathcal{X}^K, \mu^y_w)} = 1 \} \), and, for notational clarity, write

\[
\| \mathbf{p} \|_{L^2_2(\mathcal{X}^K, \mu^y_w) \rightarrow L^0_2(\mathcal{X}^K, \mu^y_w)}
\]

Then, from the definition of operator norm,

\[
\sup_{f \in \mathcal{L}} \int_{\mathcal{X}^K} \left| \int_{\mathcal{X}^K} f_{\sigma}(y)p_{\sigma}(u, dy) \right|^2 \mu^y_w(du)
\]

where the second to last line follows from the convexity of \((\cdot)^2\) and the last line follows from the definition of \(w_{\sigma}\) and \(\mu^y_w\). Now, let \(\bar{f}_{\sigma} := \mu^y_w(f)\). Notice that we have

\[
\int_{\mathcal{X}^K} \left| \int_{\mathcal{X}^K} f_{\sigma}(y)p_{\sigma}(u, dy) \right|^2 \mu^y_w(du)
\]

Thus, multiplying and dividing \(I\) by

\[
\left( \int_{\mathcal{X}^K} (f(u) - \bar{f}_{\sigma})^2 \mu^y_w(du) \right),
\]
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we obtain from the definition of \( \| P_\sigma \|_{L_2}^2 \) that:

\[
(4.18) = \left( \frac{\int_{X^K} (f(y) - \bar{f}_\sigma) p_\sigma(u, dy)}{\int_{X^K} (f(u) - \bar{f}_\sigma)^2 \mu_\sigma^y (du)} \right) \times \left( \int_{X^K} (f(u) - \bar{f}_\sigma)^2 \mu_\sigma^y (du) \right) + (\bar{f}_\sigma)^2 \\
\leq \| P_\sigma \|_{L_2}^2 \left( \int_{X^K} (f(u) - \bar{f}_\sigma)^2 \mu_\sigma^y (du) \right) + (\bar{f}_\sigma)^2 \\
= \| P_\sigma \|_{L_2}^2 \left( \int_{X^K} f(u)^2 \mu_\sigma^y (du) \right) \\
+ \left( 1 - \| P_\sigma \|_{L_2}^2 \right) (\bar{f}_\sigma)^2 \\
= \left( \int_{X^K} f(u)^2 \mu_\sigma^y (du) \right) - \left( \frac{1 - \| P_\sigma \|_{L_2}^2}{\gamma} \right) \\
\times \left( \frac{\Lambda_m}{2 \Lambda_m} \right) \leq 1 - \gamma \left( \frac{\Lambda_m}{2 \Lambda_m} \right) < 1 \quad \text{(by Proposition 4.4.2)}.
\]

Replacing Equation (4.19) into Equation (4.17), we get

\[
\| P^{(W)} \|^2_{L_2(X^K, \mu^y_W) \rightarrow L_2(X^K, \mu^y_W)} \\
\leq \sup_{f \in L^2} \left( \int_{X^K} f(u)^2 \mu^y_W (du) \right) - \frac{\gamma}{|S_K|} \sum_{\sigma \in S_K} \nabla \mu^y_W [f] \\
\leq 1 - \gamma \left( \frac{\Lambda_m}{2 \Lambda_m} \right) < 1 \quad \text{(by Proposition 4.4.2)}.
\]

Thus, \( P^{(W)} \) has an \( L_2(X^K, \mu^y_W) \) spectral gap. Once again, \( L_r(X^K, \mu^y_W) \)-geometric ergodicity (with \( r \in [1, \infty] \)) follows from Lemma 3.2.1 and the fact that \( P^{(W)} \) is \( \mu^y_W \)-reversible by Proposition 4.3.4.

\[ \square \]

Discussion and comparison to similar theoretical result

Theorems 4.4.1 and 4.4.2 state the existence of an \( L_2 \)-spectral gap, hence \( L_r \)-geometric ergodicity for both the UGPT and the WGPT algorithm. Their proof provides also a quantification of the \( L_2 \)-spectral gap in terms of the \( L_2 \)-spectral gap of each individual Markov operator \( P_k \). Such a bound is, however, not satisfactory as it does not use any information on the temperature and it just states that the \( L_2 \)-spectral gap of the UWPT and WGPT chain is not worse that the smallest \( L_2 \)-spectral gap among the individual chains (without swapping). This result is not sharp, as it can
be evidenced in the numerical section, where a substantial improvement in convergence is achieved by our methods.

Convergence results for the standard parallel tempering algorithm have been obtained in the works [114] and [171]. In particular, the work [114] has proved geometric ergodicity for the pairwise parallel tempering algorithm using the standard drift condition construction of [113]. It is unclear from that work which convergence rate is obtained for the whole algorithm. In comparison, our results are given in terms of spectral gaps. On the other hand, the work [171] presents conditions for rapid mixing of a particular type of parallel tempering algorithm, where the transition kernel is to be understood as a convex combination of such kernels, as opposed to our case, where it is to be understood as a tensorization. Their obtained results provide, for their setting, a better convergence rate than the one we obtained for the UGPT. We believe that their result can be extended to the UGPT algorithm, and this will be the focus of future work. On the other hand, the use of the ideas in [171] for the WGPT algorithm seems more problematic.

4.5 Numerical experiments

We now present four academic examples to illustrate the efficiency of both GPT algorithms discussed herein and compare them to the more traditional random walk Metropolis and standard PT algorithms. Notice that we compare the different algorithms in their simplest version that uses random walk Metropolis as a base transition kernel. The only exception is in Section 4.5.7, which presents a high-dimensional BIP for which the preconditioned Crank-Nicolson [32] is used as the base method in all algorithms instead of RWM. More advanced samplers, such as Adaptive metropolis [63, 64], or other transition kernels, could be used as well to replace RWM or pCN. Experiments 4.5.3, 4.5.4 and 4.5.5 were run in a Dell (R) Precision (TM) T3620 workstation with Intel(R) Core(TM) i7-7700 CPU with 32 GB of RAM. Numerical simulations in Section 4.5.3 and 4.5.5 were run on a single thread, while the numerical simulations in Section 4.5.4 were run on an embarrassingly parallel fashion over 8 threads using the Message Passing Interface (MPI) and the Python package MPI4py [38]. Lastly, experiments 4.5.6 and 4.5.7 were run on the Fidis cluster of the EPFL. The scripts used to generate the results presented in this section were written in Python 3.6, and can be found in DOI: 10.5281/zenodo.4736623

4.5.1 Implementation remarks

In most Bayesian inverse problems, particularly those dealing with large-scale computational models, the computational cost is dominated by the evaluation of the forward operator, which can be, for example, the numerical approximation of a possibly non-linear partial differential equation. In the case where all possible permutations are considered (i.e., \( S_K = \mathcal{S}_K \)), there are \( K! \) possible permutations of the states, the computation of the swapping ratio in the GPT algorithms can become prohibitively expensive if one is to evaluate \( K! \) forward models, even for moderate values of \( K \). This problem can be circumvented by storing the values \(- \log(\pi(y(u^k_N)))\), \( k = 1, \ldots, K \).
$n = 1, \ldots, N$, since the swapping ratio for GPT consists of permutations of these values, divided by the temperature parameters. Thus, “only” $K$ forward model evaluations need to be computed at each step and the swapping ratio can be computed at negligible cost for moderate values of $K$. There is, however, a clear trade-off between the choice of $K$ (which has a direct impact on the efficiency of the method), and the computational cost associated to (G)PT. Intuitively, a large $K$ would provide a better mixing, however, it requires a larger number of forward model evaluations, which tends to be costly. We remark that such a trade-off between efficiency and number of function evaluations is also present in some advanced MCMC methods, such as Hamiltonian Monte Carlo, where one needs to choose a number of time steps for the time integration (see, e.g., [12]). Furthermore, there is an additional constraint when choosing $S_K = \mathcal{S}_K$, and it is the permutation cost associated to computing $r^{(UW)}(u, \sigma)$ and $w^{(u)}(u)$. In particular, the computation of either of those quantities has a complexity of $K!$ thus, this cost will eventually surpass the cost of evaluating the forward model $K$ times. This is illustrated in Figure 4.1, where we plot the cost per sample of two different posteriors vs $K$. These posteriors are taken from the numerical examples in Sections 4.5.5 and 4.5.7. The posterior in Section 4.5.5 is rather inexpensive to evaluate, since one can compute the forward map $\mathcal{F}$ analytically (the difficulty associated to sampling from that posterior comes from its high multi-modality). On the contrary, evaluating the posterior in Section 4.5.7 requires numerically approximating the solution to a time-dependent, second-order PDE, and as such, evaluating such a posterior is costly. As we can see for $K \leq 6$, the computational cost in both cases is dominated by the forward model evaluation. Notice that for $K \leq 9$, the cost per sample from posterior (4.27) is dominated by the evaluation of the forward model.
Thus, for high values of $K$, it is advisable to only consider the union of properly chosen semi-groups $A, B$ of $\mathcal{S}_K$, with $A \cap B \neq \emptyset$, such that $A, B$ generates $\mathcal{S}_K$ (i.e., if the smallest semi-groups that contains $A$ and $B$ is $\mathcal{S}_K$ itself), and $|A \cup B| < |\mathcal{S}_K| = K!$, which is referred to as partial Infinite Swapping in the continuous case [49]. One particular way of choosing $A$ and $B$ is to consider, for example, $A$ to be the set of permutations that only permute the indices associated with relatively low temperatures while leaving the other indices unchanged, and $B$ as the set of permutations for the indices of relatively high temperatures, while leaving the other indices unchanged. Intuitively, swaps between temperatures that are, in a sense, “close” to each other tend to be chosen with a higher probability. We refer the reader to [49, Section 6.2] for a further discussion on this approach in the continuous-time setting. One additional idea would be to consider swapping schemes that, for example, only permute states between $\mu_i^y$ and $\mu_{i+1}^y, \mu_{i+2}^y, \ldots, \mu_{i+\ell}^y$ for some user-defined $\ell \geq 1$ and any given $i = 1, 2, \ldots, K - 1$. The intuition behind this choice also being that swaps between posteriors that are at close temperatures are more likely to occur than swaps between posteriors with a high temperature difference. We intend to explore this further in depth in future work.

We reiterate that the total number of temperatures $K$ depends heavily on the problem and the computational budget available [47, 163, 172] For the experiments considered in the work we chose $K = 4$ or $K = 5$, which provide an acceptable compromise between acceleration and cost.

**Remark 4.5.1:** It was brought to our attention during the private defense of this Thesis that in the case where $\mathcal{S}_K = \bar{\mathcal{S}}_K$ (i.e., when all $K!$ permutations of the set $\{1, 2, \ldots, K\}$ are considered), the (state-dependent) normalization term $\hat{Z}(u) := \sum_{\sigma \in \mathcal{S}_K} \pi^y(u_\sigma)$, can be computed with a much lower complexity than $O(K!)$. This can in turn, drastically reduce the computational cost associated to GPT for the case where $K$ is large and all possible permutations are considered. Indeed, given a matrix $A \in \mathbb{R}^{K \times K}$ with entries $A_{i,j}$, $i, j = 1, 2, \ldots, K$, we define its permanent $A \mapsto \text{Perm}(A)$ as

$$\text{Perm}(A) := \sum_{\sigma \in \mathcal{S}_K} \prod_{k=1}^{K} A_{k,\sigma(k)}.$$

Thus, it is easy to see that $\hat{Z}(u)$ is the permanent of the matrix $A(u) \in \mathbb{R}^{K \times K}$ with entries $A_{i,j} = \pi_i^y(u_j)$, $i, j = 1, \ldots, K$. It is shown in [7, 61, 146] that such an operation can be computed with complexity $O(2^{K-1}K)$. We intend to include such algorithms for the efficient computation of $\hat{Z}(u)$ in future work.

**4.5.2 Experimental setup**

We now present an experimental setup common to all the numerical examples presented in the following subsections. In particular, all the experiments presented in this work utilize a base method given by either RWM (for experiments 4.5.3 through 4.5.6) or pCN (used in experiment 4.5.7) for the Markov transition kernels $p$. Furthermore, we take $\mathcal{S}_K = \mathcal{S}_K$ for all experiments, where
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$K = 5$ for experiment 4.5.5 and $K = 4$ for the other 4 experiments. In addition, we follow the rule of thumb of [52] for the choice of temperatures, setting, for each experiment, $T_k = a^{k-1}$, $k = 1, \ldots, K$, for some positive constant $a > 1$. The particular choice of $a$ is problem-dependent and it is generally chosen so that $\mu^y_k$ becomes sufficiently simple to explore. For each experiment we implement 5 MCMC algorithms to sample from a given posterior $\mu^y = \mu^y_1$, namely, the base (untempered) method (either RWM or pCN), and such a method combined with the standard PT algorithm (PT) with $N_s = 1$, the PSDPT algorithm of [90], and both versions of GPT. For our setting, the tempered algorithms have a cost (in terms of number of likelihood evaluations) that is $K$ times larger than the base method. Thus, to obtain a fair comparison across all algorithms, we run the chain for the base method $K$ times longer. Lastly, given some problem-dependent quantity of interest $Q_oI$, we assess the efficiency of our proposed algorithms to compute the posterior expectation of $Q_oI$ by comparing the mean square error (experiments 4.5.3-4.5.5), for which the exact value of $E_{\mu^y}[Q_oI]$ is known, or the variance (experiments 4.5.6-4.5.7) of the ergodic estimator $\widehat{Q}_oI$ obtained over $N_{\text{runs}}$ independent runs of each algorithm.

### 4.5.3 Density concentrated over a quarter circle-shaped manifold

Let $\mu^y$ be a probability measure that has density $\pi^y$ with respect to the uniform Lebesgue measure on the unit square $\mu_{\text{pr}} = U([0, 1]^2)$ given by

$$
\pi^y(u) = \frac{1}{Z} \exp \left( -10000(u_1^2 + u_2^2 - 0.8^2)^2 \right) \mathbf{1}_{[0,1]^2},
$$

where $u = (u_1, u_2)$, $Z$ is the normalization constant, and $\mathbf{1}_{[0,1]^2}$ is the indicator function over the unit square. We remark that this example is not of particular interest per se; however, it can be used to illustrate some of the advantages of the algorithms discussed herein. The difficulty of sampling from such a distribution comes from the fact that its density is concentrated over a quarter circle-shaped manifold, as can be seen on the left-most plot in Figure 4.2. This in turn will imply that a single level RWM chain would need to take very small steps in order to properly explore such density.

We aim at estimating $\widehat{Q}_oI_i = E_{\mu^y}[u_i] \approx \widehat{u}_i$, for $i = 1, 2$. For the tempered algorithms (PT, PSDPT, UGPT, and WGPT), we consider $K = 4$ temperatures and choose $T_4 = 5000$, so that the tempered density $\pi^y_4$ becomes sufficiently simple to explore the target distribution. This gives $T_1 = 1, T_2 = 17.1, T_3 = 292.4, T_4 = 5000$. We compare the quality of our algorithms by examining the variance of the estimators $\widehat{u}_i, i = 1, 2$ computed over $N_{\text{runs}} = 100$ independent MCMC runs of each algorithm. For the tempered algorithms, each estimator is obtained by running the inversion experiment for $N = 25,000$ samples per run, discarding the first 20% of the samples (5000) as a burn-in. Accordingly, we run the single-chain random walk Metropolis algorithm for $N_{\text{RWM}} = KN = 100,000$ iterations, per run, and discard the first 20% of the samples obtained with the RWM algorithm (20,000) as a burn-in.
Figure 4.2: Tempered densities (with $T_1 = 1$, $T_2 = 17.1$, $T_3 = 292.4$, $T_4 = 5000$) for the density concentrated around a quarter circle-shaped manifold example. As we can see, the density becomes less concentrated as the temperature increases, which allows us to use RWM proposals with larger step sizes.
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The untempered RWM algorithm uses Gaussian proposals with covariance matrix \( \Sigma_{RWM} = \rho_1^2 I_{2 \times 2} \), where \( I_{2 \times 2} \) is the identity matrix in \( \mathbb{R}^{2 \times 2} \), and \( \rho_1^2 = 0.022 \) is chosen in order to obtain an acceptance rate of around 0.23. For the tempered algorithms (i.e., PT, PSDPT, and both versions of GPT), we use \( K = 4 \) RWM kernels \( p_k, k = 1, 2, 3, 4 \), with proposal density \( q_{prop,k}(u^n_k, \cdot) = N(u^n_k, \rho^2_k I_{2 \times 2}) \), where \( \rho_k \) is shown in Table 4.1. This choice of \( \rho_k \) gives an acceptance rate for each chain of around 0.23 (determined empirically). Notice that \( \rho_1 \) corresponds to the “step-size” of the single-temperature RWM algorithm.

<table>
<thead>
<tr>
<th>( k )</th>
<th>( \rho_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.022</td>
</tr>
<tr>
<td>2</td>
<td>0.090</td>
</tr>
<tr>
<td>3</td>
<td>0.310</td>
</tr>
<tr>
<td>4</td>
<td>0.650</td>
</tr>
</tbody>
</table>

Table 4.1: Step size of the RWM proposal distribution for the manifold experiment.

Experimental results for the ergodic run are shown in Table 4.2. We can see how both GPT algorithms provide a gain over RWM, PT and PSDPT algorithms, with the WGPT algorithm providing the largest gain. Scatter plots of the samples obtained with each method are presented in Figure 4.3. Here, the subplot titled “WGPT” (bottom row, middle) corresponds to weighted samples from \( \mu^W \), with weight \( \hat{w} \) as in (4.9), while the one titled “WGPT (inv)” (bottom row, right) corresponds to samples from \( \mu^W \) without any post-processing. Notice how the samples from the latter concentrates over a thicker manifold, which in turn makes the target density easier to explore when using state-dependent Markov transition kernels.

<table>
<thead>
<tr>
<th></th>
<th>( \hat{u}_1 )</th>
<th>( \hat{u}_2 )</th>
<th>( \hat{u}_1 )</th>
<th>( \hat{u}_2 )</th>
<th>( \text{MSE}_{RWM}/\text{MSE} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RWM</td>
<td>0.50996</td>
<td>0.50657</td>
<td>0.00253</td>
<td>0.00261</td>
<td>1.00</td>
</tr>
<tr>
<td>PT</td>
<td>0.50978</td>
<td>0.51241</td>
<td>0.00024</td>
<td>0.00021</td>
<td>10.7</td>
</tr>
<tr>
<td>PSDPT</td>
<td>0.50900</td>
<td>0.50956</td>
<td>0.00027</td>
<td>0.00026</td>
<td>9.53</td>
</tr>
<tr>
<td>UGPT</td>
<td>0.50986</td>
<td>0.50987</td>
<td>0.00016</td>
<td>0.00016</td>
<td>16.1</td>
</tr>
<tr>
<td>WGPT</td>
<td>0.51062</td>
<td>0.50838</td>
<td>0.00015</td>
<td>0.00014</td>
<td>16.9</td>
</tr>
</tbody>
</table>

Table 4.2: Results for the density concentrated around a circle-shaped manifold experiment. As we can see, both GPT algorithms provide an improvement over PT, PSDPT and RWM. The computational cost is comparable across all algorithms.

4.5.4 Multiple source elliptic BIP

We now consider a slightly more challenging problem, for which we try to recover the probability distribution of the location of a source term in a Poisson equation (Eq. (4.20)), based on some noisy measured data. Let \( (X, B(X), \mu_{pr}) \) be the measure space, set \( X = D := [0, 1]^2 \), with Lebesgue
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Figure 4.3: Scatter-plots of the samples from $\mu^y$ obtained with each algorithm on a single run. Top, from left to right: random walk Metropolis, PT and PSDPT. Bottom, from left to right: UGPT, WGPT (after re-weighting the samples), and WGPT, before re-weighting the samples.

(uniform) measure $\mu_{pr}$, and consider the following Poisson’s equation with homogeneous boundary conditions:

$$\begin{cases} -\Delta v(x, u) = f(x, u), & x \in D, \quad u \in X, \\ v(x, u) = 0, & x \in \partial D. \end{cases} \quad (4.20)$$

Such equation can model, for example, the electrostatic potential $v := v(x, u)$ generated by a charge density $f(x, u)$ depending on an uncertain location parameter $u \in X$. Data $y$ is recorded on an array of $64 \times 64$ equally-spaced points in $D$ by solving (4.20) with a forcing term given by

$$f(x) = \sum_{i=1}^{4} e^{-1000[(x_1-s^{(i)}_1)^2+(x_2-s^{(i)}_2)^2]}, \quad (4.21)$$

where the true source locations $s^{(i)}$, $i = 1, 2, 3, 4$, are given by $s^{(1)} = (0.2, 0.2)$, $s^{(2)} = (0.2, 0.8)$, $s^{(3)} = (0.8, 0.2)$, and $s^{(4)} = (0.8, 0.8)$. Such data is assumed to be polluted by an additive Gaussian noise with distribution $N(0, \eta^2 I_{64 \times 64})$, with $\eta = 3.2 \times 10^{-6}$, (which
corresponds to a 1% noise) and where $I_{64 \times 64}$ is the 64-dimensional identity matrix. Thus, we set $(Y, \| \cdot \|_Y) = (\mathbb{R}^{64 \times 64}, \| \cdot \|_2)$, with $\| A \| = (64\eta)^{-2} \| A \|_F^2$, for some arbitrary matrix $A \in \mathbb{R}^{64 \times 64}$, where $\| \cdot \|_F$ is the Frobenius norm. We assume a misspecified model where we only consider a single source in Eq. (4.21). That is, we construct our forward operator $\mathcal{F} : X \mapsto Y$ by solving (4.20) with a source term given by

$$f(x, u) = e^{-1000((x_1-u_1)^2+(x_2-u_2)^2)}, \quad (4.22)$$

In this particular setting, this leads to a posterior distribution with four modes since the prior density is uniform in the domain and the likelihood has a local maximum whenever $(u_1, u_2) = (s_1^{(i)}, s_2^{(i)})$, $i = 1, 2, 3, 4$. The Bayesian inverse problem at hand can be understood as sampling from the posterior measure $\mu_y$, which has a density with respect to the prior $\mu_{pr} = \mathcal{U}(\bar{D})$ given by

$$\pi_y(u) = \frac{1}{Z} \exp \left( -\frac{1}{2} \| y - \mathcal{F}(u) \|_2^2 \right),$$

for some (intractable) normalization constant $Z$ as in (2.7). We remark that the solution to (4.20) with a forcing term of the form of (4.22) is approximated using a second-order accurate finite difference approximation with grid-size $h = 1/64$ on each spatial component.

The difficulty in sampling from the current BIP arises from the fact that the resulting posterior $\mu_y$ is multi-modal and the number of modes is not known a priori (see Figure 4.4). We follow a similar experimental setup to the previous example, and aim at estimating $\hat{Q}_{oi} = \mathbb{E}_{\mu_y}[u_i] \approx \hat{u}_i$, for $i = 1, 2$. We use $K = 4$ temperatures and $N_{\text{runs}} = 100$. For the PT, PSDPT, and GPT algorithms, four different temperatures are used, with $T_1 = 1$, $T_2 = 7.36$, $T_3 = 54.28$, and $T_4 = 400$. For each run, we obtain $N = 25,000$ samples with the PT, PSDPT, and both GPT algorithms, and $N = 100,000$ samples with RWM, discarding the first 20% of the samples in both cases (5000, 20000, respectively) as a burn-in. On each of the tempered chains, we use RWM proposals, with step-sizes shown in table 4.3. This choice of step size provides an acceptance rate of about 0.24 across all tempered chains and all tempered algorithms. For the single-temperature RWM run, we choose a larger step size ($\rho_{\text{RWM}} = 0.16$) so that the RWM algorithm is able to explore the whole distribution. Such a choice, however, provides a smaller acceptance rate of about 0.01 for the single-chain RWM.

Experimental results are shown in Table 4.4. Once again, we can see how both GPT algorithms provide a gain over RWM and both variations of the PT algorithm, with the WGPT algorithm providing a larger gain. Scatter-plots of the obtained samples are shown in Figure 4.4.
Figure 4.4: True tempered densities for the elliptic BIP example. Notice that the density is not symmetric, due to the additional random noise.
Figure 4.5: Scatterplots of the samples from $\mu^\Psi$ obtained with different algorithms on a single run. Top, from left to right: random walk Metropolis, PT and PSDPT. Bottom, from left to right: UGPT, WGPT (after re-weighting the samples), and WGPT, before re-weighting the samples. As we can see, WGPT (before re-weighting) is able to "connect" the parameter space.
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<table>
<thead>
<tr>
<th>(k)</th>
<th>(k = 1)</th>
<th>(k = 2)</th>
<th>(k = 3)</th>
<th>(k = 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho_{k, \text{Tempered}})</td>
<td>0.030</td>
<td>0.100</td>
<td>0.400</td>
<td>0.600</td>
</tr>
<tr>
<td>(\rho_{k, \text{RWM}})</td>
<td>0.160</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.3: Step size of the RWM proposal distribution for the elliptic BIP experiment.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>MSE</th>
<th>MSE_{RWM}/MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(u_1)</td>
<td>(u_2)</td>
<td>(u_1)</td>
<td>(u_2)</td>
</tr>
<tr>
<td>RWM</td>
<td>0.48509</td>
<td>0.51867</td>
<td>0.00986</td>
</tr>
<tr>
<td>PT</td>
<td>0.48731</td>
<td>0.50758</td>
<td>0.00042</td>
</tr>
<tr>
<td>PSDPT</td>
<td>0.48401</td>
<td>0.50542</td>
<td>0.00079</td>
</tr>
<tr>
<td>UGPT</td>
<td>0.48624</td>
<td>0.50620</td>
<td>0.00038</td>
</tr>
<tr>
<td>WGPT</td>
<td>0.48617</td>
<td>0.50554</td>
<td>0.00025</td>
</tr>
</tbody>
</table>

Table 4.4: Results for the elliptic BIP problem. The computational cost is comparable across all algorithms, given that the cost of each iteration is dominated by the cost of solving the underlying PDE.

4.5.5 1D wave source inversion

We consider a small variation of example 5.1 in [115]. Let \((X, \mathcal{B}(X), \mu_{pr})\) be a measure space, with \(X = [-5, 5]\) and uniform (Lebesgue) measure \(\mu_{pr}\), and let \(I = (0, T]\) be a time interval. Consider the following Cauchy problem for the 1D wave equation:

\[
\begin{align*}
  v_{tt}(x, t, u) - v_{xx}(x, t, u) &= 0, \quad (x, t, u) \in \mathbb{R} \times I \times X, \\
  v(x, 0, u) &= h(x, u), \quad (x, t, u) \in \mathbb{R} \times \{0\} \times X, \\
  v_t(x, 0, u) &= 0, \quad (x, t, u) \in \mathbb{R} \times \{0\} \times X.
\end{align*}
\]  

(4.23)

Here, \(h(x, u)\) acts as a source term generating an initial wave pulse. Notice that Equation (4.23) can be easily solved using d’Alembert’s formula, namely

\[
v(x, t, u) = \frac{1}{2} \left( h(x - t, u) + h(x + t, u) \right).
\]

Synthetic data \(y\) is generated by solving Equation (4.23) with initial data

\[
h(x, u_1, u_2) = \frac{1}{2} \left( e^{-100(x-u_1-0.5)^2} + e^{-100(x-u_1)^2} + e^{-100(x-u_2-0.5)^2} + e^{-100(x-u_2)^2} + e^{-100(x-u_1+0.5)^2} + e^{-100(x-u_2+0.5)^2} \right),
\]

with \(u_1 = -3, u_2 = 3\) and observed at \(N_R = 11\) equally-spaced receiver locations between \(R_1 = -5\) and \(R_2 = 5\) on \(N_T = 1000\) time instants between \(t = 0\) and \(T = 5\). The signal
recorded by each receiver is assumed to be polluted by additive Gaussian noise $\mathcal{N}(0, \eta^2 I_{1000 \times 1000})$, with $\eta = 0.01$, which corresponds to roughly 1% noise. We set $(Y, \|\|_Y) = (\mathbb{R}^{11 \times 1000}, \|\|_\Sigma)$, with

$$\|A\|_\Sigma^2 = (\sqrt{NR}\eta)^{-2} \sum_{i=1}^{NR} \sum_{j=1}^{NT} A_{i,j}^2,$$

$A \in \mathbb{R}^{11 \times 1000}$. Once again, we assume a misspecified model where we construct our forward operator $\mathcal{F} : X \mapsto Y$ by solving (4.23) with a source term given by

$$h(x, u) = \left( e^{-100(x-u-0.5)^2} + e^{-100(x-u)^2} + e^{-100(x-u+0.5)^2} \right).$$

The Bayesian inverse problem at hand can be understood as sampling from the posterior measure $\mu_y$, which has a density with respect to the prior $\mu_{pr} = \mathcal{U}([-5, 5])$ given by

$$\pi_y(u) = \frac{1}{Z} \exp \left( -\frac{1}{2} \|y - \mathcal{F}(u)\|_\Sigma^2 \right)$$
$$= \frac{1}{Z} \exp (-\Phi(u; y)), \quad (4.24)$$

for some (intractable) normalization constant $Z$ as in (2.7). The difficulty in solving this BIP comes from the high multi-modality of the potential $\Phi(u; y)$, as it can be seen in Figure 4.6. This shape of $\Phi(u; y)$ makes the posterior difficult to explore using local proposals.

In this case, we consider $K = 5$, and set $T_1 = 1$, $T_2 = 5$, $T_3 = 25$, $T_4 = 125$ and $T_5 = 625$. Notice that from Figure 4.1, the computational cost per sample is dominated by the evaluation of (4.24) for values of $K \leq 6$. Once again, we obtain $N = 25,000$ samples with the PT, PSDPT, and both GPT algorithms, and $N = 125,000$ samples with RWM, discarding the first 20% of the samples in both cases (5000, 25000, respectively) as a burn-in. On each of the tempered chains, we use RWM proposals, with step-sizes shown in table 4.5. This choice of step size provides an acceptance rate of about 0.4 across all tempered chains and all tempered algorithms. The choice
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of step-size for the RWM algorithm is done in such a way that it can "jump" modes, which are at
distance of roughly 1/2.

We consider \( Q_{\text{OI}} = u \) as a quantity of interest. Experimental results are shown in Table 4.6. Once
again, we can see how both GPT algorithms provide a gain over RWM and both variations of
the PT algorithm, with the WGPT algorithm providing the largest gain. Notice that, given the
high multi-modality of the posterior at hand, the simple RWM algorithm is not well-suited for this
type of distribution, as it can be seen from its large variance; this suggests that the RWM usually
gets "stuck" at one mode of the posterior. Notice that, intuitively, due to the symmetric nature of
the potential, one would expect the true mean of \( u \) to be close to 0. This value was computed by
means of numerical integration and is given by \( \mathbb{E}_{\mu}[u] = 0.08211 \).

<table>
<thead>
<tr>
<th>( k )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_{k, \text{Tempered}} )</td>
<td>0.02</td>
<td>0.05</td>
<td>0.10</td>
<td>0.50</td>
<td>2.0</td>
</tr>
<tr>
<td>( \rho_{k, \text{RWM}} )</td>
<td>0.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.5: Step size of the RWM proposal distribution for the Cauchy BIP experiment.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>MSE</th>
<th>MSE_{\text{RWM}}/\text{MSE}</th>
</tr>
</thead>
<tbody>
<tr>
<td>RWM</td>
<td>-0.10120</td>
<td>9.36709</td>
<td>1.000</td>
</tr>
<tr>
<td>PT</td>
<td>0.05118</td>
<td>0.03681</td>
<td>254.5</td>
</tr>
<tr>
<td>PSDPT</td>
<td>0.15840</td>
<td>0.21701</td>
<td>43.20</td>
</tr>
<tr>
<td>UGPT</td>
<td>0.08976</td>
<td>0.03032</td>
<td>308.9</td>
</tr>
<tr>
<td>WGPT</td>
<td>0.06149</td>
<td>0.02518</td>
<td>372.0</td>
</tr>
</tbody>
</table>

Table 4.6: Results for the 1D Cauchy BIP problem. The computational cost is comparable across all
algorithms.

4.5.6 Acoustic wave source inversion

We consider a more challenging problem, for which we try to recover the probability distribution
of the spatial location of a (point-like) source term, together with the material properties of the
medium, on an acoustic wave equation (see Eq. (4.25) below), based on some noisy measured data.

We begin by describing the mathematical model of such wave phenomena. Let \((\mathcal{X}, \mathcal{B}(\mathcal{X}), \mu_{\text{pr}})\)
be the measure space, with Lebesgue (uniform) measure \( \mu_{\text{pr}} \), set \( D := [0, 3] \times [0, 2] \), \( \partial D =\)
\( \Gamma_N \cup \Gamma_{\text{Abs}}, \Gamma_N \cap \Gamma_{\text{Abs}} = 0, |\Gamma_N|, |\Gamma_{\text{Abs}}| > 0 \), and define \( \mathcal{X} = D \times X_\alpha \times X_\beta \), where \( X_\alpha = [6, 14], X_\beta = [4500, 5500] \). Here, we are considering a rectangular spatial domain \( D \), with the
top boundary denoted by \( \Gamma_N \) and the side and bottom boundaries denoted by \( \Gamma_{\text{Abs}} \). Lastly, let
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Consider the following acoustic wave equation with absorbing boundary conditions:

\[
\begin{align*}
\alpha^2 v_{tt} - \nabla \cdot (\beta^2 \nabla u) &= f, \quad \text{in } D \times (0, T) \times X, \\
v &= v_t = 0, \quad \text{in } D \times \{0\} \times X, \\
\beta^2 \nabla v \cdot \hat{n} &= 0, \quad \text{on } \Gamma_N \times (0, T) \times X, \\
\beta^2 \nabla v \cdot \hat{n} &= -\alpha \beta v_t, \quad \text{on } \Gamma_{Abs} \times (0, T) \times X,
\end{align*}
\]

(4.25)

where \( u = v(x, t, u) \), and \( f = f(x, t, u) \). Here the boundary condition on the top boundary \( \Gamma_N \) corresponds to a Neumann boundary condition, while the boundary condition on \( \Gamma_{Abs} \) corresponds to the so-called absorbing boundary condition, a type of artificial boundary condition used to minimize reflection of wave hitting the boundary. Data \( y \in Y \) is obtained by solving Equation (4.25) with a force term given by

\[
f(x, t, u) = 10^{11} e^{-\frac{1}{2} \pi^2 \left[ (x_1 - s_1)^2 + (x_2 - s_2)^2 \right]} \times (1 - 2 \cdot 1000 \pi^2 t^2) e^{-2 \cdot 1000 \pi^2 t^2},
\]

(4.26)

with a true set of parameters \( X \ni u^* := (s_1, s_2, \alpha, \beta) \) given by \( s_1 = 1.5, s_2 = 1.0, \alpha = 10, \beta = 5000 \), and observed on \( N_R = 3 \) different receiver locations \( R_1 = (1.0, 2.0), R_2 = (1.5, 2.0), R_3 = (2.0, 2.0) \) at \( N_T = 117 \) equally-spaced time instants between \( t = 0 \) and \( t = 0.004 \). In physical terms, the parameters \( s_1, s_2 \) represent the source location, while the parameters \( \alpha, \beta \) are related to the material properties of the medium. Notice that, on a slight abuse of notation, we have used the symbol \( \pi \) to represent the number 3.14159... in equation (4.26) and it should not be confused with the symbol for density. The data measured by each receiver is polluted by additive Gaussian noise \( \mathcal{N}(0, \eta^2 I_{117 \times 117}) \), with \( \eta = 0.013 \), which corresponds to roughly a 2% noise. Thus, we have that \( (Y, \|\cdot\|_Y) = (\mathbb{R}^{3 \times 117}, \|\cdot\|_\Sigma) \) where \( \|A\|_\Sigma := (\sqrt{N_R \eta})^{-2} \sum_{j=1}^{N_R} \sum_{j=0}^{N_T} A_{i,j}^2 \). Thus, the forward mapping operator \( F : X \mapsto Y \) can be understood as the numerical solution of Equation (4.25) evaluated at 117 discrete time instants at each of the 3 receiver locations. Such a numerical approximation is obtained by the finite element method using piece-wise linear elements and the time stepping is done using a Forward Euler scheme with sufficiently small time-steps to respect the so-called Courant-Friedrichs-Lewy condition [134]. This numerical solution is implemented using the Python library FEniCS [101], using \( 40 \times 40 \) triangular elements. The Bayesian inverse problem at hand can thus be understood as sampling from the posterior measure \( \mu^y \), which has a density with respect to the prior \( \mu_{pr} = \mathcal{U}(X) \) given by

\[
\pi^y(u) = \frac{1}{Z} \exp \left( -\frac{1}{2} \| y - F(u) \|_\Sigma^2 \right).
\]
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The previous BIP presents two difficulties; on the one hand, Equation (4.25) is, typically, expensive to solve, which in turn translates into expensive evaluations of the posterior density. On the other, the log-likelihood has an extremely complicated structure, which in turn makes its exploration difficult. This can be seen in Figure 4.7, where we plot of the log-likelihood for different source locations \((s_1, s_2)\) and for fixed values of the material properties \(\alpha = 10, \beta = 5000\). More precisely, we plot \(\tilde{\Phi}((s_1, s_2); y) := -\frac{1}{2} \| y - \mathcal{F}(s_1, s_2, 10, 5000) \|^2_{\Sigma}\) on a grid of 100 \(\times\) 100 equally spaced points \((s_1, s_2)\) in \(D\). It can be seen that, even though the log-likelihood has a clear peak around the true value of \((s_1, s_2)\), there are also regions of relatively high concentration of log-probability, surrounded by regions with a significantly smaller log-probability, making it a suitable problem for our setting.

Following the same set-up of previous experiments, we aim at estimating \(\hat{\text{QoI}}_i = \mathbb{E}_{\mu_y}[u_i] \approx \hat{u}_i\), for \(i = 1, 2\). Once again, we consider \(K = 4\) temperatures for the tempered algorithms (PT, PSDPT, UGPT, and WGPT), and set temperatures to \(T_1 = 1, T_2 = 7.36, T_3 = 54.28, T_4 = 400\). We compare the quality of our algorithms by examining the variance of the estimators \(\hat{u}_i, i = 1, 2\) computed over \(N_{\text{runs}} = 50\) independent MCMC runs of each algorithm. For each run, we run the tempered algorithms obtaining \(N = 7,000\) samples, discarding the first 20\% of the samples (1400) as a burn-in. For the RWM algorithm, we run the inversion experiment for \(N_{\text{RWM}} = KN = 28,000\) iterations, and discard the first 20\% of the samples obtained (5600) as a burn-in.

Each individual chain is constructed using Gaussian RWM proposals \(q_{\text{prop}, k}(u^n_k, \cdot) = \mathcal{N}(u^n_k, C_k)\), \(k = 1, 2, 3, 4\), with covariance \(C_k\) described in Table 4.7. The covariance is tuned in such a way that the acceptance rate of each chain is around 0.2. The variance of the estimators obtained with each method is presented in Table 4.8. Once again, our GPT algorithms outperform all other tested methods for this particular setting. In particular, our methods provide huge computational

Figure 4.7: Plot of the log-likelihood for different values of \(s_1, s_2\) and fixed values of \(\alpha = 10\) and \(\beta = 5000\). The magenta points represent the receiver locations \(R_1, R_2, R_3\). The black point represents the true location of the source \((s_1, s_2) = (1.5, 1.0)\).
gains when compared to RWM and the PSDPT algorithm of [90], as well as some moderate computational gains when compared to the standard PT.

\[
\begin{align*}
C^{1/2}_{k, \text{Tempered}} & = \text{Diag}(0.01, 0.01, 0.2, 5) \\
C^{1/2}_{k, \text{RWM}} & = \text{Diag}(0.02, 0.02, 0.2, 5)
\end{align*}
\]

Table 4.7: Step size of the RWM proposal distribution for the acoustic BIP experiment. Here \( \text{Diag}(d_1, d_2, \ldots, d_N) \) is to be understood as the \( N \times N \) diagonal matrix with entries \( d_1, d_2, \ldots, d_N \).

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Var</th>
<th>( \text{Var}_{\text{RWM}}/\text{Var} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( s_1 )</td>
<td>( s_2 )</td>
<td>( s_1 )</td>
</tr>
<tr>
<td>RWM</td>
<td>1.33801</td>
<td>1.54293</td>
<td>( 9.86 \times 10^{-1} )</td>
</tr>
<tr>
<td>PT</td>
<td>1.50121</td>
<td>1.00829</td>
<td>( 6.61 \times 10^{-6} )</td>
</tr>
<tr>
<td>PSDPT</td>
<td>1.39775</td>
<td>1.23119</td>
<td>( 2.48 \times 10^{-1} )</td>
</tr>
<tr>
<td>UGPT</td>
<td>1.50177</td>
<td>1.00711</td>
<td>( 2.72 \times 10^{-6} )</td>
</tr>
<tr>
<td>WGPT</td>
<td>1.50174</td>
<td>1.00601</td>
<td>( 2.08 \times 10^{-6} )</td>
</tr>
</tbody>
</table>

Table 4.8: Results for the acoustic BIP problem. Once again, we can see that both GPT algorithm provide an improvement over RWM, PT and PSDPT. The computational cost is comparable across all algorithms, given that the cost of each iteration is dominated by the cost of solving the underlying PDE.

### 4.5.7 High-dimensional acoustic wave inversion

Lastly, we present a high-dimensional example for which we try to invert for the material properties \( \beta^2 \) in (4.25). For simplicity, we will consider fixed values of \( \alpha = 1, s_1 = 1.5, \) and \( s_2 = 1 \). In this case, we set \( \beta^2 = 10 + \hat{\beta}^2(x) \), where \( \hat{\beta}(x) \) is taken to be a realization of a random field discretized on a mesh of \( N_x \times N_y \) triangular elements. This modeling choice ensures that \( \beta^2 \) is lower bounded. In this case, we will invert for the nodal values of (the finite element discretization of) \( \hat{\beta} \), which will naturally result in a high-dimensional problem. We remark that one is usually interested in including the randomness in \( \beta^2 \), instead of \( \hat{\beta} \); however, we purposely choose to do so to induce an explicitly multi-modal posterior, and as such, to better illustrate the advantages of our proposed methods when sampling from these types of distributions.

We begin by formalizing the finite-element discretization of the parameter space (see e.g., [24] for a more detailed discussion).
Let $D = [0, 3] \times [0, 2]$, denote the physical space of the problem and let $V_h$ be a finite-dimensional subspace of $L_2(D)$ arising from a given finite element discretization. We write the finite element approximation $\beta_h \in V_h$ of $\beta$ as

$$\hat{\beta}(x) \approx \beta_h(x) = \sum_{n=1}^{N_v} b_n \phi_n(x),$$

where $\{\phi\}_{n=1}^{N_v}$ are the Lagrange basis functions corresponding to the nodal points $\{x_n\}_{n=1}^{N_v}$, $(b_1, \ldots, b_{N_v})^T =: u \in \mathbb{R}^{N_v}$ is the set of nodal parameters and $N_v$ corresponds to the number of vertices used in the FE discretization. Thus, the problem of inferring the distribution of $\beta$ given some data $y$, can be understood as inferring the distribution of $u$ given $y$. For our particular case, we will discretize $D$ using $28 \times 28$ (non-overlapping) piece-wise linear finite elements, which results in $N_v = 841$ and as such $X = \mathbb{R}^{841}$. We consider a Gaussian prior $\mu_{pr, \infty} = \mathcal{N}(0, A^{-2})$ (c.f Section 2.2.1), where $A$ is a differential operator acting on $L_2(D)$ of the form

$$A := -a \nabla \cdot (H \nabla) + d I, \quad a, d > 0,$$

together with Robin boundary conditions $\nabla(\cdot) \cdot \tilde{n} + \sqrt{a d}(\cdot) = 0$, where, following [164], $H$ is taken of the form

$$H := \begin{pmatrix} e_1 \sin^2(\ell) + e_2 \cos^2(\ell) & (e_1 - e_2) \sin(\ell) \cos(\ell) \\ (e_1 - e_2) \sin(\ell) \cos(\ell) & e_1 \cos^2(\ell) + e_2 \sin^2(\ell) \end{pmatrix}.$$

Here $H$ models the spatial anisotropy of a Gaussian Random field sampled from $\mu_{pr, \infty}$. It is known that for a two-dimensional (spatial) space, the covariance operator $A^{-2}$ is symmetric and trace-class [24], and as such, the (infinite-dimensional) prior measure is well-defined. Thus, we set

$$\beta(x) \sim \mu_{pr, \infty},$$

which in turn induces the discretized prior:

$$\hat{\beta}(x) \sim \mu_{pr} := \mathcal{N}(0, A_h^{-2}),$$

where $A_h^{-2}$ is a finite-element approximation of $A$ using $28 \times 28$ (non-overlapping) piece-wise linear finite elements. Samples from $\mu_{pr}$ are obtained using the FEniCS package [101] and the hIPPYlib library [164]. We follow an approach similar to our previous example. We collect data $y \in Y$ by solving Equation (4.25) with a force term given by (4.26) and a true field $\hat{\beta}_h \sim \mu_{pr}$. For $a = 0.1$, $d = 0.5$, $\ell = \pi^9/4$, $e_1 = 2$ and $e_2 = 0.5$. Such a realization of $\beta$ is shown in Figure 4.8.

Furthermore, data is observed at $N_R = 5$ different receiver locations $R_1 = (1.0, 2.0)$, $R_2 = (1.25, 2.0)$, $R_3 = (1.5, 2.0)$, $R_4 = (1.75, 2.0)$, and $R_5 = (2.0, 2.0)$ at $N_T = 600$ equally-
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spaced time instants between \( t = 0 \) and \( t = 0.6 \). The data measured by each receiver is polluted by an (independent) additive Gaussian noise \( \eta \sim \mathcal{N}(0, \sigma^2_{\text{noise}}) \), with \( \sigma = 0.021 \), which corresponds to roughly a 0.5\% noise. Thus, we have that \( (Y, \| \cdot \|_Y) = (\mathbb{R}^{5 \times 600}, \| \cdot \|_\Sigma) \). Similarly as in Section 4.5.6, the forward mapping operator \( \mathcal{F} : X \mapsto Y \) can be understood as the numerical solution of Equation (4.25) evaluated at 600 discrete time instants at each of the 5 receiver locations. Numerical implementation follows a similar set-up as in Section 4.5.6, however, for simplicity, we use \( 28 \times 28 \) triangular elements to approximate the forward operator \( \mathcal{F} \). The Bayesian inverse problem at hand can thus be understood as sampling from the posterior measure \( \mu_y \), which has a Radon-Nikodym derivative with respect to the prior \( \mu_{\text{pr}} \) given by

\[
\pi_y(u) = \frac{d\mu_y}{d\mu_{\text{pr}}}(u) = \frac{1}{Z} \exp\left(-\frac{1}{2} \|y - \mathcal{F}(u)\|_\Sigma^2\right). \tag{4.27}
\]

The previous BIP has several difficulties; clearly, it is a high-dimensional posterior. Furthermore, just as in the previous example, the underlying mathematical model for the forward operator is a costly time-dependent PDE. Lastly, by choosing to invert for \( \hat{\beta} \sim \mu_{\text{pr}} \) (instead of \( \beta^2 \)), and since \( \mu_{\text{pr}} \) is centered at zero, we induce a multi-modal posterior, indeed, if the posterior concentrates around \( \hat{\beta}^* \) it will also have peaks at any other \( \hat{\beta}^j \) obtained by flipping the sign of \( \hat{\beta}^* \) in a concentrated region separated by the zero level set of \( \hat{\beta}^* \) (we identify 7 regions in Figure 4.8). This can be seen in Figure 4.9, where we plot 4 samples from \( \mu \). Notice the change in sign between some regions. Lastly, as a quantities of interest, we will consider \( \text{QoI}_1 = \int_D \exp(\hat{\beta}(x)) \, dx \) and \( \text{QoI}_2 = \exp(\hat{\beta}(1.5, 1)) \). We remark that, although these quantities of interest do not have any meaningful physical interpretation, they are, however, affected by the multi-modality of the posterior, and as such, well suited to exemplify the capabilities of our method.

Given the high-dimensionality of the posterior, we present a slightly different experimental setup in order to estimate \( \mathbb{E}_\mu[\text{QoI}_i] \approx \text{QoI}_i, \quad i = 1, 2 \). In particular, we will use the preconditioned

Figure 4.8: True field \( \beta(x) \). Notice the anisotropy on the field. The magenta points represent the receiver locations. The black line represents the zero-level set of the field.
Crank-Nicolson (pCN) as a base method, instead of RWM, for the transition kernel \( p \). We compare the quality of our algorithms by examining the variance of the estimators \( \hat{Q}_{oI} \) computed over \( N_{\text{runs}} = 50 \) independent MCMC runs of each algorithm, with \( K = 4 \) temperatures for the tempered algorithms given by \( T_1 = 1, T_2 = 4.57, T_3 = 20.89, T_4 = 100 \). For the tempered algorithms, each estimator is obtained by running the inversion experiment for \( N = 4,800 \) samples, discarding the first 20% of the samples (800) as a burn-in. For the untempered pCN algorithm, we run the inversion experiment for \( N_{\text{pCN}} = KN = 19,200 \) iterations, and discard the first 20% of the samples obtained (3840) as a burn-in.

Each individual chain is constructed using pCN proposals \( q_{\text{prop},k}(u^n_k, \cdot) = \mathcal{N}(\sqrt{1 - \rho_k^2 u^n_k}, \rho_k^2 A^{-2} h) \), \( k = 1, 2, 3, 4 \), with \( \rho_k \) described in Table 4.9. The simple, un-tempered pCN algorithm is run with a step size given by \( \rho = \rho_1 \). The values of \( \rho_k \) are tuned in such a way that the acceptance rate of each chain is around 0.3 and are reported in Table 4.9. The variance of the estimators obtained with each method is presented in Table 4.10. Once again, even for this high-dimensional, highly multi-modal case, our proposed methods perform considerably better than the other algorithms.

<table>
<thead>
<tr>
<th>( k )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_k )</td>
<td>0.1</td>
<td>0.2</td>
<td>0.4</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 4.9: Values of \( \rho_k \) for the pCN kernel for the high-dimensional wave inversion problem.

### 4.5.8 Application to a (semi-)realistic seismic source inversion problem: Tanzania case study

Lastly, we conclude this chapter by applying our WGPT algorithm to the solution of a BIP arising in seismic source inversion. Given some noise-polluted data recorded at three different locations, we are interested in obtaining the probability distribution for the source location of an earthquake.
4.5 Numerical experiments

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Var</th>
<th>Var_{pCN}/Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>pCN</td>
<td>8.8665</td>
<td>1.5255</td>
<td>0.6029</td>
</tr>
<tr>
<td>PT +pCN</td>
<td>8.7710</td>
<td>1.5311</td>
<td>0.1380</td>
</tr>
<tr>
<td>PSDPT +pCN</td>
<td>8.5546</td>
<td>1.4453</td>
<td>0.2666</td>
</tr>
<tr>
<td>UGPT +pCN</td>
<td>8.7983</td>
<td>1.4614</td>
<td>0.1051</td>
</tr>
<tr>
<td>WGPT +pCN</td>
<td>8.6464</td>
<td>1.4643</td>
<td>0.1016</td>
</tr>
</tbody>
</table>

Table 4.10: Results for the high-dimensional acoustic BIP problem. As for the previous examples, the computational cost is comparable across all algorithms.

given that the material properties of the medium are also unknown. Such an experiment is a computational model of an earthquake that took place on the Tanzania basin on the 12th of October 2016 at 1:31:53. Given the source-receiver configuration, this seismic source inversion problem can be well-approximated by a two-dimensional model (c.f. Figure 4.10). We consider a rectangular domain \( \bar{D} = [0, 145000] \times [0, 87000] \text{m}^2 \), together with a time interval \( I = [0, T] \) \( T = 17s \). We will model the seismic event as an elastic wave equation (c.f. Equation (1.4)), that we restate here for convenience. Given some Banach space \( X \) (that we will define shortly), the forward model of the wave phenomena reads as find a displacement field \( w : I \times D \times X \rightarrow \mathbb{R}^2 \) such that:

\[
\begin{align*}
\rho(x,u)w_{tt}(t,x,u) - \nabla \cdot \sigma(x,u,w) &= -M \cdot \nabla \delta(x-u_s)S(t), \quad \text{for } (t,x,u) \in I \times D \times X \\
w(0,x,u) &= 0, \quad w_t(0,x,u) = 0, \quad \text{for } \{t = 0\}, \quad (x,u) \in I \times D \times X,
\end{align*}
\]

where

\[
\sigma(x,u,w) = \lambda(x,u) \nabla \cdot wI + m(x,u)(\nabla w + (\nabla w)^T),
\]

\[
S(t) = \frac{3f_0}{2\pi} \exp\left(-\frac{2f_0^2(t+t_0)^2}{2}\right), \quad t_0 = -0.6s, \quad f_0 = 2Hz,
\]

\[
M = \begin{pmatrix} 5.5895 \times 10^{13} & 7.9762 \times 10^{13} \\ 7.9762 \times 10^{13} & -2.5698 \times 10^{14} \end{pmatrix},
\]

together with Neumann Boundary conditions at the surface of the domain, and with perfectly matched layers (a kind of absorbing boundary conditions) on the side and lower boundary, to simulate the propagation of the wave through a “infinite”, layered medium on those directions. Here, \( \rho(x,u) \), represents the density of the material, \( \lambda(x,u), m(x,u) \) represent the Lamé parameters, and the forcing term models an explosion centered at \( u_s \in X \). We write the material properties
Figure 4.10: (Top). Aerial view of the source-receiver geometry. Receivers are denoted in red and source location is in blue. Figure reproduced from [4], with permission from the publisher (Springer Nature). (Bottom). Depiction of the computational domain of the Tanzania test-case. Blue represents the PML.

\[(\rho, \lambda, \mu)\] of the earth in terms of its density, compressional \(V_p\) and shear wave \(V_s\) velocities, given by

\[
V_p(x, u) = \sqrt{\frac{\lambda(x, u) + 2m(x, u)}{\rho(x, u)}}, \quad V_s(x, u) = \sqrt{\frac{m(x, u)}{\rho(x, u)}}.
\]

We make the following simplifying assumptions:

1. The number of layers (7) and their depth are known beforehand.
2. The material properties \((\rho, V_p, V_s)\) are constant on each layer.
3. The Moment tensor \(M\) is known.

These assumptions can be justified by known models for the structure of the Earth (see, e.g., [51]), and were discussed in collaboration with the Computational Earthquake Seismology group from the King Abdullah University of Science and Technology (KAUST), lead by Prof. Martin Mai.
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Such assumptions drastically reduce the number of unknown parameters in the inversion; indeed we would have two parameters for the source location + $3 \times 7$ parameters for the material properties. Synthetic data is generated using the values shown in Table 4.11 and recorded by three receivers located at the top boundary of the domain. 1700 data-points per seismograph are obtained. Synthetic data is polluted by Gaussian additive noise representing 1% of the maximum amplitude of the recorded signal. We assume there is no correlation on the noise between time instances or receivers.

<table>
<thead>
<tr>
<th>Source Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_s = 54000$</td>
</tr>
<tr>
<td>$z_s = 59500$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Layer \ Property</th>
<th>$q$</th>
<th>$V_p$</th>
<th>$V_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer 1</td>
<td>2571</td>
<td>6128</td>
<td>3459</td>
</tr>
<tr>
<td>Layer 2</td>
<td>2426</td>
<td>6355</td>
<td>3799</td>
</tr>
<tr>
<td>Layer 3</td>
<td>2520</td>
<td>6799</td>
<td>3823</td>
</tr>
<tr>
<td>Layer 4</td>
<td>2599</td>
<td>6854</td>
<td>3985</td>
</tr>
<tr>
<td>Layer 5</td>
<td>2972</td>
<td>7906</td>
<td>4673</td>
</tr>
<tr>
<td>Layer 6</td>
<td>3076</td>
<td>8424</td>
<td>4928</td>
</tr>
<tr>
<td>Layer 7</td>
<td>3060</td>
<td>8434</td>
<td>4999</td>
</tr>
</tbody>
</table>

Table 4.11: Set of true parameters, by which the data are synthetically generated, approximated to the closest unit.

Computationally, the domain is discretized using the spectral element method, using $116 \times 68$ elements, with 5 Gauss-Legendre-Lobatto (GLL) nodes per element. We use a leap-frog scheme for the evolution of the forward model, up to the final time of $T = 17s$, and with a time discretization of $\Delta t = 5 \times 10^{-3}s$. This is implemented using the software SPECFEM2D [88].

We record (noise-polluted) data and aim to recover the probability distribution of the source location, as well as the uncertain material properties. Thus, we have $M = 23$ total unknown parameters (2 spatial components + $3 \times 7$ material properties), namely

$$u = (x_0, z_0, q_1, V_{p_1}, V_{s_1}, \ldots, q_7, V_{p_7}, V_{s_7})$$

where $q_i$ (resp. $V_{p_i}, V_{s_i}$) represents the density (resp. bulk modulus and compressional velocity) at the $i^{\text{th}}$ layer. For the prior distribution $\mu_{pr}$, we set

$$\mu_{pr} = \prod_{i=1}^{M} \mu_{pr_i}$$
where $\mu_{pr_i}$ is the prior of the $i^{th}$ parameter. In particular, we consider uniform priors for all components of $u$, thus making $\pi_0 = \mathcal{U}(a, b)$, where $a$ and $b$ are the minimum and maximum admissible values for $u_i$. For the source location, we set $(x_0, z_0) = u_s \sim \mathcal{U}(D)$ where $x_0, z_0$ represent the horizontal and vertical component of the source location, respectively. As for the material properties, following [4], we use the following priors.

$$
\rho_s \sim \mathcal{U}(0.9\rho_{true}, 1.1\rho_{true}),
V_{s,i} \sim \mathcal{U}(0.95V_{true_{s,i}}, 1.05V_{true_{s,i}}),
V_{p,i} \sim \mathcal{U}(1.558V_{s,i}^{true}, 1.869V_{s,i}^{true}).
$$

Notice that the priors on $V_{p,i}$ are expressed in terms of $V_{s,i}$. This is due to the high correlation between these parameters in an attenuating medium.

We implement our WGPT algorithm with $K = 4$ temperatures, with $T_1 = 1, T_2 = 5, T_3 = 25$ and $T_4 = 125$, obtaining $N = 5000$ samples, after a burn-in period of 1000 samples. Each kernel $p_i$ is a RWM algorithm with covariance

$$
\Sigma_i = \begin{pmatrix}
\Sigma_{source,i} & 0 \\
0 & \Sigma_{mat}^2
\end{pmatrix}
$$

where $\Sigma_{mat}^2 = (25)^2 I_{21 \times 21}$, and

$$
\Sigma_{source,1}^{1/2} = \begin{pmatrix}
20 & 0 \\
0 & 50
\end{pmatrix}, \Sigma_{source,2}^{1/2} = \begin{pmatrix}
100 & 0 \\
0 & 300
0 & 0
\end{pmatrix},
\Sigma_{source,3}^{1/2} = \begin{pmatrix}
500 & 0 \\
0 & 2000
\end{pmatrix}, \Sigma_{source,4}^{1/2} = \begin{pmatrix}
5000 & 0 \\
0 & 5000
\end{pmatrix}
$$

We plot the density of the source in Figure 4.11. There we can see, denoted by the “+” symbols some of the samples obtained from the WGPT algorithm (after re-weighting the samples), and the blue regions represent the density of the concentration of the points. Notice that, as expected, there’s a strong concentration of points around the true location of the source ($x_s = 54000, z_s = 59500$). Although in practical applications 5000 is certainly a small number of samples for a BIP, we can still see that the resulting density is both multi-modal and heavily concentrated around an extremely small region of the computational domain; indeed notice that the plot concentrates on an area that is less than 1% of the total computational domain. On the contrary, given this multi-modality and concentration of the source location in the domain, running a RWM algorithm for this problem (with an equivalent number of samples and using $\Sigma_1$ as a covariance) results in samples that are not able to identify the region of source location (not shown). Once again, we have seen how these hierarchical methods are well-suited for these types of problems.
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Figure 4.11: Density of source location
This chapter is mostly the same as the pre-print J.P. Madrigal-Cianci, F. Nobile, and R. Tempone. *Analysis of a class of Multi-Level Markov Chain Monte Carlo algorithms based on Independent Metropolis-Hastings.* arXiv:2105.02035 (2021) [108]. Some modifications have been made with respect to such a pre-print; some material was removed, as this has already been presented in Chapters 2 and 3 of this thesis. Furthermore, the theoretical analysis has been greatly simplified (following the suggestion of anonymous referees). Furthermore, a challenging, high-dimensional example has been added in Section 5.6.4.

In this work we present, analyze, and implement a class of Multi-Level Markov Chain Monte Carlo (ML-MCMC) algorithms based on independent Metropolis-Hastings proposals for Bayesian inverse problems. In this context, the evaluation of the likelihood function involves solving a complex differential model, which is approximated using a sequence of increasingly accurate discretizations. The key point of this algorithm is to construct highly coupled Markov chains together with the standard multi-level Monte Carlo argument to obtain a better cost-tolerance complexity than a single level MCMC algorithm. Our method extends the ideas of [45] to a wider range of proposal distributions. We present a thorough convergence analysis of the proposed ML-MCMC method and demonstrate that (i) under some mild conditions on the (independent) proposals and family of posteriors, a unique invariant probability measure exists for the coupled chains generated by the proposed method, and (ii) that such coupled chains are uniformly ergodic. We also generalize the cost-tolerance theorem of Dodwell et al., to our wider class of ML-MCMC algorithms. Finally, we propose a self-tuning continuation-type ML-MCMC algorithm (C-ML-MCMC). The presented method is tested on an array of academic examples, where some of our theoretical results are numerically verified. These numerical experiments reveal how the extended ML-MCMC method is robust when targeting some pathological posteriors, for which some of the previously proposed ML-MCMC algorithms fail.
5 A class of Multi-Level MCMC algorithms based on Independent Metropolis-Hastings

5.1 Introduction

Multi-Level Monte Carlo (MLMC) methods are well-known computational techniques [59] used to compute expectations that arise in stochastic simulations in cases in which the stochastic model cannot be simulated exactly, but can be approximated at different levels of accuracy and different computational costs. Despite their wide-spread applicability, extending these MLMC ideas to Multi-Level Markov Chain Monte Carlo (ML-MCMC) methods to compute expectations with respect to a complex target distribution from which independent (whether exact or approximate) sampling is not accessible, has only recently been attempted, with only a handful of works dedicated to this task. This situation arises, for instance, in Bayesian inverse problems (BIPs) where the aim is to compute the expectation 

$$E_{\mu} QoI$$

of some output quantity of interest $QoI$ with respect to the posterior measure $\mu_y$ of some parameters $u \in X$ given some indirect noise measurements $y = F(u) + \eta$, where $\eta$ is the additive noise and $F$ is the forward operator, which may involve the solution of a differential equation (see Chapter 2 for more details). At their core, ML-MCMC methods for BIPs introduce a hierarchy of discretization levels $\ell = 0, 1, \ldots, L$ of the underlying forward operator, which induces a family of posterior probability measures $\mu_{y,\ell}$ approximating $\mu_y$ with increasing levels of accuracy as $\ell \to \infty$. Given some $\mu_y$-integrable quantity of interest $QoI$, we can approximate the expectation of $QoI$ over $\mu_y$ by the usual telescoping sum argument of MLMC,

$$E_{\mu_y} [QoI] \simeq E_{\mu_{y,0}} [QoI_0] + \sum_{\ell=1}^{L} \left( E_{\mu_{y,\ell}} [QoI_{\ell}] - E_{\mu_{y,\ell-1}} [QoI_{\ell-1}] \right)$$

$$= \sum_{\ell=0}^{L} \Delta E_{\ell}, \quad (5.1)$$

with $\Delta E_{\ell} := E_{\mu_{y,\ell}} [QoI_{\ell}] - E_{\mu_{y,\ell-1}} [QoI_{\ell-1}]$, $\Delta E_0 = E_{\mu_{y,0}} [QoI_0]$ and where, for $\ell = 0, 1, \ldots, L$, $QoI_{\ell}$ is a $\mu_{y,\ell}$-integrable, level $\ell$ approximation of the quantity of interest $QoI$. This telescoping sum presents the basis for various types of multi-level techniques for BIPs. The work [71], for example, approximates the expectation (5.1) by splitting each $\Delta E_{\ell}$ into three different terms, which are then computed using a mixture of importance-sampling and MCMC techniques. A multi-index generalization of such method is presented in [78]. In addition, similar multi-level ideas have also been attempted in the context of Multi-Level Sequential Monte Carlo (MLSMC) in the works [13, 79, 96].

In this work, we follow the approach proposed in [45], which is probably the first proposition of multi-level ideas for BIPs and consists of approximating $E_{\mu_{y,L}} [QoI_L]$ using the following ergodic estimator:

$$E_{\mu_{y,L}} [QoI_L] \approx \frac{1}{N_0} \sum_{n=1}^{N_0} QoI_0(u_{0,n}^{(n)}) + \sum_{\ell=1}^{L} \frac{1}{N_\ell} \sum_{n=1}^{N_\ell} QoI_{\ell}(u_{\ell,n}^{(n)}) - QoI_{\ell-1}(u_{\ell-1,n}^{(n)}),$$

$$: = Y_{\ell}^{(n)}$$
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where \( \{u_n^{\ell}\}_{n=0}^{N_{\ell}} \) is an ergodic Markov chain with invariant distribution \( \mu_y^\ell \). The key idea is to couple the chains \( \{u_n^{\ell}, u_n^{\ell-1}\}_{n=0}^{N_{\ell}} \) so that they are highly correlated and the variance of the ergodic estimator \( \sum_{n} Y_n^{\ell} \) becomes increasingly smaller as \( \ell \) increases. By carefully choosing \( N_{\ell} \), this method can achieve a much better sampling complexity (in terms of cost versus tolerance) than its single-level counterparts (see [45]).

Most of the existing literature on ML-MCMC has focused on constructing these types of couplings [35, 45]. In [45], the authors use (an approximation of) the posterior distribution at the previous discretization level \( \ell - 1 \) as a proposal for level \( \ell \). This is practically implemented by sub-sampling from the chain \( \{u_n^{\ell-1,\ell-1}\}_{n=0}^{N_{\ell-1}} \).

Such an idea has been recently expanded in [35], where the subsampling idea is combined with the so-called Dimension Independent Likelihood Informed (DILI) MCMC method of [36] to generate proposed samples at level 0 in their ML-MCMC algorithm. Some further work combining multi-level Monte Carlo ideas with Bayesian inference has been presented in [80], where the authors use rejection-free Markov transitions kernels, such as the Gibbs sampler, in order to couple the multi-level MCMC chains at two consecutive levels.

However, investigating more theoretical aspects of ML-MCMC algorithms, such as the existence of an invariant measure for the coupled chains and the type of convergence to such a measure (if it exists), has been widely overlooked, and one of the aims of this chapter is to fill this gap.

This work presents several novel contributions. First, we present an ML-MCMC algorithm where chains are coupled using Independent Metropolis Hastings (IMH)-type proposals as in [45], however, allowing for a wider class of admissible proposals. In particular, we show that the sub-sampling approach in [45] can be replaced by a properly chosen IMH proposal (that is, a proposal for which the proposed state is independent of the current state of the chain), which proposes the same state to the two chains \( \{u_n^{\ell,\ell-1}, u_n^{\ell,\ell}\}_{n=0}^{N_{\ell}} \) targeting \( \mu_y^{\ell-1}, \mu_y^{\ell} \) respectively, which is then accepted by the usual Metropolis-Hastings (MH) criterion. This ensures the coupling of the chains.

Such a proposal can be, for example, the prior, a Laplace approximation, or even a kernel density approximation of the posterior at the previous level. Obviously, the choice of proposal has a direct influence on the joint invariant distribution \( \nu_{\ell} \) of the coupled chain \( \{u_n^{\ell,\ell-1}, u_n^{\ell,\ell}\}_{n=0}^{N_{\ell}} \) (if it exists), and thus, on the variance of the ergodic estimator \( \sum_{n} Y_n^{\ell} \).

The main contribution of this work is an in-depth convergence analysis of the extended ML-MCMC method. More precisely, we provide sufficient conditions on the (marginal) level \( \ell \) posterior and proposal probability measure \( Q_\ell \) so that a unique joint invariant probability measure exists for the coupled chain. Such a contribution is presented in Theorem 5.3.1, where it is shown that, under some mild conditions on \( Q_\ell, \mu_y^{\ell}, \mu_y^{\ell-1} \), the presented ML-MCMC algorithm (i) has a unique, invariant probability measure for the joint chain at level \( \ell \) and (ii) is uniformly ergodic.

Following the convergence results presented in Chapter 3, we provide computable, quantitative, non asymptotic error estimators for the ergodic estimator (5.1). These estimators allow us to generalize the cost-tolerance result of [45] to our extended MLMCMC method and propose
an adaptive ML-MCMC algorithm in which the number of levels $L$ and chain lengths $N_L$ are determined on the fly, in the spirit of the continuation MLMC method presented in [31]. The rest of this chapter is organized as follows. In Section 5.2 we present our ML-MCMC method, and then proceed to analyze its convergence in Section 5.3. Section 5.4 is dedicated to the generalization to our case of the cost-tolerance analysis result in [45]. In Section 5.5 we discuss the continuation-type algorithm and implementation details. Lastly, we illustrate our method in several numerical experiments in Section 5.6.

5.2 Multi-level Markov Chain Monte Carlo

Let $(X, \| \cdot \|_X)$ and $(Y, \| \cdot \|_Y)$ be separable Banach spaces with associated Borel $\sigma$-algebras $\mathcal{B}(X)$, $\mathcal{B}(Y)$. As in Chapter 2, we consider the BIP of finding the posterior distribution $\mu^\nu$ of some state $u \in X$ given noisy observations $y \in Y$ where

$$y = \mathcal{F}(u) + \eta,$$

with $\mathcal{F} : X \rightarrow Y$ the forward operator and $\eta \sim \mu_{\text{noise}}$ some polluting noise with known distribution $\mu_{\text{noise}}$ on $(Y, \mathcal{B}(Y))$. Furthermore, recall that assuming that $u$ follows a prior probability measure $\mu_{\text{pr}}$ on $(X, \mathcal{B}(X))$ before any data has been observed, it can be shown under some technical assumptions (c.f. Chapter 2) that $\mu^\nu \ll \mu_{\text{pr}}$ with $\mu^\nu(du) = Z^{-1} \exp(-\Phi(u; y)) \mu_{\text{pr}}(du)$, $Z = \int_X e^{-\Phi(u; y)} \mu_{\text{pr}}(du)$, and $\Phi(u; y)$ defined as in (2.6). It is often the case that the forward mapping $u \mapsto \mathcal{F}(u)$ involves the numerical approximation of the underlying mathematical model driving the BIP, and as such, $\mathcal{F}$ needs to be approximated at an accuracy level $L$, i.e., $\mathcal{F}_L \approx \mathcal{F}$, with $\mathcal{F}_L \rightarrow \mathcal{F}$ as $L \rightarrow \infty$. This induces the discretized posterior $\mu^\nu_L$, given in terms of its Radon-Nikodym derivative with respect to the prior by:

$$\pi^\nu_L(u) := \frac{d \mu^\nu_L}{d \mu_{\text{pr}}}(u) = \frac{1}{Z_L} e^{-\Phi_L(u; y)} , \quad Z_L = \int_X e^{-\Phi_L(u; y)} \mu_{\text{pr}}(du),$$

with $\mu^\nu_L \rightarrow \mu^\nu$ as $L \rightarrow \infty$ in some sense. Throughout this chapter we will assume that $\Phi(u; y), \Phi_L(u; y) \geq 0 \forall u \in X$ and $y \in Y$. The sampling from the posterior $\mu^\nu_L$ will in turn be done using the Metropolis-Hastings algorithm (c.f. 3.4).

In general, such an algorithm requires running the Markov chain for a long time to obtain a good approximation of the posterior, and it is not uncommon for $N$ to be of the order of tens of thousands. Furthermore, such a method requires the evaluation of the posterior density $\pi^\nu_L(z)$ at each newly proposed state $z$ every time the acceptance rate $\alpha_L(u^n, z)$ in the MH algorithm is evaluated. In PDE-driven BIP, where evaluating $\pi^\nu_L(z)$ implies solving a possibly non-linear and time-dependent PDE on a sufficiently fine mesh (i.e., with high accuracy), the cost associated with the MH algorithm can rapidly become prohibitive. One technique to alleviate this issue is to introduce multi-level techniques. Thus, we let $\{ M_\ell \}_{\ell=0}^L$ be a hierarchy of discretization parameters of the underlying mathematical model $\mathcal{F}(\cdot)$, which could represent, for example, the number of
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degrees of freedom used in the discretization of the underlying PDE. We consider only geometric sequences for \{M_\ell\}_{\ell=0}^L with \(M_\ell = sM_{\ell-1}\) for some \(M_0 > 0\) and \(s > 1\). We denote the corresponding discretized forward models by \(F_\ell(\cdot)\) and the corresponding approximate quantity of interest by \(QoI_\ell\). We assume that the accuracy of the discretization and the cost of evaluating the discretized model, increase as \(\ell\) (and hence \(M_\ell\)) increases. This hierarchy of discretizations induces a hierarchy of posterior probability measures \(\mu_\ell^\nu\) approximating \(\mu^\nu\) with increasing accuracy and cost. We can write the posterior expectation \(\mathbb{E}_{\mu^\nu}[QoI]\), approximated on the finest available discretization level \(L\), in terms of the following telescoping sum:

\[
\mathbb{E}_{\mu^\nu}[QoI] \approx \mathbb{E}_{\mu_0^\nu}[QoI_L] = \mathbb{E}_{\mu_0^\nu}[QoI_0] + \sum_{\ell=1}^{L} \left( \mathbb{E}_{\mu_\ell^\nu}[QoI_\ell] - \mathbb{E}_{\mu_{\ell-1}^\nu}[QoI_{\ell-1}] \right).
\]

This result motivates introducing the following MLMC ergodic estimator:

\[
\widehat{QoI}_{L,\{N_\ell\}} := \frac{1}{N_0} \sum_{n=1}^{N_0} [QoI_0(u_{0,0}^n)] + \sum_{\ell=1}^{L} \frac{1}{N_\ell} \sum_{n=1}^{N_\ell} [QoI_\ell(u_{\ell,\ell}^n) - QoI_{\ell-1}(u_{\ell,\ell-1}^n)].
\]

where we have introduced the notation \(u_{\ell,\ell} \sim \mu_\ell^\nu\) and \(u_{\ell,\ell-1} \sim \mu_{\ell-1}^\nu\), and \(u_{\ell,j} = u_{\ell,\ell-1}\) if \(j = \ell - 1\) and \(u_{\ell,j} = u_{\ell,\ell}\) if \(j = \ell\). The terms \(Y_\ell^n\) are generally small if \((u_{\ell,\ell-1}, u_{\ell,\ell})\) are close. The key to the method is to design a coupled Markov chain \(\{(u_{\ell,j}^n)_{n \geq 0}\}\) for which \(u_{\ell,\ell-1}^n\), and \(u_{\ell,j}^n\) stay highly correlated and close to each other with high probability for every \(n\), while keeping the right marginal invariant distributions \(\mu_{\ell-1}^\nu\) and \(\mu_\ell^\nu\), respectively. This is necessary for the terms in (5.2) to telescope in the mean. Constructing a coupled Markov chain (with marginal target measures \(\mu_{\ell-1}^\nu,\mu_\ell^\nu\)) for which \(\|u_{\ell,\ell-1}^n - u_{\ell,\ell}^n\|_X \to 0\) in a suitable sense, as \(\ell \to \infty\), results in \(\mathbb{V}_{\nu}[Y_\ell] \to 0\) as \(\ell \to \infty\), where \(\nu_\ell \in \mathcal{M}(X^2)\) is the invariant measure of the coupled Markov chain (if it exists). Hence, by using an adequate proposal distribution and properly choosing \(L\) and \(\{N_\ell\}_{\ell=0}^L\) one can obtain a significantly better complexity than that of a single-level MCMC estimator (see [45]) for a general complexity result of the ML-MCMC approach. To achieve this, following [45], we will use what we call an Independent Metropolis-Hastings coupling (IMH-coupling) of \(u_{\ell,\ell-1}, u_{\ell,\ell}\). The main idea of such a coupling is to create two simultaneous Markov Chains \(\{u_{\ell,j}^n\}_{n \in \mathbb{N}}\) at two adjacent discretization levels, using as a proposal a probability measure \(\tilde{Q}_\ell\) (with \(\mu_j^\nu \ll \tilde{Q}_\ell\), \(j = \ell - 1, \ell\), having a (strictly positive) \(\mu_p\)-density \(Q_\ell\), in such a way that (i) \(\tilde{Q}_\ell\) generates proposed states \(z \in X\) independently of the current state of either chain, and (ii) at every iteration, the same candidate state \(z\) is proposed as the new state of both chains, which then accept or reject it using the standard MH accept-reject step with the same uniform random variable \(u \sim U((0, 1))\). This will in turn guarantee that, marginally \(u_{\ell,j} \sim \mu_j^\nu\), asymptotically for both \(j = \ell - 1\) and \(j = \ell\) (i.e., the marginal chains follow the right distribution), and that the pair \((u_{\ell,j}^n, u_{\ell,j}^n)\) is highly correlated for any \(n \in \mathbb{N}\), provided the acceptance rate is sufficiently high. A depiction of one step of such a coupling procedure is presented in Algorithm
We emphasize that such an algorithm also couples the Metropolisation step by comparing the acceptance probabilities \( \alpha_j, j = \ell - 1, \ell \), with respect to the same uniform random number \( U \). The full ML-MCMC procedure is presented in Algorithm 8. At each level \( \ell = 1, 2, \ldots, L \), the coupled chains \( \{u_{n,\ell-1}^n, u_{n,\ell}^n\}_{n=0}^{N_\ell} \) in Algorithm 8 start from the same state \( u_{0,\ell-1}^0 = u_{0,\ell}^0 \) (the diagonal of the set \( X^2 \)).

\[ \text{Algorithm 7 One-step IMH coupling} \]

1. procedure IMH_Coupling(\( \{\pi_y^{\ell-1}, \pi_y^\ell\}, \{u_{n,\ell-1}^n, u_{n,\ell}^n\}, Q^\ell \))
2. Sample \( z \sim Q^\ell \).
3. Sample \( U \sim U(0, 1) \).
4. for \( j = \ell - 1, \ell \) do
5. Set \( u_{n,j+1}^n = z \) if \( U < \alpha_j(u_{n,j}^n, z) \), where
6. \[ \alpha_j(u_{n,j}^n, z) := \min \left[ 1, \frac{\pi_y^j(z) Q^\ell(u_{n,j}^n)}{\pi_y^j(u_{n,j}^n) Q^\ell(z)} \right]. \]
7. Set \( u_{n,j+1}^n = u_{n,j}^n \) otherwise.
8. end for
9. Output \( \{u_{n,\ell-1}^{n+1}, u_{n,\ell}^{n+1}\} \).
10. end procedure

Algorithm 7 is, effectively a type of independent sampler Metropolis [3] on the marginal chains. As such, the sampling efficiency of such an algorithm critically depends on how well the proposal \( \tilde{Q}^\ell \) approximates \( \mu_{\ell}^{y} \) and \( \mu_{\ell-1}^{y} \). Choosing a proposal \( \tilde{Q}^\ell \) that closely resembles \( \mu_{\ell}^{y} \) or \( \mu_{\ell-1}^{y} \) reduces the number of rejection steps, enhancing the mixing of the chains (see [3, 21] for a more in-depth discussion). In principle, \( \tilde{Q}^\ell \) can be chosen to be, e.g., the prior, or, an empirical version of the posterior based on the samples \( \{u_{n,\ell-1}^n\}_{n=0}^{N_\ell} \) collected at the previous level, as originally proposed in [45]. It can also be any reasonable approximation of \( \mu_{\ell}^{y}, \mu_{\ell-1}^{y} \) such as, e.g., a Laplace approximation or a kernel density estimator (KDE), again based on the sample \( \{u_{n,\ell-1}^n\}_{n=0}^{N_\ell} \) collected at the previous level.

Each step of Algorithm 7 produces 1 out of 4 possible configurations \( S_1, S_2, S_3, S_4 \) :

\[ S_1 : (u_{n,\ell-1}^{n+1}, u_{n,\ell}^{n+1}) = (z, z) \quad \text{(both chains accept the proposed state)} \]
\[ S_2 : (u_{n,\ell-1}^{n+1}, u_{n,\ell}^{n+1}) = (z, u_{n,\ell}^n) \quad \text{(chain at level \( \ell - 1 \) accepts and chain at level \( \ell \) rejects)} \]
\[ S_3 : (u_{n,\ell-1}^{n+1}, u_{n,\ell}^{n+1}) = (u_{n,\ell-1}^n, z) \quad \text{(chain at level \( \ell - 1 \) rejects and chain at level \( \ell \) accepts)} \]
\[ S_4 : (u_{n,\ell-1}^{n+1}, u_{n,\ell}^{n+1}) = (u_{n,\ell-1}^n, u_{n,\ell}^n) \quad \text{(both chains reject the proposed state)} \]
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1: function ML-MCMC((π^y_L)_{ℓ=0}^L, Q, {N_ℓ}_{ℓ=0}^L, λ^0)
2: if ℓ = 0 then
3:   {u^{n,0}_{0,0}}_{n=0}^{N_0} = \text{Metropolis-Hastings}(π^y_0, Q, N_0, λ^0)
4: end if
5: Set χ_0,0 = {u^{0,0}_{0,0}}_{n=0}^{N_0}.
6: for ℓ = 1, . . . , L do
7:   “Construct” Q_ℓ (e.g., from χ_{ℓ-1,ℓ-1}).
8:   Sample u^{0,0}_{ℓ,ℓ-1} ∼ λ^0, and set u^{0,0}_{ℓ,ℓ} = u^{0,0}_{ℓ,ℓ-1}
9: for n = 0, . . . , N_ℓ − 1 do
10:      # Create a coupled chain using IMH coupling
11:      \{u^{n+1,0}_{ℓ,ℓ-1}, u^{n+1,1}_{ℓ,ℓ}\} = \text{IMH_Coupling}(\{π^y_{ℓ-1}, π^y_{ℓ}\}, \{u^n_{ℓ,ℓ-1}, u^n_{ℓ,ℓ}\}, Q_ℓ)
12: end for
13: Set χ_{ℓ,j} = \{u^{n,0}_{ℓ,j}\}_{n=0}^{N_ℓ}, j = ℓ − 1, ℓ.
14: end for
15: Output χ_{0,0} ∪ \{χ_{ℓ,ℓ-1}, χ_{ℓ,ℓ}\}_{ℓ=1}^L and \hat{Q}_L(N_ℓ)_{ℓ=0}^L.
16: end function

These configurations are illustrated in Figure 5.1. More formally, we set X^2 ∋ u^n_ℓ := (u^n_{ℓ,ℓ-1}, u^n_{ℓ,ℓ}). Then, for any A ∈ B(X^2), Algorithm 7 induces the multi-level Markov transition kernel p_ℓ : X^2 × B(X^2) → [0, 1] given by the following:

\[ p_ℓ(u^n_ℓ, A) := \int_X \min\{α_{ℓ-1}(u^n_{ℓ,ℓ-1}, z), α_ℓ(u^n_{ℓ,ℓ}, z)\} Q_ℓ(z) [\{(z,z)\in A\}] μ_{pr}(dz) \tag{5.3} \]

\[ + \int_X (α_{ℓ-1}(u^n_{ℓ,ℓ-1}, z) - α_ℓ(u^n_{ℓ,ℓ}, z))^+ Q_ℓ(z) [\{(z,u^n_{ℓ,ℓ})\in A\}] μ_{pr}(dz) \]

\[ + \int_X (α_ℓ(u^n_{ℓ,ℓ}, z) - α_{ℓ-1}(u^n_{ℓ,ℓ-1}, z))^+ Q_ℓ(z) [\{(u^n_{ℓ,ℓ-1}, z)\in A\}] μ_{pr}(dz) \]

\[ + \mathbf{1}_{\{(u^n_{ℓ,ℓ-1}, u^n_{ℓ,ℓ})\in A\}} \left(1 - \int_X \max\{α_{ℓ-1}(u^n_{ℓ,ℓ-1}, z), α_ℓ(u^n_{ℓ,ℓ}, z)\} Q_ℓ(z) μ_{pr}(dz) \right), \]

where \((x)^+ := \frac{x + |x|}{2}, x \in \mathbb{R}\). Each line on the right-hand side of (5.3) corresponds to the transition kernel proposing to move from the state u^n_ℓ to one of the four possible configurations S_i, i = 1, 2, 3, 4. Although p_ℓ targets the right marginals, the properties related to the convergence of the chain generated by p_ℓ, such as irreducibility, the existence of an invariant (joint) measure ν_L, or geometric ergodicity, are not obvious. We investigate these convergence properties in the following section.
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Figure 5.1: Schematic of the possible configurations $S_1, S_2, S_3, S_4$. The sampler moves to the diagonal $\Delta = \{(u_{\ell, \ell-1}, u_{\ell, \ell}) \in X^2 \text{ s.t } u_{\ell, \ell-1} = u_{\ell, \ell}\}$ whenever both chains accept (regardless of their current state) or when both chains reject, assuming that they were at the diagonal.

5.3 Convergence analysis of the ML-MCMC algorithm

We now proceed to analyze the convergence of the level-wise coupled chains generated by Algorithm 7. The main result in this section is stated in Theorem 5.3.1. Loosely speaking, this theorem (i) provides conditions for the existence and uniqueness of a joint invariant measure of the multi-level Markov transition kernel (5.3), and (ii) indicates that such a kernel generates a uniformly ergodic chain under certain conditions (i.e., a chain that converges exponentially fast to its invariant distribution with a constant that does not depend on the initial state of the chain).

At each level $\ell$, Algorithm 7 creates two coupled chains using the same proposal $Q_\ell$, inducing two Markov transition kernels, each generating a marginal chain. We formalize this in the following definition.

Definition 5.3.1 (Marginal kernel): For a given level $\ell$, $\ell = 1, 2, \ldots, L$ and proposal $Q_\ell$, we define the $\mu_j^\ell$-invariant marginal Markov transition kernel $p_{\ell,j} : X \times \mathcal{B}(X) \rightarrow [0, 1]$, with $j = \ell - 1, \ell$, as

\[
p_{\ell,j}(u_{\ell,j}, A) := \int_A \alpha_j(u_{\ell,j}, z) Q_\ell(z) \mu_{pr}(dz) + 1_{\{u_{\ell,j} \in A\}} \int_X (1 - \alpha_j(u_{\ell,j}, z)) Q_\ell(z) \mu_{pr}(dz),
\]

for any $u_{\ell,j} \in X$, and $A \in \mathcal{B}(X)$. Similarly, we denote its corresponding marginal Markov transition operator by $P_{\ell,j}$.

The marginal chains $\{u_{\ell,j}^n\}_{n=0}^{N_\ell}$, $\{u_{\ell,\ell-1}^n\}_{n=0}^{N_\ell}$ generated by (5.4) are indeed Markov chains. Furthermore, by construction, $P_{\ell,j}$ is $\mu_j^\ell$-invariant, (i.e., $\mu_j^\ell P_{\ell,j} = \mu_j^\ell$).

We make the following assumptions on the proposal and the (marginal) posterior densities.
Assumption 5.3.1 (Assumptions on proposal and posterior densities): The following conditions hold for all $\ell = 1, \ldots, L$:

5.3.1.1. There exists a positive constant $c \in (0, 1)$, independent of $\ell$, such that

$$\text{ess inf}_{z \in X} \left\{ Q_{\ell}(z) / \pi_{\ell}^y(z) \right\} \geq c > 0, \quad j = \ell - 1, \ell.$$

5.3.1.2. For any fixed $y \in Y$, the potential function $\Phi_{\ell}(\cdot; y) : X \rightarrow \mathbb{R}_+$ is strictly positive.

5.3.1.3. There exist positive constants $r > 1$, and $C_r$, independent of $\ell$, such that

$$\int_X Q_{\ell}(u) \mu_{pr}(du) \leq C_r,$$

for any $\ell$.

Assumption 5.3.1.1 implies that the tails of the proposal $Q_{\ell}$ must decay more slowly than those of $\mu_{\ell}^y$, $\mu_{\ell-1}^y$ at infinity, (i.e., $Q_{\ell}$ has heavier tails than $\mu_{\ell}^y$, $j = \ell - 1, \ell$). In practice, this is a moderately restrictive assumption however, it is crucial for the convergence of both the marginal IMH and the multi-level algorithm. Assumption 5.3.1.2 requires the potential to be strictly positive in $X$ (for some fixed $y \in Y$). This assumption is relatively mild, and will be used in the next Section (c.f. Lemmata 5.4.2 and 5.4.5). Lastly, Assumption 5.3.1.3 is an integrability condition on $Q_{\ell}$ with respect to the prior. Just as Assumption 5.3.1.1, this assumption is quite mild and will also become useful in the next section (c.f. Lemma 5.4.6).

5.3.1 Convergence of the level-wise coupled chain

In most MCMC methods, one typically designs a Markov chain with a given invariant probability measure, which automatically ensures the existence of (at least) one invariant probability measure. However, this is not the case for Multi-level MCMC algorithms (including the one presented here), and as such, we now proceed to demonstrate that such an invariant measure uniquely exists. The main result of this subsection is given below.

**Theorem 5.3.1:** (Uniform ergodicity of the coupled chain) Suppose that Assumption 5.3.1 holds. Then, for any level $\ell = 0, 1, 2, \ldots, L$, there exists a unique invariant probability measure $\nu_{\ell}$ on $(X^2, \mathcal{B}(X^2))$ for the Markov transition operator $P_{\ell}$. Furthermore, the Markov chain induced by such an operator is uniformly ergodic, i.e.,

$$\sup_{\|f\|_{L^\infty(X^2, \mu_{pr} \times \mu_{pr})} \leq 1} \left| \int_{X^2} f(u_{\ell'}) \mu_{\ell'}(du_{\ell'}) - \int_{X^2} f(u_{\ell}) \nu_{\ell}(du_{\ell}) \right| \leq 2(1 - \rho_{\ell})^n, \quad \forall u_{\ell} \in X^2, n \in \mathbb{N},$$

with $\rho_{\ell} := c \int_X \min \left\{ \pi_{\ell}^y(z), \pi_{\ell-1}^y(z) \right\} \mu_{pr}(dz)$, and $c \in (0, 1)$ as in Assumption 5.3.1.
Proof: We begin by showing that the whole space \( X^2 \) is a small set. Indeed, notice that for any \((u_{\ell-1}, u_\ell) = u_\ell \in X^2 \) and \( A \subseteq B(X^2) \), it follows from Equation (5.3) that

\[
p_{\ell}(u_\ell, A) \geq \int_X \min\{\alpha_{\ell-1}(u_{\ell-1}, z), \alpha_{\ell}(u_\ell, z)\} Q_{\ell}(z) \mathbf{1}_{\{(z,z) \in A\}} \mu_{pr}(dz)
\]

\[
= \int_X \min\left\{ 1, \frac{\pi_{\ell}^y(z)}{\pi_{\ell-1}^y(u_{\ell-1})}, \frac{\pi_{\ell}^y(z)}{\pi_{\ell}^y(u_\ell)} \right\} Q_{\ell}(z) \mathbf{1}_{\{(z,z) \in A\}} \mu_{pr}(dz)
\]

\[
\geq \int_X \min\left\{ 1, \frac{\pi_{\ell}^y(z)}{Q_{\ell}(z)}, c, \frac{\pi_{\ell}^y(z)}{\pi_{\ell-1}^y(z)} \right\} Q_{\ell}(z) \mathbf{1}_{\{(z,z) \in A\}} \mu_{pr}(dz) \quad \text{(By Assumption 5.3.1)}
\]

\[
\geq c \int_X \min\{\pi_{\ell}^y(z), \pi_{\ell-1}^y(z)\} \mathbf{1}_{\{(z,z) \in A\}} \mu_{pr}(dz) =: c\tilde{\nu}_{\ell}(A),
\]

where we have set

\[
\tilde{\nu}_{\ell}(A) := \int_X \min\{\pi_{\ell}^y(z), \pi_{\ell-1}^y(z)\} \mathbf{1}_{\{(z,z) \in A\}} \mu_{pr}(dz).
\]

Notice that \( \tilde{\nu}_{\ell} \) defines then a measure on \( X^2 \). Thus, since such a minorization condition holds for the whole space, \( X^2 \) is a small set and the chain is \( \tilde{\nu}_{\ell} \)-irreducible and strongly aperiodic. Setting \( \rho_{\ell} := c\tilde{\nu}_{\ell}(X^2) \), it then follows from Theorem 3.2.2 that the Markov chain generated by \( P_{\ell} \) is Harris recurrent, and as such, it admits a unique invariant probability measure \( \nu_{\ell} \). Lastly, it follows from Theorem 3.2.3 (c.f. also [113, Theorem 16.2.4]) that the chain is uniformly ergodic and

\[
\sup_{\|f\|_{L_{\infty}(X^2, \nu_{\ell} \otimes \nu_{\ell})} \leq 1} \left| \int_{X^2} f(u_\ell) \nu_{\ell}^n(u_\ell, du_{\ell}') - \int_{X^2} f(u_\ell) \nu_{\ell}(du_{\ell}) \right| \leq 2(1 - \rho_{\ell})^n, \quad \forall u_\ell \in X^2, n \in \mathbb{N},
\]

with \( \rho_{\ell} \to c \) as \( \ell \to \infty \). \( \square \)

We have demonstrated that the joint chain generated by the multi-level algorithm with independent proposals (i) has an invariant measure and (ii) is uniformly ergodic.

Notice that the previous theorem is closely related to the following standard result in the theory of Markov chains (see, e.g., [111]), and which we recall here for convenience.

**Theorem 5.3.2 (Uniform ergodicity of IMH):** For any \( \ell = 1, 2, \ldots, L \) and \( j = \ell - 1, \ell \), let \( p_{\ell,j} : X \times B(X) \to [0, 1] \) denote the \( \mu_j^y \)-reversible Markov transition kernel associated with an IMH algorithm with proposal \( Q_\ell \). If \( Q_\ell \) and \( \mu_j^y \) are such that \( \text{ess inf}_{z \in X} \left\{ Q_\ell(z)/\pi_j^y(z) \right\} > 0 \), then \( p_{\ell,j} \) is uniformly ergodic. Conversely, if \( \text{ess inf}_{z \in X} \left\{ Q_\ell(z)/\pi_j^y(z) \right\} = 0 \), then \( p_{\ell,j} \) fails to be ergodic in the sense of (3.15).
Thus, from Theorem 5.3.2, Assumption 5.3.1.1 also implies uniform ergodicity of the marginal chains of the ML-MCMC algorithm. We remark however, that such a result cannot directly be used instead of our Theorem 5.3.1, since it presumes the existence of an invariant probability measure for the chain.

The choice of \( Q_\ell \) is delicate for the ML-MCMC algorithm to work. For instance, consider the case \( L = 1, \mu^0_0 = \mathcal{N}(1, 1) \) and \( \mu^0_1 = \mathcal{N}(\frac{1}{2}, 1) \). What might initially appear to be a good proposal for the coupled chain at level \((\ell - 1, \ell) = (0, 1)\) is to take \( Q_1 = \mu^0_0 \), i.e., the (exact) posterior at the previous level. However, this proposal choice (which is unfeasible in practice, as direct sampling from \( \mu^0_{\ell - 1} \) is inaccessible) does not lead to a geometrically ergodic chain given Theorem 5.3.1, because \( Q_1(z)/\pi^0_1(z) \) has essential infimum 0. The idea of proposing from the previous level is somehow what is advocated in [45], which could work only if \( \exists c_1, c_2 \in \mathbb{R}_+ \) such that

\[
0 \leq \pi^0_{\ell - 1}(z)/\pi^0_\ell(z) \leq c_2, \forall z \in \mathcal{X} \text{ and } \forall \ell.
\]

Lastly, notice that, by construction, the ML-MCMC algorithm 8 starts from a measure \( \hat{\lambda}^0(A) := \lambda^0(A_\Delta), \lambda^0 \ll \mu_{pr} \), where, for any set \( A \in \mathcal{B}(\mathcal{X}^2) \), we define \( A_\Delta := \{z \in \mathcal{X} : (z, z) \in A\} \). We now show that, for any level \( \ell = 1, 2, \ldots, L \), \( \hat{\lambda}^0 \ll \nu_\ell \).

**Theorem 5.3.3 (Absolute continuity of initial measure):** Under the same assumptions as in Theorem 5.3.1, for any level \( \ell = 1, 2, \ldots, L \), it holds that \( \hat{\lambda}^0 \ll \nu_\ell \).

**Proof.** Let \( A \in \mathcal{B}(\mathcal{X}^2) \) be a compact set such that \( \nu_\ell(A) = 0 \) (the case for the non-compact set is shown later). Furthermore, from the tightness of \( \nu_\ell \), we have that, given some \( \epsilon > 0 \), there exists a compact \( K_\epsilon \in \mathcal{B}(\mathcal{X}^2) \) such that \( \nu_\ell(K_\epsilon) \geq 1 - \epsilon \). Thus

\[
0 = \nu_\ell(A) = \int_{\mathcal{X}^2} p_\ell(u_\ell, A) \nu_\ell(du_\ell)
\geq \int_{\mathcal{X}^2} \int_{A_\Delta} \min_j \left\{ \min \left\{ Q_\ell(z), \frac{\pi^0_j(z)Q_\ell(u_{\ell,j})}{\pi^0_j(u_{\ell,j})} \right\} \right\} \mu_{pr}(dz) \nu_\ell(du_\ell)
\geq \int_{K_\epsilon} \int_{A_\Delta} \min_j \left\{ \min \left\{ Q_\ell(z), \frac{\pi^0_j(z)Q_\ell(u_{\ell,j})}{\pi^0_j(u_{\ell,j})} \right\} \right\} \mu_{pr}(dz) \nu_\ell(du_\ell). \tag{5.5}
\]

By Assumption 5.3.1 and the compactness of \( K_\epsilon \) and \( A \), we have that there exists a \( \epsilon' > 0 \) such that

\[
\epsilon' \leq \min_j \left\{ \min \left\{ Q_\ell(z), \frac{\pi^0_j(z)Q_\ell(u_{\ell,j})}{\pi^0_j(u_{\ell,j})} \right\} \right\}, \forall u_\ell \in K_\epsilon, \forall z \in A_\Delta.
\]

Then, we obtain the following:

\[
(5.5) \geq \epsilon'(1 - \epsilon) \mu_{pr}(A_\Delta),
\]
which implies that \( \mu_{pr}(A_{\Delta}) = 0 \). Moreover, because \( \lambda^0 \ll \mu_{pr} \), we have \( \hat{\lambda}^0(A) = \lambda^0(A_{\Delta}) = 0 \); therefore \( \hat{\lambda}^0 \ll \nu_\ell \). Suppose \( A \) is not compact. As \( \hat{\lambda}^0 \) is a tight probability measure it follows that (see, e.g., [17]),

\[
\hat{\lambda}^0(A) = \sup_{K \subset A, K \text{ compact}} \hat{\lambda}^0(K) = 0,
\]

and we can conclude the proof as in the previous case.

5.3.2 Non-asymptotic bounds on the level-wise ergodic estimator

Recall that given some \( q \in [1, \infty] \), the \( L_q(X, \mu) \)-spectral gap of \( P : L_q(X, \mu) \to L_q(X, \mu) \) is given by:

\[
\gamma_q[P] := 1 - \|P\|_{L_q \rightarrow L_q}.
\]

Whenever \( \gamma_q[P] > 0 \), \( \nu^0 P^n \) converges to \( \mu \) for any \( \nu^0 \in \mathcal{M}(X) \) in some appropriate distance for probability measures (see, e.g., [95, 143]). Recall, furthermore, that the pseudo-spectral gap of a given Markov operator \( P_\ell : L_2(X^2, \nu_\ell) \to L_2(X^2, \nu_\ell) \) is given by:

\[
\gamma_{ps}[P_\ell] := \max_{k \geq 1} \{ \gamma_2[(P_\ell^*)^k P_\ell^k]/k \} , \ k \in \mathbb{N}, \quad (5.6)
\]

where \( P_\ell^* : L_q(X^2, \nu_\ell) \to L_q(X^2, \nu_\ell) \) is the adjoint operator of \( P_\ell \). It is shown in [127, Proposition 3.4] that for a uniformly ergodic chain with Markov kernel, \( P_\ell \), it holds that \( \gamma_{ps}[P_\ell] > 0 \).

For all \( \ell = 1, 2, \ldots, L \), and for a \( \mu_{j, \ell} \)-integrable quantity of interest \( QoI_j \), \( j = \ell - 1, \ell \), we write the following:

\[
Y_\ell(u_\ell) := QoI_\ell(u_{\ell, \ell}) - QoI_{\ell-1}(u_{\ell, \ell-1}) , \ u_\ell = (u_{\ell, \ell-1}, u_{\ell, \ell}) \in X^2 ,
\]

\[
\hat{Y}_{\ell, N_\ell} := \frac{1}{N_\ell} \sum_{n=1}^{N_\ell} Y_\ell(u_{\ell, \ell}^{n+n_{b, \ell}}) , \ u_\ell^n \sim p_\ell(u_{\ell, \ell-1}^{n-1}, \cdot) , \ n_{b, \ell} \in \mathbb{N}.
\]

Next, we analyze the level-wise contribution to the ML-MCMC ergodic estimator (5.2), which we write hereafter in more general terms, including a burn-in phase.

For \( \ell = 1, 2, \ldots, L \), let \( QoI_\ell = QoI_{\ell-1} =: Y_\ell : X^2 \to \mathbb{R} \) be a \( \nu_\ell \) square-integrable function, and \( \nu^0 \) be a probability measure on \( (X^2, \mathcal{B}(X^2)) \) such that \( \nu^0 \ll \nu_\ell \). In addition, denote by \( E_{\nu^0, p_\ell}[Y_\ell] \) (resp \( V_{\nu^0, p_\ell}[Y_\ell] \)) the expectation (resp. variance) of \( Y_\ell \) over the Markov chain generated by \( P_\ell \), starting from an initial probability measure \( \nu^0 \), and consider the following ergodic estimator:

\[
\hat{Y}_{\ell, N_\ell, n_{b, \ell}} := \frac{1}{N_\ell} \sum_{n=1}^{N_\ell} Y_\ell(u_{\ell, \ell}^{n+n_{b, \ell}}) , \ u_\ell^n \sim p_\ell(u_{\ell, \ell-1}^{n-1}, \cdot) , \quad (5.7)
\]
5.3 Convergence analysis of the ML-MCMC algorithm

where \( n_{b,\ell} \in \mathbb{N} \) is the usual burn-in period. This section provides error bounds on the non-asymptotic statistical Mean Square Error (MSE) of (5.7)

\[
\text{MSE}(\hat{Y}_{\ell,N_\ell,n_{b,\ell}}; \nu^0) := E_{\nu^0,P_\ell} \left[ \left( \hat{Y}_{\ell,N_\ell,n_{b,\ell}} - \nu_\ell(Y_\ell) \right)^2 \right]
\]

\[
= V_{\nu^0,P_\ell} \left[ \hat{Y}_{\ell,N_\ell,n_{b,\ell}} \right] + \left[ E_{\nu^0,P_\ell} \left[ \hat{Y}_\ell \right] - \nu_\ell(Y_\ell) \right]^2
\]

(5.8)

In particular, we aim to obtain a bound of the following form

\[
\text{MSE}(\hat{Y}_{\ell,N_\ell,n_{b,\ell}}; \nu^0) \leq C_{\text{mse},\ell} \frac{\nu_\ell[Y_\ell]}{N_\ell},
\]

(5.9)

for some level-dependent, positive constant \( C_{\text{mse},\ell} \). Such a bound is presented in Theorem 5.3.4, the main result of this subsection. A bound of the form (5.9) is required for the cost analysis in Section 5.4. As discussed in Chapter 3, bounds such as (5.9) exist for geometrically ergodic and reversible Markov transition kernels [143]. However, the chain generated by \( P_\ell \) is not \( \nu_\ell \)-reversible. Consequently, we cannot directly apply the nonasymptotic bounds presented in [143]. Instead, inspired by the error analysis of [143] and the pseudo-spectral approach of [127], we construct a bound of the form (5.9) for general (i.e., not necessarily multi-level) nonreversible, discrete-time Markov chains. To the best of the authors’ knowledge, this result is new.

**Theorem 5.3.4 (Nonasymptotic bound on the mean square error):** Suppose Assumption 5.3.1 holds. Furthermore, for any \( \ell = 1, 2, \ldots, L \), let \( Y_\ell \in L_2(X^2, \nu_\ell) \), and write \( g_\ell(u_\ell) = Y_\ell(u_\ell) - \int_{X^2} Y_\ell(u_\ell) \nu_\ell(du_\ell) \), and assume the Markov chain generated by \( P_\ell \) starts from a measure \( \nu^0 \) with \( \nu^0 \ll \nu_\ell \), and \( \frac{d\nu^0}{d\nu_\ell} \in L_\infty(X^2, \nu_\ell) \). Then,

\[
\text{MSE}(\hat{Y}_{\ell,N_\ell,n_{b,\ell}}; \nu^0) := E_{\nu^0,P_\ell} \left[ \frac{1}{N_\ell} \sum_{n=1}^{N_\ell} g_\ell(u_\ell^{n+n_{b,\ell}}) \right]^2 \leq C_{\text{mse},\ell} \frac{\nu_\ell[Y_\ell]}{N_\ell},
\]

(5.10)

where \( C_{\text{mse},\ell} = C_{\text{inv},\ell} + C_{\text{ns},\ell} \), with

\[
C_{\text{inv},\ell} = \left( 1 + \frac{4}{\gamma_{\text{ps}}[P_\ell]} \right), \quad C_{\text{ns},\ell} = \left( 2 \left\| \frac{d\nu^0}{d\nu_\ell} - 1 \right\|_{L_\infty} \left( 1 + \frac{4}{\gamma_{\text{ps}}[P_\ell]} \right) \right),
\]

where \( \gamma_{\text{ps}}[P_\ell] \) is the pseudo-spectral gap of \( P_\ell \), defined in (5.6).

**Proof.** This is an application of Theorem 3.3.2. \( \square \)

**Remark 5.3.1:** Notice that Assumption \( \nu^0 \ll \nu_\ell \) holds in our setting by Theorem 5.3.3 for \( \nu^0(A) = \lambda^0(A_\Delta) \).

Moreover, although constants \( C_{\text{inv},\ell} \) and \( C_{\text{ns},\ell} \) depend on the level \( \ell \), we do not expect them to degenerate as \( \ell \to \infty \). In particular, the dependency on the level is given by two terms: \( \gamma_{\text{ps}}[P_\ell] \)
and \( \left\| \frac{d\mu_0}{d\nu_\ell} - 1 \right\|_{L_\infty} \). For the first term, we expect \( \gamma_{ps}[P_\ell] \) to become smaller and smaller as \( \ell \to \infty \) and for it to converge to a limit value \( \gamma_{ps}[P_\infty] > 0 \) (see also the discussion of synchronization of the coupled chains in Section 5.4). For the second term \( \left\| \frac{d\mu_0}{d\nu_\ell} - 1 \right\|_{L_\infty} \), notice that \( \nu_\ell \) converges to a measure that has all of its mass in the diagonal set of \( X_2 \). Because \( \nu_0 \) is a finite measure on such a diagonal, we also expect that this term remains bounded as \( \ell \to \infty \). However, we are not able to prove these claims at the moment, thus we formulate the following assumption.

**Assumption 5.3.2:** There exist a level independent constant \( C_{mse} \) such that, for any \( \ell = 0, 1, \ldots \), it holds that \( C_{mse,\ell} < C_{mse} \).

The fact that \( C_{mse,\ell} \) does not blow-up as \( \ell \to \infty \) is an important requirement on the asymptotic analysis of ML-(MC)MC methods.

The bound (5.10) should be compared to the bound presented in [143, Theorem 3.34]. In particular, that work presents a sharper bound than (5.10), however, such a bound necessitates more restrictive assumptions which we list in the next theorem for completeness, whose proof is an easy adaptation of [143, Theorem 3.34] to our setting and is omitted.

**Theorem 5.3.5:** Suppose that the Assumptions of Theorem 5.3.4 hold. In addition, assume that for any \( \ell = 1, 2, \ldots, L \):

1. **(L₂-spectral gap)** there exists \( b_\ell \in (0, 1) \) such that
   \[
   \left\| P_\ell \right\|_{L_2(X^2, \nu_\ell) \to L_2(X^2, \nu_\ell)} < b_\ell, 
   \]

2. **(L₁-exponential convergence)** there exists \( \tilde{c}_\ell \in \mathbb{R}_+, a_\ell \in (0, 1) \) such that
   \[
   \left\| \nu^0 P_\ell^n - \nu_\ell \right\|_{L_1(X^2, \nu_\ell)} := \left\| \frac{d(\nu^0 P_\ell^n)}{d\nu_\ell} - 1 \right\|_{L_1(X^2, \nu_\ell)} \leq \tilde{c}_\ell a_\ell^n, 
   \]

Then, the non-asymptotic MSE is given by

\[
E_{\nu^0, P_\ell} \left[ \frac{1}{N_\ell} \sum_{n=1}^{N_\ell} g_\ell(u_{\ell n + n_0, \ell}) \right]^2 \leq \right\| \nu_\ell [Y_\ell] \left( \frac{2}{(1 - b_\ell)} + \frac{2\tilde{c}_\ell \left\| \frac{d\mu_0}{d\nu_\ell} - 1 \right\|_{L_\infty} a_\ell^{n_0, \ell}}{N_\ell(1 - a_\ell)^2} \right) \right), \quad (5.11)
\]

where the first term in the parenthesis is associated with the variance contribution to the MSE, whereas the second term corresponds to the statistical squared bias and is of higher order in \( N_\ell \).

In general, the stronger Assumptions R1 and R2 are known to hold for Markov chains which are both reversible and geometrically ergodic. However, due to its construction, the Markov transition kernel \( P_\ell \) of the ML-MCMC algorithm is not reversible. Nevertheless, we believe that the presented algorithm satisfies Assumptions R1 and R2 and as such, a bound on the MSE of the
form (5.11), should hold. However, we are currently unable to verify this claim either, and we will restrict to the bound of Theorem 5.3.4 and the less restrictive Assumption 5.3.2.

5.4 Cost analysis of the ML-MCMC algorithm

For $\ell = 0, 1, \ldots, L$, let $\text{QoI}_\ell : X \to \mathbb{R}$ be a $\mu^\nu_\ell$-integrable quantity of interest, denote by $E_{\text{ML}}$ (resp. $V_{\text{ML}}$) the sample mean (resp. variance) of the multi-level ergodic estimator (5.2), and denote by $E = E_{\nu^0}, P_\ell$ (resp. $V = V_{\nu^0}, P_\ell$) the sample mean (resp. variance) with respect to Markov chain generated by a $\nu_\ell$-invariant Markov kernel $P_\ell$, started form an initial measure $\nu^0$. The Total Mean Square Error of the multi-level estimator (5.2) is given by the following:

$$\hat{e}_{\text{ML}}(\hat{\text{QoI}}_L, \left\{N_\ell\right\}_{\ell=0}^L) := E_{\text{ML}} \left[ \left( \hat{\text{QoI}}_L, \left\{N_\ell\right\}_{\ell=0}^L - E_{\mu^\nu}[\text{QoI}] \right)^2 \right].$$

Notice that the estimator $\hat{\text{QoI}}_L, \left\{N_\ell\right\}_{\ell=0}^L$ also depends on $\left\{P_\ell\right\}_{\ell=1}^L$, the burn-in, and initial measure for each level; however, for the sake of readability, we opted not to write these dependencies explicitly throughout this section. The previous term can be upper bounded by

$$\hat{e}_{\text{ML}}(\hat{\text{QoI}}_L, \left\{N_\ell\right\}_{\ell=0}^L) \leq V_{\text{ML}}(\hat{\text{QoI}}_L, \left\{N_\ell\right\}_{\ell=0}^L) + 2 \left[ E_{\text{ML}} \left[ \hat{\text{QoI}}_L, \left\{N_\ell\right\}_{\ell=0}^L - E_{\mu^\nu}[\text{QoI}] \right] + 2 \left( E_{\mu^\nu}[\text{QoI}] - E_{\mu^\nu}[\text{QoI}] \right)^2 \right].$$

Notice that

$$V_{\text{ML}}(\hat{\text{QoI}}_L, \left\{N_\ell\right\}_{\ell=0}^L) = \sum_{\ell=0}^L V[\hat{Y}_\ell] + 2 \sum_{0 \leq \ell, \ell' \leq L} \text{Cov}(\hat{Y}_\ell, \hat{Y}_{\ell'}) \leq 2(L + 1) \sum_{\ell=0}^L V[\hat{Y}_\ell].$$

Furthermore, we have that

$$2 \left( E_{\text{ML}} \left( \hat{\text{QoI}}_L, \left\{N_\ell\right\}_{\ell=0}^L \right) - E_{\mu^\nu}[\text{QoI}] \right)^2 \leq 2(L + 1) \sum_{\ell=0}^L \left( E[\hat{Y}_\ell] - E_{\nu^0}[Y_\ell] \right)^2.$$

Thus, recognizing from Equation (5.8) the level-wise (statistical) MSE of $\hat{Y}_\ell$ as

$$\text{MSE}(\hat{Y}_\ell) = V[\hat{Y}_\ell] + \left( E[\hat{Y}_\ell] - E_{\nu^0}[Y_\ell] \right)^2,$$
we then have that
\[
\hat{e}_{\text{ML}}(\hat{QoI}_{L,\{N_\ell\}_{\ell=0}^L}) \leq 2(L + 1) \sum_{\ell=0}^L \text{MSE}(\hat{Y}_\ell) + 2 \left[ \mathbb{E}_{\mu^{\nu}_L}[QoI] - \mathbb{E}_{\mu^{\nu}}[QoI] \right]^2 =: e_{\text{ML}}(\hat{QoI}_{L,\{N_\ell\}_{\ell=0}^L}).
\] (5.12)

For some tolerance \(\text{tol} > 0\), we denote the minimal computational cost required to obtain \(e_{\text{ML}}(\hat{QoI}_{L,\{N_\ell\}_{\ell=0}^L}) \leq \text{tol}^2\) by \(C\left(e_{\text{ML}}(\hat{QoI}_{L,\{N_\ell\}_{\ell=0}^L}), \text{tol}^2\right)\). The focus of this section is to provide upper bounds on this computational cost, while quantifying the computational advantage of the ML-MCMC method over its single-level counterpart (at level \(L\)). In particular, our result can be thought of as an extension of [45, Theorem 3.4]. The main result of this section is presented in Theorem 5.4.1. To establish a cost-tolerance relation, we must first make assumptions on the decay of the discretization error and the corresponding increase in computational cost for the evaluation of \(F_\ell\) as a function of the discretization parameter \(M_\ell = s^\ell M_0\).

**Assumption 5.4.1:** For any \(\ell \geq 0\), the following hold:

5.4.1.1. There exist positive functions \(C_{F}, C_{\Phi} : X \rightarrow \mathbb{R}_{+}\) independent of \(\ell\), and positive constants \(C_c, \alpha\) independent of \(u\) and \(\ell\) such that
   a) \(\|F_\ell(u) - F(u)\|_\psi \leq C_{F}(u) s^{-\alpha\ell}, \forall u \in X\).
   b) \(|\Phi_\ell(u; y) - \Phi(u; y)| \leq C_{\Phi}(u) \|F_\ell(u) - F(u)\|_\psi, \forall u \in X\).
   c) \(\int_X \exp(C_{F}(u)C_{\Phi}(u))\mu_{pr}(du) \leq C_c < \infty\).

5.4.1.2. Given a \(\mu^{\nu}_\ell\)-integrable quantity of interest \(QoI_\ell\), there exists a function \(C_q : X \rightarrow \mathbb{R}_{+}\) independent of \(\ell\) and positive constants \(\hat{C}_q, \alpha_q, \alpha_m, \text{ and } m > 2\), independent of \(u\) and \(\ell\) such that
   a) \(|QoI_\ell(u) - QoI(u)| \leq C_q(u) s^{-\alpha_q\ell}, \forall u \in X\).
   b) \(\int_X C^2_{\hat{q}}(u)\mu_{pr}(du) \leq \hat{C}_q^2 < \infty\).
   c) \(\left(\int_X |QoI_\ell(u)|^m\mu_{pr}(du)\right)^{1/m} \leq C_m < \infty\).

5.4.1.3. There exist positive constants \(\gamma\) and \(C_{\gamma}\), such that, for each discretization level \(\ell\), the computational cost of obtaining one sample from a \(\mu^{\nu}_\ell\)-integrable quantity of interest \(QoI_\ell(u_{\ell,\ell})\), \(u_{\ell,\ell} \sim \mu^{\nu}_\ell\), with \(u_{\ell,\ell}\) generated by Algorithm 7, denoted by \(C_{\ell}(QoI_\ell)\), scales as
   \[C_{\ell}(QoI_\ell) \leq C_{\ell} s^{\gamma\ell}.
   \]

**Remark 5.4.1:** With a slight abuse of notation, we have used the symbol \(\alpha\) to denote the (strong) rate in 5.4.1.1, and \(\alpha_t(\cdot, \cdot)\) to denote acceptance probability at level \(\ell\). We hope this does not create any confusion.
5.4 Cost analysis of the ML-MCMC algorithm

We state the main result of this section.

**Theorem 5.4.1 (Decay of errors):** For any \( \ell = 0, 1, \ldots, L \), let \( QoI_\ell \) be an \( L_1(X, \mu^y_\ell) \)-integrable quantity of interest and suppose Assumptions 5.3.1, 5.3.2, and 5.4.1 hold. Then, there exist positive constants \( C_w, C_v, C_{mse} \), independent of \( \ell \) such that:

\[
T1. \quad \text{(Weak convergence)} \quad \bigg| E_{\mu^y_\ell}[QoI_\ell] - E_{\mu^y}[QoI]\bigg| \leq C_w s^{-\alpha_w \ell},
\]

\[
T2. \quad \text{(Strong convergence)} \quad \mathbb{V}_{\nu_\ell}[Y_\ell] \leq C_v s^{-\beta \ell}.
\]

\[
T3. \quad \text{(MSE bound)} \quad \text{MSE}(\hat{QoI}_{L,N_\ell}) \leq N_\ell^{-1} C_{mse} \mathbb{V}_{\nu_\ell}[Y_\ell].
\]

Here, \( \alpha_w = \min\{\alpha_q, \alpha\} \) and \( \beta = \min\{2\alpha_q, \alpha(1 - 2/m)\} \), with \( \alpha, \alpha_q, \) and \( m \) as in Assumption 5.4.1.

The proof of Theorem 5.4.1 is presented in Section 5.4.1. In [45, Theorem 3.4], it has been shown that, if an ML-MCMC algorithm satisfies conditions T1-T3, then it has a complexity (cost-tolerance relation) analogous to a standard MLMC algorithm to compute expectations (when independent sampling from the underlying probability measure is possible) up to logarithmic terms. This result is stated in Theorem 5.4.2 below. The purpose of Theorem 5.4.1 is to demonstrate that our class of ML-MCMC algorithms does actually fulfill conditions T1-T3.

**Remark 5.4.2:** Throughout this work, we have the tacit assumption that the chain at level 0 (i.e., the one that does not require an IMH sampler, is geometrically ergodic with respect to \( \mu^y_0 \)).

**Theorem 5.4.2:** ([45, Theorem 3.4]) Under the same assumptions as in Theorem 5.4.1, with \( \alpha_w \geq \frac{1}{2} \min\{\gamma, \beta\} \), for any \( \text{tol} > 0 \) there exist a number of levels \( L = L(\text{tol}) \), a decreasing sequence of integers \( \{N_\ell(\text{tol})\}_{\ell=0}^L \), and a positive constant \( C_{ML} \) independent of \( \text{tol} \), such that the MSE bound of the multilevel estimator, \( e_{ML}(\hat{QoI}_{L,N_\ell}) \), satisfies

\[
e_{ML}(\hat{QoI}_{L,N_\ell}) \leq \text{tol}^2,
\]

whereas, the corresponding total ML-MCMC cost is bounded by

\[
C \left(e_{ML}(\hat{QoI}_{L,N_\ell}), \text{tol}^2\right) \leq C_{ML} \begin{cases} 
\text{tol}^{-2} |\log \text{tol}| & \text{if } \beta > \gamma, \\
\text{tol}^{-2} |\log \text{tol}|^3 & \text{if } \beta = \gamma, \\
\text{tol}^{-2} (\gamma - \beta)/\alpha_w |\log \text{tol}| & \text{if } \beta < \gamma.
\end{cases}
\]

**Proof.** See [45]. \( \square \)

The rates in Theorem 5.4.2 are independent of the dimension of \( X \). In [45] it is shown that the cost of obtaining an equivalent single-level (at level \( L \)) mean square error of an estimator \( \hat{QoI}_N \)
A class of Multi-Level MCMC algorithms based on Independent Metropolis-Hastings

Based on a single-level MCMC algorithm (e.g., standard MH) (denoted by \( e_{\text{SL}} \)), generated by a reversible and geometrically ergodic Markov kernel is given by

\[
C \left( e_{\text{SL}} \left( Q_{\text{OIL}_N} \right), \text{tol}^2 \right) \leq C_{\text{SL}} \text{tol}^{-2 - \gamma / \alpha_w}, \quad C_{\text{SL}} \in \mathbb{R}^+, 
\]

where \( \alpha_w \) and \( \gamma \) are the same constants as in Theorem 5.4.1, and \( C_{\text{SL}} \) is a positive constant independent of the tolerance \( \text{tol} \).

### 5.4.1 Proof of Theorem 5.4.1

We decompose the proof of Theorem 5.4.1 in a series of auxiliary results. Further, \( T_3 \) is obtained from Theorem 5.3.4 with a level dependent constant and we postulated in Assumption 5.3.2 that this constant can be bounded by a finite, level-independent constant \( C_{\text{mse}} \), and as such, we can use it in \( T_3 \). Thus, we just need to prove that \( T_1 \) and \( T_2 \) hold, which is done in Lemmata 5.4.3 and 5.4.7. We first prove some auxiliary results needed to prove implication \( T_1 \).

#### Lemma 5.4.1

Suppose Assumption 5.4.1 holds. Then, for \( \ell = 1, 2, \ldots, L \), it holds

\[
c_\ell \leq Z_\ell \leq C,
\]

where \( c_\ell = \int_X \exp(-\Phi(u; y) - C_F(u)C_\Phi(u)) \mu_{\text{pr}}(du) \) and \( C \) as in Assumption 5.4.1.

**Proof.** From Assumption 5.4.1.1, for all \( \ell \geq 0 \), and \( u \in X \),

\[
\Phi(u; y) - C_\Phi(u)C_F(u) \leq \Phi(\ell; y) \leq \Phi(u; y) + C_\Phi(u)C_F(u).
\]

Hence,

\[
Z_\ell = \int_X \exp(-\Phi(\ell; y)) \mu_{\text{pr}}(du) \leq \int_X \exp(-\Phi(u; y) - C_\Phi(u)C_F(u)) \mu_{\text{pr}}(du)
\]

\[
\leq \int_X \exp(C_\Phi(u)C_F(u)) \mu_{\text{pr}}(du) = C,
\]

where the last step follows from the assumption of nonnegativity of \( \Phi(\theta; y) \). Similarly, \( Z_\ell \geq \int_X \exp(-\Phi(u; y) - C_\Phi(u)C_F(u)) \mu_{\text{pr}}(du) = c_\ell \), independently of \( \ell \).

#### Lemma 5.4.2

Suppose Assumption 5.4.1 holds. Then, for any \( \ell \geq 1 \), there exist positive functions \( C_{\pi, \ell}(u) : X \to \mathbb{R}_+ \), \( C_{\pi, \ell}(u) : X \to \mathbb{R}_+ \), such that

\[
|\pi_{\ell}^u(u; y) - \pi_{\ell-1}^u(u)| \leq C_{\pi, \ell}(u) s^{-\alpha \ell}, \quad \forall u \in X, \quad (5.13)
\]

\[
|\pi_{\ell}^u(u; y) - \pi_u(u)| \leq C_{\pi, \ell}(u) s^{-\alpha \ell}, \quad \forall u \in X, \quad (5.14)
\]
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Moreover, \( C_{\pi,\ell}(u) = (\pi^\ell_\ell(u) + \pi^\ell_{\ell-1}(u))K_{\pi,\ell}(u), \overline{C}_{\pi,\ell}(u) = (\pi^\ell_\ell(u) + \pi^\ell_{\ell}(u))\bar{K}_{\pi,\ell}(u), \) with
\[
\begin{align*}
\bar{K}_{\pi,\ell}(u) &= C_{\Phi}(u)C_{\mathcal{F}}(u) + c^{-1}_\ell C_{\ell}, \\
K_{\pi,\ell}(u) &= (1 + s^\alpha)\bar{K}_{\pi,\ell}(u).
\end{align*}
\]

Furthermore, for any \( p \in [1, +\infty), \)
\[
\begin{align*}
K_p &:= \left( \int_X |K_{\pi,\ell}(u)|^p \mu_{\pi}(du) \right)^{1/p} < +\infty, \\
\bar{K}_p &:= \left( \int_X |ar{K}_{\pi,\ell}(u)|^p \mu_{\pi}(du) \right)^{1/p} < +\infty.
\end{align*}
\]

**Proof.** We begin with the proof of (5.13). We consider first the case \( \Phi_{\ell}(u; y) \leq \Phi_{\ell-1}(u; y). \)

\[
|\pi^\ell_\ell(u) - \pi^\ell_{\ell-1}(u)| = \frac{|e^{-\Phi_{\ell}(u; y)} - e^{-\Phi_{\ell-1}(u; y)}|}{Z_\ell} - \frac{|e^{-\Phi_{\ell}(u; y)} - e^{-\Phi_{\ell-1}(u; y)}|}{Z_{\ell-1}}.
\]

We first focus on \( I. \) A straightforward application of the mean value theorem (c.f. Assumption 5.3.1.2) results in the following:
\[
\left|e^{-\Phi_{\ell}(u; y)} - e^{-\Phi_{\ell-1}(u; y)}\right| \leq e^{-\Phi_{\ell}(u; y)}|\Phi_{\ell}(u; y) - \Phi_{\ell-1}(u; y)|.
\]

Thus, from (5.15), together with Assumptions 5.4.1.1 we have the following:
\[
I = Z_\ell^{-1}\left|e^{-\Phi_{\ell}(u; y)} - e^{-\Phi_{\ell-1}(u; y)}\right| \leq \pi^\ell_\ell(u)|\Phi_{\ell}(u; y) - \Phi_{\ell-1}(u; y)| \leq \pi^\ell_\ell(u)(|\Phi_{\ell}(u; y) - \Phi(u; y)| + |\Phi_{\ell-1}(u; y) - \Phi(u; y)|) \leq \pi^\ell_\ell(u)C_{\Phi}(u)\|\mathcal{F}_{\ell}(u) - \mathcal{F}(u)\|_Y + \|\mathcal{F}_{\ell-1}(u) - \mathcal{F}(u)\|_Y \leq \pi^\ell_\ell(u)C_{\Phi}(u)C_{\mathcal{F}}(u)(1 + s^\alpha) s^{-\alpha\ell}.
\]

(5.16)
We shift our attention to $II$. Following a similar procedure as for $I$, we have the following:

$$II \leq \frac{\pi^y_{\ell-1}(u)}{Z_{\ell}} \int_X |e^{-\Phi_{\ell}(z;y)} - e^{-\Phi_{\ell-1}(z;y)}| \mu_{pr}(dz)$$

$$\leq \frac{\pi^y_{\ell-1}(u)}{Z_{\ell}} \int_X e^{-\min\{\Phi_{\ell}(z;y),\Phi_{\ell-1}(z;y)\}} |\Phi_{\ell}(z;y) - \Phi_{\ell-1}(z;y)| \mu_{pr}(dz)$$

$$\leq \pi^y_{\ell-1}(u) (1 + s^\alpha) s^{-\alpha} C_\ell^{-1} \int_X C_{\Phi}(z) C_{\mathcal{F}}(z) e^{-\min\{\Phi_{\ell}(z;y),\Phi_{\ell-1}(z;y)\}} \mu_{pr}(dz)$$

$$\leq \pi^y_{\ell-1}(u) (1 + s^\alpha) s^{-\alpha} C_\ell^{-1} C_e,$$

where in the last step we used the fact that

$$\int_X C_{\Phi}(u) C_{\mathcal{F}}(u) \mu_{pr}(du) \leq \int_X \exp(C_{\Phi}(u) C_{\mathcal{F}}(u)) \mu_{pr}(du) \leq C_e.$$ 

Adding (5.16) and (5.17) provides the desired result with

$$C'_{\pi,\ell}(u) = (\pi^y_{\ell}(u) C_{\Phi}(u) C_{\mathcal{F}}(u) + \pi^y_{\ell-1}(u) c_{\ell}^{-1} C_e) (1 + s^\alpha).$$

The case $\Phi_{\ell}(u; y) > \Phi_{\ell-1}(u; y)$ can be treated analogously by considering the alternative splitting

$$|\pi^y_{\ell}(u) - \pi^y_{\ell-1}(u)| \leq \left(\left|\frac{e^{-\Phi_{\ell}(u;y)}}{Z_{\ell}} - \frac{e^{-\Phi_{\ell}(u;y)}}{Z_{\ell-1}}\right| + \left|\frac{e^{-\Phi_{\ell}(u;y)}}{Z_{\ell-1}} - \frac{e^{-\Phi_{\ell-1}(u;y)}}{Z_{\ell-1}}\right|\right),$$

which yields the constant $C''_{\pi,\ell}(u) = (\pi^y_{\ell-1}(u) C_{\Phi}(u) C_{\mathcal{F}}(u) + \pi^y_{\ell}(u) c_{\ell}^{-1} C_e) (1 + s^\alpha)$. Thus, one can obtain the desired bound $|\pi^y_{\ell}(u) - \pi^y_{\ell-1}(u)| \leq C''_{\pi,\ell}(u)s^{-\alpha\ell}$ with

$$C_{\pi,\ell}(u) = (\pi^y_{\ell-1}(u) + \pi^y_{\ell}(u)) K_{\pi,\ell}(u),$$

$$K_{\pi,\ell}(u) = (C_{\Phi}(u) C_{\mathcal{F}}(u) + c_{\ell}^{-1} C_e)(1 + s^\alpha).$$

A similar procedure reveals that the bound (5.14) holds with

$$\tilde{C}_{\pi,\ell}(u) = (\pi^y(u) + \pi^y_{\ell}(u)) \tilde{K}_{\pi,\ell}(u),$$

$$\tilde{K}_{\pi,\ell}(u) = C_{\Phi}(u) C_{\mathcal{F}}(u) + c_{\ell}^{-1} C_e.$$
Finally,

\[ K_p := \left( \int_X |K_{\pi,\ell}(u)|^p \mu_{pr}(du) \right)^{1/p} = (1 + s^\alpha) \left( \int_X (C_F(u)C_F(u) + c_1^{-1}C_e)^p \mu_{pr}(du) \right)^{1/p} \]

\[ \leq (1 + s^\alpha) \left( \frac{p}{e} \right)^p \left( \int_X \exp \left\{ C_F(u)C_F(u) + c_1^{-1}C_e \right\} \mu_{pr}(du) \right)^{1/p} \]

\[ \leq (1 + s^\alpha) \left( \frac{p}{e} \right)^p (C_e \exp \left\{ c_1^{-1}C_e \right\})^{1/p} < +\infty. \]

A similar calculation for \( \tilde{K}_{\pi,\ell} \) leads to the following:

\[ \tilde{K}_p = \left( \int_X |\tilde{K}_{\pi,\ell}(u)|^p \mu_{pr}(du) \right)^{1/p} \leq (p/e) \left( C_e \exp \left\{ c_1^{-1}C_e \right\} \right)^{1/p} < +\infty. \]

Thus, we can show implication T1.

**Lemma 5.4.3:** Suppose Assumption 5.4.1 holds. Then, for any \( \ell = 0, 1, \ldots, L \), there exists a positive constant \( C_w \in \mathbb{R}_+ \), independent of \( \ell \), such that:

\[ |E_{\mu_{\tilde{x}}} [\text{QoI}(u)] - E_{\mu_{x}} [\text{QoI}(u)]| \leq C_w s^{-\alpha_w \ell}, \]

with \( \alpha_w = \min \{ \alpha_q, \alpha \} \) and \( \alpha_q, \alpha \) as in Assumption 5.4.1.

**Proof.** We follow an approach similar to that of [45].

\[ |E_{\mu_{\tilde{x}}} [\text{QoI}(u)] - E_{\mu_{x}} [\text{QoI}(u)]| \leq |E_{\mu_{\tilde{x}}} [\text{QoI}(u)] - E_{\mu_{\ell}} [\text{QoI}(u)]| + |E_{\mu_{\ell}} [\text{QoI}(u)] - E_{\mu_{x}} [\text{QoI}(u)]|. \]

For the first term:

\[ |E_{\mu_{\tilde{x}}} [\text{QoI}(u)] - E_{\mu_{\ell}} [\text{QoI}(u)]| \leq E_{\mu_{\tilde{x}}} [|\text{QoI}(u) - \text{QoI}(u)|] \]

\[ \leq \left( \int_X C_q(u)\mu_{\tilde{x}}(du) \right) s^{-\alpha_q \ell} \leq \frac{s^{-\alpha_q \ell}}{Z_\ell} \int_X C_q(u)\mu_{pr}(du) \leq c_1^{-1}C_q s^{-\alpha_q \ell}. \tag{5.18} \]

For the second term:

\[ |E_{\mu_{\tilde{x}}} [\text{QoI}(u)] - E_{\mu_{x}} [\text{QoI}(u)]| = \left| \int_X \text{QoI}(u)[\pi_{\ell}(u) - \pi_x(u)]\mu_{pr}(du) \right| \]

\[ \leq \int_X |\text{QoI}(u)| (\pi_{\ell}(u) + \pi_x(u)) \tilde{K}_{\pi,\ell}(u)\mu_{pr}(du) s^{-\alpha \ell}. \tag{5.19} \]
Working on the first term of the previous integral, we obtain the following from Hölder’s inequality:

\[
\left| \int_X QoI(u) \pi_y^{\ell}(u) \tilde{K}_{\pi,\ell}(u) \mu_{pr}(du) \right| \\
\leq \left( \int_X |QoI(u)|^m \mu_{pr}(du) \right)^{1/m} \left( \int_X (\pi_y^{\ell}(u))^{m'} \tilde{K}_{\pi,\ell}(u) \mu_{pr}(du) \right)^{1/m'} \\
\leq C_m c^{-1} \tilde{K}_{m'},
\]

where we have taken \( m = 1 \) as in Assumption 5.4.1, \( m' = 1 - 1/m \) and \( \tilde{K}_{m'} \) as in Lemma 5.4.2. A similar bound holds for the second term in (5.19), thus leading to

\[
\left| \mathbb{E}_{\mu_{pr}}[QoI(u)] - \mathbb{E}_{\mu_{pr}}[QoI(u)] \right| \leq 2c^{-1} C_m \tilde{K}_{m'} s^{-\alpha \ell}.
\] (5.20)

The desired result follows from (5.18) and (5.20), with \( \alpha = \min \{ \alpha_q, \alpha \} \), and a level independent constant \( C_w = c^{-1}(2C_m \tilde{K}_{m'} + \tilde{C}_q) \).

We now turn our attention to implication T2. We first prove several auxiliary results.

For any given level \( \ell = 0, 1, \ldots, L \), we say that the joint chains created by Algorithm 7 are synchronized at step \( n \) if \( u_{n,\ell}^{n,\ell} = u_{n,\ell-1}^{n,\ell-1} \). Conversely, we say they are unsynchronized at step \( n \) if \( u_{n,\ell}^{n,\ell} \neq u_{n,\ell-1}^{n,\ell-1} \). Notice that if the chains are synchronized at a state \( u_{n,\ell}^{n,\ell} = u_{n,\ell-1}^{n,\ell-1} = u \), and the new proposed state at the \( (n + 1) \)th iteration of the algorithm is \( z \in X \), they de-synchronize at the next step with probability \( |\alpha_{\ell}(u, z) - \alpha_{\ell-1}(u, z)| \) (c.f. Figure 5.1). Intuitively, one would expect that such a probability approaches 0 as \( \ell \to \infty \). We formalize this intuition below.

**Lemma 5.4.4:** Suppose Assumptions 5.4.1 hold. Then, the following bound holds

\[
|\alpha_{\ell}(u, z) - \alpha_{\ell-1}(u, z)| \leq h_{\ell}(u, z) s^{-\alpha \ell}, \quad u, z \in X,
\]

with

\[
h_{\ell}(u, z) := \frac{Q_{\ell}(u)}{Q_{\ell}(z)} \frac{1}{\pi_y^{\ell}(u) \pi_y^{\ell}(z)} |\pi_y^{\ell}(z) C_{\pi,\ell}(u) + \pi_y^{\ell}(u) C_{\pi,\ell}(z)|
\]

and \( C_{\pi,\ell}(\cdot) \) as in Lemma 5.4.2.
Proof. From the definition of $\alpha_\ell$, and the fact that $\psi(x) := \min\{1, x\}$ is Lipschitz continuous with a constant of 1, it can be seen that

$$|\alpha_\ell(u, z) - \alpha_{\ell-1}(u, z)| \leq \frac{Q_\ell(u) \pi_\ell^y(z)}{Q_\ell(z) \pi_\ell^y(u)} - \frac{Q_\ell(u) \pi_{\ell-1}^y(z)}{Q_\ell(z) \pi_{\ell-1}^y(u)} = \frac{Q_\ell(u)}{Q_\ell(z)} \frac{\pi_\ell^y(z) - \pi_{\ell-1}^y(z)}{\pi_\ell^y(u) - \pi_{\ell-1}^y(u)}.$$

$$= \frac{Q_\ell(u)}{Q_\ell(z) \pi_\ell^y(u) \pi_{\ell-1}^y(u)} \left| \pi_\ell^y(z)(-\pi_\ell^y(u) + \pi_{\ell-1}^y(u)) + \pi_\ell^y(u)(\pi_\ell^y(z) - \pi_{\ell-1}^y(z)) \right|$$

$$\leq \frac{Q_\ell(u)}{Q_\ell(z) \pi_\ell^y(u) \pi_{\ell-1}^y(u)} \left( \pi_\ell^y(z) C_{\pi, \ell}(u) + \pi_\ell^y(u) C_{\pi, \ell}(z) \right) s^{-\alpha_\ell}.$$ 

\[\Box\]

Lemma 5.4.5: Suppose Assumptions 5.3.1 and 5.4.1 hold. Furthermore, denote the diagonal set of $X^2$ as $\Delta := \{(u, z) \in X^2: u = z\}$. The transition probability to $\Delta^c$ for the coupled chain of Algorithm 7 is such that

$$p_\ell(u_\ell, \Delta^c) \leq R_\ell(u)s^{-\alpha_\ell}, \quad \forall u_\ell = (u, u) \in \Delta,$$

with

$$R_\ell(u) = \frac{Q_\ell(u)}{\pi_\ell^y(u) \pi_{\ell-1}^y(u)} \left( C_{\pi, \ell}(u) + \pi_\ell^y(u) K_1 \right),$$

and $C_{\pi, \ell}(\cdot)$ and $K_1$ as in Lemma 5.4.2. Moreover, whenever $u_\ell \in \Delta^c$,

$$p_\ell(u_\ell, \Delta^c) \leq 1 - c \int_X \min\{\pi_{\ell}^y(u), \pi_{\ell-1}^y(u)\} \mu_{pr}(du),$$

where $c$ is the same constant as in Assumption 5.3.1.1. Furthermore, $\exists \delta > 0$ independent of $\ell$ such that

$$\inf_{\ell \in \mathbb{N}} \int_X \min\{\pi_{\ell}^y(u), \pi_{\ell-1}^y(u)\} \mu_{pr}(du) > \delta > 0. \quad (5.21)$$

Proof. We begin with the first inequality. For $u_\ell \in \Delta$ and from the definition of $p_\ell$ we obtain the following

$$p_\ell(u_\ell, \Delta^c) = \int_X (\alpha_{\ell-1}(u_\ell, z) - \alpha_\ell(u_\ell, z))^+ Q_\ell(z) 1_{\{(u_\ell, z) \in \Delta^c\}} \mu_{pr}(dz)$$

$$+ \int_X (\alpha_\ell(u_\ell, z) - \alpha_{\ell-1}(u_\ell, z))^+ Q_\ell(z) 1_{\{(u_\ell, z) \in \Delta^c\}} \mu_{pr}(dz),$$
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where the first and last term in (5.3) are both zero. Writing \( u_{\ell,\ell} = u_{\ell,\ell-1} = u \), it then follows from Lemma 5.4.4 that:

\[
p_{\ell}(u, \Delta^c) \leq \int_X |\alpha_{\ell-1}(u, z) - \alpha_\ell(u, z)| Q_\ell(z) \mu_{pr}(dz)
\]

\[
\leq \frac{Q_\ell(u) s^{-\alpha_\ell}}{\pi_\ell^u(u) \pi_{\ell-1}^u(u)} \int_X |\pi_\ell^y(z) C_{\pi,\ell}(u) + \pi_\ell^y(u) C_{\pi,\ell}(z)| \mu_{pr}(dz)
\]

\[
\leq \frac{Q_\ell(u) s^{-\alpha_\ell}}{\pi_\ell^u(u) \pi_{\ell-1}^u(u)} \left( C_{\pi,\ell}(u) + \pi_\ell^y(u) \int_X C_{\pi,\ell}(z) \mu_{pr}(dz) \right)
\]

\[
\leq \frac{Q_\ell(u) s^{-\alpha_\ell}}{\pi_\ell^u(u) \pi_{\ell-1}^u(u)} \left( C_{\pi,\ell}(u) + 2c_1^{-1} K_1 \pi_\ell^y(u) \right)
\]

Thus, \( \forall u_\ell \in \Delta, \)

\[
p_{\ell}(u, \Delta^c) \leq R_{\ell}(u) s^{-\alpha_\ell},
\]

with

\[
R_{\ell}(u) = \frac{Q_\ell(u)}{\pi_\ell^u(u) \pi_{\ell-1}^u(u)} \left( C_{\pi,\ell}(u) + 2c_1^{-1} K_1 \right).
\]

Next, we focus on the second inequality which holds for \( u_\ell \in \Delta^c \). Thus, from the fact that \( \max\{a, b\} - |a - b| = \min\{a, b\} \forall a, b \in \mathbb{R} \), using Assumption 5.3.1.1, we obtain

\[
p_{\ell}(u, \Delta^c) \leq \int_X \left( 1 - \min_{j=\ell-1,\ell} \{\alpha_j(u_{\ell,j}, u)\} \right) Q_\ell(u) \mu_{pr}(du)
\]

\[
\leq 1 - \int_X \min_{j=\ell-1,\ell} \left\{ \min \left\{ 1, \frac{\pi_j^y(u)}{Q_\ell(u)} \right\} \right\} Q_\ell(u) \mu_{pr}(du)
\]

\[
= 1 - \int_X \min_{j=\ell-1,\ell} \left\{ \min \left\{ Q_\ell(u), c \pi_j^y(u) \right\} \right\} \mu_{pr}(du)
\]

\[
= 1 - \int_X \min_{j=\ell-1,\ell} \left\{ \min \left\{ \frac{Q_\ell(u)}{\pi_j^y(u)}, c \right\} \pi_j^y(u) \right\} \mu_{pr}(du)
\]

\[
\leq 1 - c \int_X \min_{j=\ell-1,\ell} \left\{ \pi_j^y(u) \right\} \mu_{pr}(du).
\]

where \( c \) is the same constant as in Assumption 5.3.1.1 (notice that \( c < 1 \)).
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Thus, setting
\[
\begin{align*}
\lim_{\ell \to \infty} \int_X \min_{j=\ell-1, \ell} \left\{ \pi^\nu_j(u) \right\} \mu_p(u) du &= 1 - \lim_{\ell \to \infty} \frac{1}{2} \int_X |\pi^\nu_j(u) - \pi^\nu_{\ell-1}(u)| \mu_p(u) du \\
&\geq \lim_{\ell \to \infty} \left(1 - C_1 s^{-\alpha_1}\right) = 1,
\end{align*}
\]
and, by definition,
\[
\int_X \min_{j=\ell-1, \ell} \left\{ \pi^\nu_j(u) \right\} \mu_p(u) du \leq 1, \quad \forall \ell \in \mathbb{N}
\]
Thus, the sequence \( \left\{ \int_X \min_{j=\ell-1, \ell} \left\{ \pi^\nu_j(u) \right\} \mu_p(u) du \right\}_{\ell \in \mathbb{N}} \) has 1 as an accumulation point, as \( \ell \to \infty \), and, fixed any \( \delta \in (0, 1) \), there exists \( \ell' \geq 0 \) such that, for any \( \ell \geq \ell' \), \( \int_X \min_{j=\ell-1, \ell} \left\{ \pi^\nu_j(u) \right\} \mu_p(u) du \geq \delta' \). Lastly, recall that by Assumption 5.3.1.2 \( \pi^\nu_0 \) and \( \pi^\nu_{\ell-1} \) are continuous and strictly positive. Thus, for any compact set \( A \subset X \) with \( \mu_p(A) > 0 \), and for any \( \ell = \{0, 1, \ldots, \ell'\} \), we have
\[
\int_X \min_{j=\ell-1, \ell} \left\{ \pi^\nu_j(u) \right\} \mu_p(u) du \geq \int_A \min_{j=\ell-1, \ell} \left\{ \pi^\nu_j(u) \right\} \mu_p(u) du =: \delta_\ell > 0.
\]
Thus setting \( \delta = \min_{0 \leq \ell \leq \ell'} \{\delta_\ell\} \), and \( \delta = \min\{\delta, \delta'\} \) we obtain that, for any \( \ell \geq 0 \)
\[
\int_X \min_{j=\ell-1, \ell} \left\{ \pi^\nu_j(u) \right\} \mu_p(u) du \geq \delta > 0.
\]
\begin{remark}[On the dependence of the TV distance between posteriors]: Notice that the term \( \int_X \min\{\pi^\nu_\ell(u), \pi^\nu_{\ell-1}(u)\} \mu_p(u) du \) can be written as
\[
\int_X \min\{\pi^\nu_\ell(u), \pi^\nu_{\ell-1}(u)\} \mu_p(u) du = 1 - \frac{1}{2} \int_X |\pi^\nu_\ell(u) - \pi^\nu_{\ell-1}(u)| \mu_p(u) du = 1 - d_{TV}(\pi^\nu_\ell, \pi^\nu_{\ell-1}).
\]
Furthermore, it is a consequence of Lemma 5.4.2 that \( d_{TV}(\pi^\nu_\ell, \pi^\nu_{\ell-1}) \to 0 \) as \( \ell \to \infty \). Thus, a bound on \( \delta \) depends on the largest TV distance between two consecutive posteriors, which, intuitively, one would expect to occur at the coarser discretization levels.
\end{remark}
\begin{lemma}: Suppose Assumptions 5.3.1 and 5.4.1 hold. Then, for all \( \ell = 1, 2, \ldots, L \), there exist a positive constant \( C_{r, \ell} \) with \( C_{r, \ell} \to C^*_r > 0 \) as \( \ell \to \infty \), such that
\[
P_{r, \ell}(u^\nu_{\ell, \ell} \neq u^\nu_{\ell-1}) \leq C_{r, \ell} s^{-\alpha_\ell}, \quad \forall n \in \mathbb{N},
\]
with \( c \) as in Assumption 5.3.1.1 and \( r \) as in Assumption 5.3.1.3.
\end{lemma}
Proof: For notational simplicity, for the remainder of this proof we will write $P_n := P_{\nu_t}(u^n_{\ell,t-1} \neq u^n_{\ell,t})$, $u^n_{\ell,t-1}, u^n_{\ell,t} \in X$, $n \in \mathbb{N}$. Let $Z_{\Delta,\ell} := \int_{\Delta} \nu_t(du_\ell) = (1 - P_n)$. From Lemma 5.4.5 we obtain, for any $n \in \mathbb{N}$

\[
\begin{align*}
\mathbb{P}_{\nu_t}(u^{n+1}_{\ell,t} \neq u^n_{\ell,t-1} | u^n_{\ell,t} \in \Delta) &= Z_{\Delta,\ell}^{-1} \int_{\Delta} p_t(u_\ell, \Delta^c) \nu_t(du_\ell) \\
&\leq \frac{s^{-\alpha \ell}}{Z_{\Delta,\ell}} \int_{\Delta} R_{\ell}(u) \nu_t(du_\ell) \quad \text{(with $u_\ell = (u, u)$ on $\Delta$)} \\
&\leq \frac{s^{-\alpha \ell}}{Z_{\Delta,\ell}} \int_{\Delta} \frac{Q_t(u)}{\pi^\gamma_t(u)} (K_{\pi_t,\ell}(u) + 2c^{-1}_1 K_1) \nu_t(du_\ell) + \frac{s^{-\alpha \ell}}{Z_{\Delta,\ell}} \int_{\Delta} \frac{Q_t(u)}{\pi^\gamma_t(u)} K_{\pi_t,\ell}(u) \nu_t(du_\ell)
\end{align*}
\]

We begin with integral I:

\[
I = \int_{X^2} \frac{Q_t(u_{\ell,t-1})}{\pi^\gamma_{t-1}(u_{\ell,t-1})} (K_{\pi_t,\ell}(u_{\ell,t-1}) + 2c^{-1}_1 K_1) 1\{(u_{\ell,t-1}, u_{\ell,t}) \in \Delta\} \nu_t(du_\ell)
\]

\[
\leq \int_{X} \frac{Q_t(u_{\ell,t-1})}{\pi^\gamma_{t-1}(u_{\ell,t-1})} (K_{\pi_t,\ell}(u_{\ell,t-1}) + 2c^{-1}_1 K_1) \int_{X} \nu_t(du_\ell)
\]

\[
= \int_{X} Q_t(u_{\ell,t-1}) (K_{\pi_t,\ell}(u_{\ell,t-1}) + 2c^{-1}_1 K_1) \mu_{pr}(du_{\ell,t-1})
\]

\[
\leq \left( \int_{X} |Q_t(u_{\ell,t-1})|^{r'} \mu_{pr}(du_{\ell,t-1}) \right)^{1/r'} \left( 2c^{-1}_1 K_1 + \left( \int_{X} |K_{\pi_t,\ell}(u_{\ell,t-1})|^{r'} \mu_{pr}(du_{\ell,t-1}) \right)^{1/r'} \right)
\]

\[
= C_r (2c^{-1}_1 + 1) K_r.
\]

Similarly, for II, we get:

\[
II = \int_{X^2} \frac{Q_t(u_{\ell,t})}{\pi^\gamma_t(u_{\ell,t})} K_{\pi_t,\ell}(u_{\ell,t}) 1\{(u_{\ell,t-1}, u_{\ell,t}) \in \Delta\} \nu_t(du_\ell)
\]

\[
\leq \int_{X} Q_t(u_{\ell,t}) K_{\pi_t,\ell}(u_{\ell,t}) \mu_{pr}(du_{\ell,t}) \leq C_r K_r.
\]

Setting $\hat{C} = 2C_r K_r (c^{-1}_1 + 1)$, one then has

\[
\mathbb{P}_{\nu_t}(u^{n+1}_{\ell,t} \neq u^n_{\ell,t-1} | u^n_{\ell,t} = u^n_{\ell,t-1}) \leq \hat{C} Z_{\Delta,\ell}^{-1} s^{-\alpha \ell} := Z_{\Delta,\ell}^{-1} s^\ell,
\]

where we have set $s_\ell = \hat{C} s^{-\alpha \ell}$. Similarly, letting $Z_{\Delta^c,\ell} := \int_{\Delta^c} \nu_t(du_\ell)$, one has

\[
\mathbb{P}_{\nu_t}(u^{n+1}_{\ell,t} \neq u^n_{\ell,t-1} | u^n_{\ell,t} \in \Delta^c) = Z_{\Delta^c,\ell}^{-1} \int_{\Delta^c} p_t(u_\ell, \Delta^c) \nu_t(du_\ell)
\]

\[
\leq 1 - c \int_{X} \min\{\pi^\gamma_t(u), \pi^\gamma_{t-1}(u)\} \mu_{pr}(du) =: \hat{c}_\ell \quad \text{(from Lemma 5.4.5)}.
\]
We write the de-synchronization probability at the \((n+1)\)th step as follows:

\[
P_{n+1} = P_{\nu_1}(u_{\ell,\ell} \neq u_{\ell,\ell-1}^{n+1}) = P_{\nu_1}(u_{\ell,\ell} \neq u_{\ell,\ell-1}^{n+1} \mid u_{\ell,\ell} = u_{\ell,\ell-1}^n)P_{\nu_1}(u_{\ell,\ell} = u_{\ell,\ell-1}^n) \\
+ P_{\nu_1}(u_{\ell,\ell} \neq u_{\ell,\ell-1}^{n+1} \mid u_{\ell,\ell} = u_{\ell,\ell-1}^n)P_{\nu_1}(u_{\ell,\ell} = u_{\ell,\ell-1}^n) \\
\leq Z_{\Delta,\ell}^{-1}s_{\ell}(1 - P_n) + \tilde{c}_\ell P_n \\
\leq s_{\ell} + \tilde{c}_\ell P_n.
\]

(5.22)

However, by stationarity, \(P_{n+1} = P_n = \): \(P\). Thus, from Equation (5.22),

\[
P_{\nu_1}(u_{\ell,\ell-1}^n \neq u_{\ell,\ell}^n) = P \leq \frac{\tilde{C}s^{-\alpha\ell}}{1 - \tilde{c}_\ell} = \frac{\tilde{C}}{c} \int_X \min \{\pi^y_{\ell}(u), \pi^y_{\ell-1}(u)\} \mu_{\nu_1}(du) s^{-\alpha\ell}.
\]

By (5.21) the integral term in the denominator is lower bounded by a constant \(\delta\) independent of the level. Furthermore, this integral converges to 1 as \(\ell \to \infty\). \(\square\)

We are now ready to prove implication T2.

**Lemma 5.4.7:** Suppose Assumptions 5.4.1 and 5.3.1.2 hold. Then, for any \(\ell \geq 1\), there exists a positive constant \(C_v\) such that

\[\forall_{\nu_1}[Y_\ell] \leq C_v s^{-\beta\ell},\]

where \(\beta = \min\{2\alpha_q, \alpha(1 - 2/m)\}\), and \(\alpha, \alpha_q, m\) as in Assumption 5.4.1.

**Proof.** We follow an argument similar to that of [45, Lemma 4.8]. From Young’s inequality we have

\[
\forall_{\nu_1}[Y_\ell] \leq \mathbb{E}_{\nu_1}[((QoI_\ell(u_{\ell,\ell}) - QoI_{\ell-1}(u_{\ell,\ell-1}))^2] \\
\leq 2\mathbb{E}_{\nu_1}[(QoI_\ell(u_{\ell,\ell}) - QoI_{\ell-1}(u_{\ell,\ell-1}))^2] + 2\mathbb{E}_{\nu_1}[(QoI_\ell(u_{\ell,\ell-1}) - QoI_{\ell-1}(u_{\ell,\ell-1}))^2].
\]

In the case in which \(QoI_\ell(\cdot)\) and \(QoI_{\ell-1}(\cdot)\) are the same (which could happen when the quantity of interest, seen as a functional, is mesh-independent), the second term vanishes. Otherwise, we have, using Assumption 5.4.1.2, that

\[
\mathbb{E}_{\nu_1}[(QoI_{\ell}(u_{\ell,\ell-1}) - QoI_{\ell-1}(u_{\ell,\ell-1}))^2] \leq 2\tilde{C}_q^2(1 + s^{2\alpha_q})s^{-2\alpha_q\ell}.
\]

The first term is only nonzero when \(u_{\ell,\ell} \neq u_{\ell,\ell-1}\). Thus, it can be rewritten as

\[
2\mathbb{E}_{\nu_1}[(QoI_{\ell}(u_{\ell,\ell}) - QoI_{\ell}(u_{\ell,\ell-1}))^2] = 2\mathbb{E}_{\nu_1}[(QoI_{\ell}(u_{\ell,\ell}) - QoI_{\ell}(u_{\ell,\ell-1}))^2\{u_{\ell,\ell} \neq u_{\ell,\ell-1}\}].
\]
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By applying Hölder’s inequality, we can write the above expression as follows:

$$2E_{\nu} \left[ (QoI(\ell) - QoI(\ell-1))^2 \mathbb{1}_{\{\ell \neq \ell-1\}} \right]$$

$$\leq 2E_{\nu} \left[ QoI(\ell) - QoI(\ell-1) \right]^{2m/2} \frac{\left( \frac{m}{m'} \mathbb{1}_{\{\ell \neq \ell-1\}} \right)^{1/m'}}{m}$$

$$= 2E_{\nu} \left[ QoI(\ell) - QoI(\ell-1) \right]^{2m/m'} \frac{\left( \frac{m}{m'} \mathbb{1}_{\{\ell \neq \ell-1\}} \right)^{1/m}}{m}.$$  \hspace{1cm} (5.23)

From Assumption 5.4.1.2c, it follows that we can bound the first term in Equation (5.23) by

$$E_{\nu} [\left| QoI(\ell) - QoI(\ell-1) \right|^{m'}]^{2/m} \leq \left( E_{\nu} [\left| QoI(\ell) - QoI(\ell-1) \right|^{m}]^{1/m} \right)^{2/m}$$

where $C_v = 8c^{-2/m} C_m^{2} \text{max}_{\ell \in \mathbb{N}} \{C_r, s^{-\alpha} \}$.

Moreover, from Lemma 5.4.6, we have that $P_{\nu}(u_{\ell, \ell} \neq u_{\ell, \ell-1}) \leq C_r s^{-\alpha \ell}$. Thus,

$$V_{\nu} [\hat{Y}_{\ell}] \leq C_v s^{-\beta \ell},$$

where $C_v = 8c^{-2/m} C_m^{2} \text{max}_{\ell \in \mathbb{N}} \{C_r, s^{-\alpha} \} + 4C_q^{2} (1 + s^{2\alpha \ell}).$ 

### 5.5 Implementation

We discuss how to choose the optimal number of samples $N_\ell$. For $\ell = 0, \ldots, L$, we denote the total cost of producing one coupled sample of $(QoI_{\ell-1}, QoI_{\ell})$ at level $\ell$ using Algorithm 8 by $C_\ell$. The total cost of the multi-level MCMC estimator is calculated as follows:

$$C \left( \widehat{QoI}_{L, \{N_\ell\}} \right) = \sum_{\ell=0}^{L} C_\ell N_\ell. \hspace{1cm} (5.24)$$

To bound the statistical contribution of the total error bound, from (5.10) and (5.12), we have the following constraint:

$$2(L+1) \sum_{\ell=0}^{L} C_{\text{mse}} \frac{V_{\nu_{\ell}} [\hat{Y}_{\ell}]}{N_\ell} \leq \frac{\text{tol}^2}{2},$$

where tol is a user-prescribed tolerance. However, it is generally not a simple task to compute or estimate the constant $C_{\text{mse}}$. We ignore it hereafter, and aim at bounding the following quantity:

$$2(L+1) \sum_{\ell=0}^{L} \frac{V_{\nu_{\ell}} [\hat{Y}_{\ell}]}{N_\ell} \leq \frac{\text{tol}^2}{2}. \hspace{1cm} (5.25)$$
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To that end we will use the so-called batched means estimator of \( \mathbb{V}_{\nu} [\hat{Y}_\ell] \) denoted by \( \hat{\sigma}_\ell^2 \) (see [54] for further details). In this case, treating \( N_\ell \) as a real number and minimizing (5.24) subject to (5.25), gives the optimal samples sizes

\[
N_\ell = \left[ 2 \text{tol}^{-2} \sqrt{\hat{\sigma}_\ell^2 / C_\ell} \left( \sum_{j=0}^{L} \sqrt{\hat{\sigma}_j^2 C_j} \right) \right],
\]

(5.26)

where \([\cdot]\) is the ceiling function. Lastly, we must also ensure that the second contribution to the total error (i.e., the discretization bias at level \( L \)), is such that

\[
\left| \mathbb{E}_{\mu^\nu} [\text{QoI}_L] - \mathbb{E}_{\mu^\nu} [\text{QoI}] \right| \leq \frac{\text{tol}}{\sqrt{2}}.
\]

From T1 it follows

\[
\left| \mathbb{E}_{\mu^\nu} [\text{QoI}_L] - \mathbb{E}_{\mu^\nu} [\text{QoI}] \right| = \left| \sum_{j=L+1}^{\infty} \mathbb{E}_{\mu^\nu} [\text{QoI}_j] - \mathbb{E}_{\mu^\nu} [\text{QoI}_{j-1}] \right| \approx \frac{|\text{QoI}_L - \text{QoI}_{L-1}|}{1 - s^{-\alpha_w}}.
\]

Thus, to achieve a total (estimated) MSE of the ML-MCMC estimator less than \( \text{tol}^2 \), we must check that

\[
2(L + 1) \left( \sum_{\ell=0}^{L} \frac{\hat{\sigma}_\ell^2}{N_\ell} \right) + 2 \left( \frac{|\text{QoI}_L - \text{QoI}_{L-1}|}{1 - s^{-\alpha_w}} \right)^2 \leq \text{tol}^2.
\]

In practice, the set of parameters \( P := \{ C_w, \alpha_w, \{ \hat{\sigma}_\ell^2 \}_{\ell=0}^{L}, C_\sigma, \beta, C_\gamma, \gamma \} \) must be estimated with a preliminary run over \( L_0 \) levels, using \( \tilde{N}_\ell, \ell = 0, 1, \ldots, L_0 \) samples per level. However, the main disadvantage of this procedure is that this screening phase can be quite inefficient for computationally expensive problems. In particular, if \( L_0 \) is chosen too large, then the screening phase might be more expensive than the overall ML-MCMC simulation on the optimal hierarchy \( \{0, 1, \ldots, L\} \). On the other hand, if \( L_0 \) (or \( \tilde{N}_\ell \)) is chosen too small, the extrapolation (or estimation) of the values of \( P \) might be quite unreliable, particularly at higher levels. In the MLMC literature, one way of overcoming these issues is with the so-called continuation Multi-level Monte Carlo method [31]. We will present a continuation-type ML-MCMC (C-ML-MCMC) algorithm in the following subsection, based on [31, 132].
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5.5.1 A continuation-type ML-MCMC

The key idea behind this method is to iteratively implement an ML-MCMC algorithm with a sequence of decreasing tolerances while, at the same time, progressively improving the estimation of the problem-dependent parameters $P$. As presented, these parameters directly control the number of levels and sample sizes. Following [31], we introduce the family of tolerances $\text{tol}_i$, $i = 0, 1, \ldots$, given by

$$
tol_i = \begin{cases} 
  r_1^{iE} - r_2^{i-1} \text{tol} & \text{if } i < i_E, \\
  r_2^{iE} - r_2^{i-1} \text{tol} & \text{if } i \geq i_E,
\end{cases}
$$

where $r_1 \geq r_2 > 1$, so that $\text{tol}_{i_E-1} \geq \text{tol} > \text{tol}_{i_E}$, with

$$
i_E := \left\lfloor -\log(\text{tol}) + \log(r_2) + \log(\text{tol}_0) \right\rfloor / \log(r_1).
$$

(5.27)

The idea is to iteratively run the ML-MCMC algorithm for each of the tolerances $\text{tol}_i$, $i = 0, 1, \ldots$ until the algorithm achieves convergence, based on the criteria defined in the previous subsection. Iterations for which $i < i_E$, are used to obtain increasingly more accurate estimates of $P$. Notice that when $i = i_E$, the problem is solved with a slightly smaller tolerance $r_2^{-1} \text{tol}$ for some carefully chosen $r_2$. Solving at this slightly smaller tolerance is performed to prevent any extra unnecessary iterations due to the statistical nature of the estimated quantities. Furthermore, if the algorithm has not converged at the $i_E^{th}$ iteration, it continues running for even smaller tolerances $\text{tol}_i$, $i > i_E$, to account for cases where the estimates of $P$ are unstable. Thus, at the $i^{th}$ iteration of the C-ML-MCMC algorithm, we run Algorithm 8 with an iteration-dependent number of levels $L_i$, where $L_i$ is obtained by solving the following discrete constrained optimization problem:

$$
\begin{aligned}
\arg \min_{L_{i-1} \leq L \leq L_{\text{max}}} & \left\{ 2 \text{tol}_i^{-2}(L + 1) \left( \sum_{j=0}^{L} \sqrt{C_j \beta_{\alpha \beta}} C_j \right)^2 \right\}, \\
\text{s.t.} & \quad C_{w_{\alpha \alpha}} s^{-\alpha} L \leq \text{tol}_i / \sqrt{2},
\end{aligned}
$$

(5.28)

where, $L_{i-1} = L_0$ is the given minimum number of levels, $L_{\text{max}}$, is chosen as the maximum number of levels given a computational budget (which could be dictated, for example, by the minimum mesh size imposed by memory or computational restrictions). Notice that (5.28) is easily solved by exhaustive search.

We now have everything needed to implement the C-ML-MCMC algorithm, which we present in the listing 9.
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Algorithm 9 Continuation ML-MCMC

1: procedure C-ML-MCMC($\pi^L_\ell$, $Q$, $\tilde{N}$, $L_0$, $L_{\text{max}}$, $\nu^L_\ell$, tol0, tol, $r_1$, $r_2$)
2:   # Preliminary run
3:   Compute $i_{E}$ according to Equation (5.27). Set $N_\ell = \tilde{N}$, $\ell = 0, 1, \ldots, L_0$,
4:   $\{u^\ell_n\}_{n=0}^{\tilde{N}_\ell}$, $\{u^{\ell-1}_n\}_{n=0}^{\tilde{N}_\ell-1} = \text{ML-MCMC}(\pi^L_\ell, Q, N_\ell, \nu^L_\ell, \nu^{L-1}_\ell)$.
5:   Compute estimates for the parameters $P$ using least squares fit
6:   set $i = 1$ and $t_E = \infty$.
7:   # Starts continuation algorithm
8:   while $i < i_{E}$ or $t_E > \text{tol}$ do
9:      Update tolerance $\text{tol}_i = \text{tol}_{i-1}/r_k$, where $k = 1$ if $i < i_{E}$ and $k = 2$ otherwise.
10:     Compute $L_i = L_i(L_{i-1}, L_{\text{max}}, \text{tol}_i, P)$ using (5.28)
11:     Compute $N_\ell = \tilde{N}_i(L_i, \text{tol}_i, P)$ for $\ell = 0, 1, \ldots, L_i$, using (5.26), for unexplored
12:     levels, extrapolate $V_{\nu^L_{\ell}}[Y^L_{\ell}]$ from previous points
13:     # $Q$ can be constructed using samples from previous iterations
14:     $\{u^L_{\ell,n}\}_{n=0}^{\tilde{N}_\ell}$, $\{u^{L-1}_{\ell,n}\}_{n=0}^{\tilde{N}_\ell-1} = \text{ML-MCMC}(\pi^L_\ell, Q, N_\ell, \nu^L_\ell, \nu^{L-1}_\ell)$;
15:     Update estimates for $P$ using least squares fit
16:     Update total error $t_E = 2(L+1) \left( \sum_{\ell=0}^{L_i} \tilde{\sigma}_\ell^2 / N_\ell \right) + 2 \left( C_{ws} - \alpha w L_i \right)^2$
17:     $i = i + 1$
18: end while
19: end procedure

Return $\mathcal{Q}_i(L_i)_{\ell=0}^{L_i}$ computed with (5.2).
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We first present two “sanity check” experiments to verify the theory presented in previous sections numerically.

In the following two experiments we compare our proposed ML-MCMC algorithm to that in [45], which, by construction, does not satisfy our Assumption 5.3.1.1. The aim of these experiments is to verify the theoretical results of the previous sections, as well as to provide a setting for which our methods might be better suited than the sub-sampling approach of [45]. For ease of exposition, we consider as a quantity of interest $Q_{\text{OII}}(u) = u$, $u \sim \mu^y$, and we assume that the cost of evaluating the posterior density at each level grows as $2^{\gamma \ell}$, with $\gamma = 1$. For both experiments, we implement the sub-sampling ML-MCMC algorithm of [45] with a level-dependent sub-sampling rate $t_\ell := \min\{1 + 2 \sum_{k=0}^{N_\ell} \hat{\varrho}_k, 5\}$, where $\hat{\varrho}_k$ is the so-called lag-$k$ auto-correlation time and $1 + 2 \sum_{k=0}^{N_\ell} \hat{\varrho}_k$ is the so-called integrated auto-correlation time [21].

5.6.1 Nested Gaussians

We begin with a scenario for which both ML-MCMC methods can be applied. In this case we aim at sampling from the family of posteriors $\mu^y_\ell = \mathcal{N}(1, 1 + 2^{-\ell})$, $\ell = 0, 1, 2, \ldots$, which approximate $\mu^y = \mathcal{N}(1, 1)$ as $\ell \to \infty$. For the ML-MCMC method proposed in the current work, we will use a fixed proposal across all levels given by $Q_\ell = Q = \mathcal{N}(1, 3)$. Such proposal is chosen to guarantee that Assumption 5.3.1.1 is fulfilled. The family of posteriors and the proposal used in our ML-MCMC algorithm are depicted in Figure 5.2. For both algorithms, the proposal distribution at level $\ell = 0$ is a random walk Metropolis proposal $Q_0(u_0^n, \cdot) = \mathcal{N}(u_0^n, 1)$. This proposal is chosen to guarantee an acceptance rate of about 40%, the value deemed close to optimum for MCMC in one dimension [21].

As a sanity check, we begin by verifying that both algorithms target the right marginal distribution at different levels. This can be seen in Figure 5.3, where the histograms of samples obtained with a simple ML-MCMC algorithm with proposal $Q$ and prescribed number of levels $L = 7$ and number of samples $N_\ell = 50000$ for $\ell = 0, 1, \ldots, L$ (top row) and the algorithm of [45] (bottom row).
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The true posterior at level \( \ell \) is shown in red. As it can be seen, both methods are able to sample from the right marginal distribution for the family of posteriors considered here-in.

Figure 5.3: True posterior \( \mu_y^{\ell} \) for different levels \( \ell = 0, 3, 6 \) and histogram of the samples of \( u_\ell \sim \mu_y^{\ell} \) obtained with the ML-MCMC algorithm described herein with \( Q_\ell = \mathcal{N}(1, 3) \) (Top row) and the sub-sampling ML-MCMC algorithm (Bottom row). Both methods are able to obtain samples from the right posterior distribution.

We now aim at verifying the rates presented in Theorem 5.4.1. To that end, we run the ML-MCMC algorithm 100 independent times. For each independent run, we obtained 50,000 samples on each level and investigate the behavior of \( |E_\nu [Y_\ell]| \) (Figure 5.4 (left)) and \( V_\nu [Y_\ell] \) (Figure 5.4 (right)) with respect to the level \( \ell \). As it can be seen from Figure 5.4, both \( |E_\nu [Y_\ell]| \) and \( V_\nu [Y_\ell] \) decay with respect to \( \ell \) with nearly the same estimated rate \( \approx -1.34 \) for the ML-MCMC algorithm discussed in this current work, close to the predicted one in Theorem 5.4.1. It can be seen, however, from Figure 5.4 (right), that the variance decay of the sub-sampling algorithm is slightly better than the one obtained by the method presented herein. This, in turn, results in a smaller overall sample size at each level for a given particular error tolerance, as it can be seen in Figure 5.5 (left). We believe that this difference in rate is due (i) to the slightly higher synchronization rate of the sub-sampling ML-MCMC algorithm (Figure 5.5 (right)) and (ii) to the fact that the convergence rate of the marginal chain in the sub-sampling algorithm also increases with level, which is not necessarily the case for our method. These results suggest that, for this particular case, it is more cost-efficient to use the sub-sampling ML-MCMC algorithm.

We plot sample size vs level (Figure 5.5 (left)) and synchronization rate vs. level (Figure 5.5 (right)). Both figures were obtained from 100 independent runs: solid lines indicate the average value and dashed lines indicate 95% confidence intervals. The computation of \( N_\ell \) for each level \( \ell = 0, 1, \ldots, L \) was done by estimating \( \hat{\sigma}_\ell \) with 50,000 samples per level and a tolerance \( \text{tol} = 0.07 \).
It can be seen from Figure 5.5 (left) that the sub-sampling algorithm requires a smaller number of samples per level. From Figure 5.5 (right) we can see that both algorithms tend to a synchronization rate of 1, as expected. It can be seen that the sub-sampling algorithm provides a slightly higher synchronization rate for the problem at hand.

Lastly, we perform some robustness experiments for our C-ML-MCMC algorithm. To that end, we run Algorithm 9 using the same level independent proposals $Q_\ell = Q = \mathcal{N}(1, 3)$ for three different prescribed tolerances $\text{tol} = \{0.025, 0.05, 0.1\}$. The algorithm is run for a total of 100
independent times. At each run $k$, we compute the total squared error of the multi-level estimator obtained from the $k$th run of the C-ML-MCMC algorithm given by

$$e^{2}_k := \left( \overline{Q_{\text{ol}}^{(k)}}_{t_{v=0}} - \mu^{y}(Q_{\text{ol}}) \right)^2$$

and plot it in Figure 5.6. As we can see, we obtain estimators whose mean square error is less than the prescribed tolerance, as desired. This result evidences the robustness of Algorithm 9 when computing quantities of interest for a given tolerance.

![Figure 5.6: Total squared error $e^{2}_k$ vs $tol$ for the nested Gaussians example. Here, we used 100 independent runs of the full C-ML-MCMC algorithm for three different tolerances; $tol = 0.025, 0.05, 0.1$ (black circles). The red cross denotes the estimated MSE over the 100 runs.](image)

### 5.6.2 Shifting Gaussians

We now move to a slightly more challenging problem, which is better suited for our proposed method. In this case, we aim at sampling from the family of posteriors $\mu^{y}_{\ell} = \mathcal{N}(2^{\ell+2}, 1)$, $\ell = 0, 1, 2, \ldots, L$, which approximate $\mu^{y} = \mathcal{N}(0, 1)$ as $\ell \to \infty$. Once again, for the ML-MCMC method proposed in the current work, we will use a fixed proposal across all levels given by $Q_{\ell} = Q = \mathcal{N}(2, 3)$. Such a proposal is chosen to guarantee that Assumption 5.3.1.1 is fulfilled. The posterior and proposal densities are shown in Figure 5.7. Just as in experiment 5.6.1 the proposal distribution at level $\ell = 0$ for both algorithms is a random walk Metropolis proposal $Q_{0}(u^{0}, \cdot) = \mathcal{N}(u^{0}, 1)$. This proposal is chosen to guarantee an acceptance rate of about 40%.
Once again, we begin by investigating the correctness of the corresponding marginals. Therefore, we run both algorithms for $L = 6$, obtaining 50,000 samples per level and plot the resulting histograms of $\mu_y^\ell$ for levels $\ell = 0, 3, 6$. Such results are presented in Figure 5.8. As it can be seen, the presented ML-MCMC (Figure 5.8, top row) is able to sample from the correct marginals. In contrast, the sub-sampling ML-MCMC algorithm is not able to produce samples from the correct distributions, at least for the number of samples considered, as it can be seen in Figure 5.8 (Bottom row). We believe that this is because Assumption 5.3.1.1 not being satisfied due to the very small overlap between the posterior at level 0 and the posteriors at higher levels. Sampling from the wrong marginal distribution results in biased estimators when using the sub-sampling method [45].

Figure 5.8: Sample histograms for one ML-MCMC run at levels $\ell = 0, 3, 6$ (Top row): Fixed Gaussian proposal. (Bottom row): Sub-sampling approach. As it can be seen, the sub-sampling approach is not able to properly sample from the posterior at higher levels.
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Next, we verify the converge rates stated in Theorem 5.4.1. For this particular setting we have \( |\mathbb{E}_{\mu_y}[\text{QoI}_\ell] - \mathbb{E}_{\mu_0}[\text{QoI}]| = 2^{-\ell+1} \). We run Algorithm 8 100 independent times, obtaining 50,000 samples on each level for every run. The accuracy of the theoretical rates in Theorem 5.4.1 is numerically verified in Figure 5.9. However, the sample mean of \( \text{QoI}_\ell \) obtained with the sub-sampling algorithm does not decay as \( 2^{-\ell} \), confirming the bias of the sub-sampling ML-MCMC algorithm (Figure 5.9, top left). The decay rates \( \alpha \) and \( \beta \), corresponding to the decay in weak and strong error, respectively, are verified to be 1 for the ML-MCMC algorithm with fixed proposals, as theoretically expected (Figure 5.9, top right and bottom left). The optimal number of samples per level is presented in Figure 5.9 (bottom left). Again, the sub-sampling ML-MCMC provides a smaller number of samples and variances than the proposed method, but at the cost of a biased estimator. Furthermore, Figure 5.10 reveals that the synchronization rate of both methods tends to 1 with \( \ell \), as expected.
Figure 5.9: (Top left) Estimated expected value of QoI for both ML-MCMC algorithms and the true mean of QoI for different values of $\ell$. (Top right) Expected value of $Y_\ell = QoI_\ell - QoI_{\ell-1}$ obtained with both algorithms for different values of $\ell$. (Bottom left): Variance of $Y_\ell$ obtained with both algorithms for different values of $\ell$. (Bottom right): Number of samples per level for each method with tol = 0.07. On all plots, dashed lines represent a 95% confidence interval estimated over 100 independent runs of each algorithm.
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![Sync rate vs. level graph](image)

Figure 5.10: Synchronization rate for both algorithms. Dashed lines represent a 95% confidence interval. As expected, the chains become more and more synchronized as the number of levels increases.

Lastly, we once again perform some robustness experiments for our C-ML-MCMC algorithm. We run Algorithm 9 using the same level independent proposals $Q_\ell = Q = \mathcal{N}(2, 3)$ for three different prescribed tolerances $\text{tol} = \{0.1, 0.07, 0.06\}$ for a total of 100 independent runs. Similar as in the previous example, for each independent run $k$ of the C-ML-MCMC algorithm, we compute $\text{er}_k^2$ as in (5.29) and plot it in Figure 5.11. Once again, we obtain estimators whose mean square error is close to the prescribed tolerance, as desired. This further evidences the robustness of Algorithm 9.
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\section*{5.6.3 Subsurface flow}

We consider a slightly more challenging problem in which we aim to recover the probability distribution of the stochastic permeability field in Darcy’s subsurface flow equation (5.30), based on some noise-polluted measured data. In particular, let \( D = [0, 1]^2 \), \( X = \mathbb{R}^4 \), \( (x_1, x_2) =: x \in D \), \( \partial D = \Gamma_N \cup \Gamma_D \), with \( \Gamma_N \cap \Gamma_D = \emptyset \), where \( \Gamma_D := \{(x_1, x_2) \in \partial D, \text{ s.t. } x_1 = \{0, 1\}\} \), and \( \Gamma_N = \partial D \setminus \Gamma_D \). Darcy’s subsurface equation is given by

\[
\begin{align*}
-\nabla_x \cdot (\kappa(x, u) \nabla_x p(x, u)) &= 1, \quad x \in D, \ u \in X, \\
p(x, u) &= 0, \quad x \in \Gamma_D, \ u \in X, \\
\partial_n p(x, u) &= 0, \quad x \in \Gamma_N, \ u \in X,
\end{align*}
\]

(5.30)

where \( p \) represents the pressure (or hydraulic head), and we model the stochastic permeability \( \kappa(x, u) \) for \( (u_1, u_2, u_3, u_4) =: u \in X \), as

\[
\kappa(x, u) = \exp \left( u_1 \cos(\pi x) + \frac{u_2}{2} \sin(\pi x) + \frac{u_3}{3} \cos(2\pi x) + \frac{u_4}{4} \sin(2\pi x) \right),
\]

with \( u_i \sim \mathcal{N}(0, 1) \), \( i = 1, 2, 3, 4 \). Data \( y \) is modeled by the solution of Equation (5.30) observed at a grid of \( 9 \times 9 \) equally-spaced points in \( D \) (hence \( Y = \mathbb{R}^{9 \times 9} \)) and polluted by a normally-distributed noise \( \eta \sim \mathcal{N}(0, \sigma_{\text{noise}}^2 I_{81 \times 81}) \), with \( \sigma_{\text{noise}} = 0.004 \), which corresponds to approximately 1% noise and \( I_{81 \times 81} \) is the 81-dimensional identity matrix. At each discretization level \( \ell \geq 0 \), the solution to Equation (5.30) is numerically approximated using the finite element method on a triangular mesh of \( 2^\ell \cdot 16 \times 2^\ell \cdot 16 \) elements, which is computationally implemented using the FEniCS library [101]. Such a library includes optimal solvers for the forward model, for which \( \gamma \) can be reasonably taken equal to 1. Thus, the map \( u \mapsto \mathcal{F}_\ell(u) \) is to be understood as the...
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We plot the obtained rates in Figure 5.12. As we can see, we numerically verify that we begin by numerically verifying the converge rates stated in Theorem 5.4.1. To that end, we run Algorithm 8 20 independent times, obtaining 10,000 samples per run at each level. As a quantity of interest we consider the average pressure over the physical domain, that is, \( \ell \) runs of a single-level MCMC algorithm at a discretization level \( \ell \). Lastly, we once again perform some robustness experiments for our C-ML-MCMC algorithm, with \( L_{\text{max}} = 3 \). To that end, we run Algorithm 8 20 independent times, obtaining 10,000 samples per run at each level \( \ell = 0, 1, 2, 3 \). We plot the obtained rates in Figure 5.12. As we can see, we numerically verify that \( \alpha_u \approx \beta(=2.0) \), as predicted by our theory; this follows since \( \Phi \) is smooth, and as such, one should expect the number of moments \( m \) to be large, and since \( \alpha = 2 \) for our FE implementation (see, e.g., [20]).

As a quantity of interest we consider the average pressure over the physical domain, that is, \( \text{Qol}(u) = \int_D p(x, u)dx \). We implement our ML-MCMC algorithm to approximate \( \mathbb{E}_{\mu^v} [\text{Qol}] \). In particular, we use RWM at level 0 with Gaussian proposals \( \mathcal{N}(0, \sigma_{\text{rwm}}^2 I_{4 \times 4}) \) with step-size \( \sigma_{\text{rwm}} = 0.05 \), which produces an acceptance rate of about 24%. For the proposal \( \Phi \) at higher levels \( \ell \geq 1 \), we use a mixture between the prior and a KDE obtained from the samples obtained at the previous level \( \ell - 1 \). This choice of mixture is made so that Assumption 5.3.1 holds.

We begin by numerically verifying the converge rates stated in Theorem 5.4.1. To that end, we run Algorithm 8 20 independent times, obtaining 10,000 samples per run at each level \( \ell = 0, 1, 2, 3 \). We plot the obtained rates in Figure 5.12. As we can see, we numerically verify that \( \alpha_u \approx \beta(=2.0) \), as predicted by our theory; this follows since \( \text{Qol} \) is smooth, and as such, one should expect the number of moments \( m \) to be large, and since \( \alpha = 2 \) for our FE implementation (see, e.g., [20]).

Lastly, we once again perform some robustness experiments for our C-ML-MCMC algorithm, with \( L_{\text{max}} = 3 \). To that end, we first estimate \( \mathbb{E}_{\mu^v} [\text{Qol}] \approx \mu^v_{\ell}(\text{Qol}_{\ell}) \) by performing 50 independent runs of a single-level MCMC algorithm at a discretization level \( \ell = 4 \), obtaining 2000 samples on each simulation. In particular, each independent run implements a RWM sampler, using proposals given by \( \mathcal{N}(0, \sigma_{\text{rwm}}^2 I_{4 \times 4}) \) with step-size \( \sigma_{\text{rwm}} = 0.05 \), which produces an acceptance rate of about 21%. We run Algorithm 9 using the same mixture of independent proposals as before for different tolerance levels \( \text{tol} = \{1.1 \times 10^{-4}, 2.0 \times 10^{-4}, 3.0 \times 10^{-4}\} \). The C-ML-MCMC algorithm is run 20 independent times for each tolerance \( \text{tol}_i \). For each independent run \( k = 1, 2, \ldots, 20 \), let \( \tilde{Qol}_{L_{\ell}(\text{tol}_i), \{N_{\ell}\}_{\ell=0}^{L_{\ell}(\text{tol}_i)}}^{(k)} \), with \( L(\text{tol}_i) \leq 3 \), denote the ML estimator obtained from the \( k \)-th run at tolerance \( \text{tol}_i \). We compute the (approximate) total error squared \( \tilde{e}_{\ell,k}^2 \) at the \( k \)-th run with a tolerance \( \text{tol}_i \) as

\[
\tilde{e}_{\ell,k}^2 = \left( \tilde{Qol}_{L_{\ell}(\text{tol}_i), \{N_{\ell}\}_{\ell=0}^{L_{\ell}(\text{tol}_i)}}^{(k)} - \mu^v_{\ell}(\text{Qol}_{\ell}) \right)^2, \tag{5.31}
\]
and plot it vs a given tolerance in Figure 5.13. As expected, the MSE of the obtained estimators is less than the prescribed tolerance. This further evidences the robustness of Algorithm 9.

![Figure 5.12: Decays of $E_{\nu_\ell}[Y_\ell]$ and $V_{\nu_\ell}[Y_\ell]$ vs level $\ell$. As we can see, both quantities decay with the same rate, as predicted by the theory.](image1)

![Figure 5.13: Computed squared error $\text{er}^2$ (using Equation 5.31) vs $\text{tol}$ for the elliptic PDE example.](image2)

### 5.6.4 High dimensional subsurface flow with Laplace’s approximation

Lastly, let us consider a more interesting problem given by a high dimensional example. Consider once again the same setting as in Section 5.6.3 namely the Darcy’s subsurface flow (5.30) with
\[ \kappa(x, u) = e^{u(x)}, \text{ with } u(x) \sim \mathcal{N}(0, \mathcal{A}^{-2}) = \mathcal{N}(0, C) = \mu_{pr} \] where the precision operator is the square of the differential operator \( \mathcal{A} \) acting on a dense subspace \( \text{Dom}(\mathcal{A}) \subset L_2(D) \) of the form

\[ \mathcal{A} = -\Delta + \frac{1}{2} I, \]

together with Robbin boundary conditions \( \nabla(\cdot) \cdot \hat{n} + \sqrt{\frac{2}{\kappa}}(\cdot) = 0 \) (c.f. Sections 2.2.1 and 4.5.7). We assume that the data \( y \) is generated by solving equation \( (5.30) \), using a realization \( u_{\text{true}} \sim \mu_{pr} \), and observing it at a grid of \( 10 \times 10 \) equally spaced points in \([0.1, 0.9]^2\), polluted by some normally distributed noise \( \eta \sim \mathcal{N}(0, \sigma_{\text{noise}} I_{100 \times 100}) \) with \( \sigma_{\text{noise}} = 9.61 \times 10^{-5} \), corresponding to roughly 1% noise. Denoting by \( u \mapsto \mathcal{F}(u) \) the mapping associated to solving Equation \((5.30)\) with \( \kappa(x, u) = e^{u(x)} \) and solving the observation at the given grid of points, we can then pose our BIP as sampling from \( \mu^y \) with

\[ \frac{d\mu^y}{d\mu_{pr}}(u) = \frac{1}{Z} \exp \left(- \frac{1}{2} \| y - \mathcal{F}(u) \|_2^2 \right), \quad \Sigma = \sigma_{\text{noise}}^2 I_{100 \times 100}. \]

Once samples from \( \mu^y \) have been obtained, we aim at approximating \( E_{\mu^y}[\text{QoI}] \) where the quantity of interest \( \text{QoI} : X \to \mathbb{R} \) is the log-flux through the bottom boundary \( \Gamma_b := \{(x_1, x_2) \in \partial D \text{ s.t. } x_2 = 0\} \) defined as

\[ \text{QoI}(u) := \log \left( \int_{\Gamma_b} e^{u(x)} \nabla p \cdot \hat{n} \, ds \right), \]

where \( p \) is the solution to \((5.30)\) and \( \hat{n} \) denotes the unit normal vector to \( \Gamma_b \). In order to implement this, we introduce a sequence of discretization levels \( \ell = 0, 1, 2, 3 = L \) of the forward mapping operator \( \mathcal{F} \) by numerically approximating Equation \((5.30)\) using the finite-element method with \( 16 \cdot 2^\ell \times 16 \cdot 2^\ell \) piece-wise-linear finite elements. We denote by \( \{X_\ell\}_{\ell=0}^L \) the sequence of finite-element spaces and by \( \{\mathcal{F}_\ell\}_{\ell=0}^L \) the sequence of approximate forward operators. We also introduce a finite-dimensional approximation \( u_{\ell, \ell} \in X_\ell \) of the state variable using the projection operator \( \mathcal{P}_\ell^A \) introduced in Section 2.2.3, namely, \( u_{\ell} = \mathcal{P}_\ell^A u \) is such that \( \langle A u_{\ell, \ell}, v_{\ell} \rangle = \langle A u, v_{\ell} \rangle, \forall v_{\ell} \in X_\ell \), where \( \langle \cdot, \cdot \rangle \) denotes the duality pairing between \( H^1(D) \) and its dual, and \( \langle A \cdot, \cdot \rangle \) can be understood as

\[ \langle A u, v \rangle = \int_D \nabla u(x) \cdot \nabla v(x) + \frac{1}{2} u(x) v(x) \, dx + \int_{\partial D} \sqrt{\kappa} u(x) v(x) \, ds \quad \forall u, v \in H^1(D). \]

Together, \( \mathcal{F}_\ell \) and \( \mathcal{P}_\ell^A \) induce a sequence of approximate potentials \( \Phi(\ell; y) = \hat{\Phi}(\mathcal{F}_\ell(\mathcal{P}_\ell^A u); y), \ell = 0, 1, \ldots, L \), and a corresponding sequence of posterior measures \( \{\mu^y_\ell\}_{\ell=0}^L \) defined on the whole state space \( X \), which can however be factorized for \( u_{\ell, \ell} = \mathcal{P}_\ell^A u \) and \( z_\ell = u - u_{\ell, \ell} \) as

\[ \mu^y_\ell(du) = \mu^y_\ell(du_{\ell, \ell}, dz_\ell) = \mu^y_\ell(du_{\ell, \ell})\mu_{pr}(u_{\ell, \ell}, dz_\ell), \]
with $\mu_\ell^y(\text{du}_\ell, \text{dz}_\ell) = Z_\ell^{-1} \exp \left( -\Phi(\mathcal{F}_\ell(u); y) \right) \mu_{\text{pr}}(\text{du}_\ell, \text{dz}_\ell)$. We finally consider a sequence of approximations $Q_{\text{ol}}(u)$ of $Q_{\text{ol}}(u)$, given by $Q_{\text{ol}}(u) = Q_{\text{ol}}(u_\ell, \ell)$. Notice that

$$
\mathbb{E}_{\mu_\ell^y}[Q_{\text{ol}}] = \int_\mathcal{X} Q_{\text{ol}}(\mathcal{P}_\ell^A u) \mu_\ell^y(\text{du}) = \int_\mathcal{X} Q_{\text{ol}}(u_\ell, \ell) \mu_{\text{pr}}(u_\ell, \ell, \text{dz}_\ell) \mu_\ell^y(\text{du}_\ell, \text{dz}_\ell)
$$

$$
= \int_{\mathcal{X}_\ell} Q_{\text{ol}}(u_\ell, \ell) \mu_\ell^y(\text{du}_\ell, \text{dz}_\ell) = \mathbb{E}_{\mu_\ell^y}[Q_{\text{ol}}],
$$

i.e., with the goal of computing the posterior expectation of $Q_{\text{ol}}(u)$, only the posterior measure $\mu_\ell^y$ on $X_\ell$ matters, so that we can forget about the conditional distribution $\mu_{\text{pr}}(u_\ell, \ell, \text{dz}_\ell)$ and restrict our analysis to just the finite-dimensional space $X_\ell$. In view of constructing coupled chains on levels $\ell, \ell - 1$, we also remark that $u_{\ell - 1} = \mathcal{P}_\ell^A u = \mathcal{P}_{\ell - 1} u_\ell$ so that, to build the posterior measure $\mu_{\ell - 1}^y$ at level $\ell - 1$ on the full space $X$ reads

$$
\mu_{\ell - 1}^y(\text{du}) = \frac{1}{Z_{\ell - 1}} \exp \left( -\Phi(\mathcal{F}_{\ell - 1}(\mathcal{P}_{\ell - 1}^A u); y) \right) \mu_{\text{pr}}(\text{du})
$$

$$
= \frac{1}{Z_{\ell - 1}} \exp \left( -\Phi(\mathcal{F}_{\ell - 1}(\mathcal{P}_{\ell - 1}^A u_\ell); y) \right) \mu_{\text{pr}}(u_\ell, \ell, \text{dz}),
$$

and we can restrict the measure to $X_\ell$ giving a posterior

$$
\mu_{\ell, \ell - 1}^y(\text{du}_\ell, \text{dz}_\ell) := \frac{1}{Z_{\ell - 1}} \exp \left( -\Phi(\mathcal{F}_{\ell - 1}(\mathcal{P}_{\ell - 1}^A u); y) \right) \mu_{\text{pr}}(\text{du}_\ell, \text{dz}_\ell).
$$

Our goal is then to construct the coupled chains at levels $\ell, \ell - 1, \ell \geq 1$ in the higher dimensional space space $X_\ell \times X_{\ell - 1}$, which is achieved by using a high-dimensional proposal $z_\ell \in X_\ell$ for both chains, in such a way that the state $z_\ell$ is “down-sampled” (i.e., projected onto $X_{\ell - 1}$, deterministically) when evaluating the posterior density and the quantity of interest at level $\ell - 1$. Denoting by $\pi_\ell^y$, $\pi_{\ell - 1}^y$ and $Q_{\ell}$ the $\mu_{\text{pr}}$-densities of $\mu_\ell^y$, $\mu_{\ell, \ell - 1}^y$ and of the proposal, respectively, one then has that the MH acceptance ratios are given by

$$
\alpha_\ell(u_{\ell, \ell}(u), z_\ell) = \min \left\{ 1, \frac{\pi_{\ell}^y(z_\ell)}{\pi_{\ell}^y(u_{\ell, \ell})} \frac{Q_{\ell}(u_{\ell, \ell})}{Q_{\ell}(z_\ell)} \right\},
$$

$$
\alpha_{\ell - 1}(u_{\ell, \ell - 1}(u), z_{\ell - 1}) = \min \left\{ 1, \frac{\pi_{\ell - 1}^y(z_{\ell - 1})}{\pi_{\ell - 1}^y(u_{\ell, \ell - 1})} \frac{Q_{\ell}(u_{\ell, \ell - 1})}{Q_{\ell}(z_{\ell - 1})} \right\}.
$$

**Remark 5.6.1:** Alternatively, one could construct an “up-sampled” approach, where one aims at generating coupled chains in the space $X_{\ell - 1} \times X_{\ell - 1}$, using an IMH proposal $Q_{\ell - 1}$ on the coarse space $X_{\ell - 1}$ as follows:

1. Sample $z_{\ell - 1} \sim Q_{\ell - 1}$, $z_{\ell - 1} \in X_{\ell - 1}$.
2. Given the coarse state \( z_{\ell-1} =: z_{\ell,\text{coarse}} \) generate its complement on the fine-state by, e.g., a Gaussian process regression conditioned on \( z_{\ell,\text{coarse}} \), i.e., \( z_{\ell,\text{fine}} \sim \mathcal{GP}(\cdot|z_{\ell,\text{coarse}}) \).

3. Set \( z_{\ell} = (z_{\ell,\text{coarse}}, z_{\ell,\text{fine}}) \).

4. Accept or reject \( z_j, j = \ell - 1, \ell \), with MH acceptance probabilities given by

\[
\alpha_{\ell}(u_{\ell,\ell}, z_{\ell}) = \min \left\{ 1, \frac{\pi_{y}^L(z_{\ell}) Q_{\ell-1}(u_{\ell,\ell,\text{coarse}})}{\pi_{y}^L(u_{\ell,\ell}) Q_{\ell-1}(z_{\ell,\text{coarse}})} \frac{\mathcal{GP}(u_{\ell,\ell,\text{fine}}|u_{\ell,\ell,\text{coarse}})}{\mathcal{GP}(z_{\ell,\text{fine}}|z_{\ell,\text{coarse}})} \right\},
\]

\[
\alpha_{\ell-1}(u_{\ell,\ell-1}, z_{\ell-1}) = \min \left\{ 1, \frac{\pi_{y}^{L-1}(z_{\ell-1}) Q_{\ell}(u_{\ell,\ell-1})}{\pi_{y}^{L-1}(u_{\ell,\ell-1}) Q_{\ell}(z_{\ell-1})} \right\},
\]

where we have set \( u_{\ell,\ell} := (u_{\ell,\ell,\text{coarse}}, u_{\ell,\ell,\text{fine}}) \), with \( u_{\ell,\ell,\text{coarse}} \) in \( X_{\ell-1} \), and \( u_{\ell,\ell} \in X_{\ell} \).

However, we chose not to investigate this approach further.

**Constructing an efficient Laplace approximation**

We follow the procedure of [23, 24], where a Laplace-approximation to \( \mu_{y}^{L} \) is constructed using a low-rank covariance matrix. For each level \( \ell = 0, 1, \ldots, L \), we aim at constructing a proposal \( \hat{\mathcal{Q}}_{\ell} = \mathcal{N}(m_{\text{map},\ell}, \mathcal{C}_{\text{Lap},\ell}) \), where

\[
m_{\text{map},\ell} = \arg \min_{u \in X} \left( \frac{1}{2} \| y - \mathcal{F}_{\ell}(u) \|_{\Sigma}^2 + \frac{1}{2} \| u \|_{\mathcal{C}_{\ell}}^2 \right),
\]

\[
\mathcal{C}_{\text{Lap},\ell} = (\mathcal{H}_{\ell}(m_{\text{map},\ell}) + C_{\ell}^{-1})^{-1},
\]

where \( \mathcal{H}_{\ell}(m_{\text{map},\ell}) \in \mathbb{R}^{K_{\ell} \times K_{\ell}} \) is the Hessian of \( \Phi(u; y) = \| y - \mathcal{F}_{\ell}(u) \|_{\Sigma}^2 \) evaluated at \( m_{\text{map},\ell} \), and \( \mathcal{C}_{\ell} \in \mathbb{R}^{K_{\ell} \times K_{\ell}} \) is the symmetric positive-definite matrix representing the covariance operator \( \mathcal{C} \) at discretization level \( \ell \) (i.e., \( C_{\ell}^{-1} = A_{\ell}^{-1} M_{\ell} A_{\ell}^{-1} \)), where \( A_{\ell} \) and \( M_{\ell} \) are the stiffness and mass matrices defined in 2.2.3. Notice that the optimization problem (5.32) can be understood as minimizing \( \Phi(u; y) \) with Tykhonov regularization [158] given by \( \frac{1}{2} \| u \|_{\mathcal{C}_{\ell}}^2 \), and as such, such an optimization problem is well-posed, provided that the regularization is strong enough ([85, 158]). The computation of the gradient, together with the Hessian of the misfit \( \mathcal{H}_{\ell}(m_{\text{map},\ell}) \) can be computed using adjoint state methods, together with a Lagrangian formulation of the optimization problem (see, e.g., [164]).

It is typically inefficient to construct \( \mathcal{C}_{\text{Lap},\ell} \) directly; instead, the work [23] overcomes this issue by proposing a low-rank approximation, summarized as follows (see, e.g., the works [23, 164] for a detailed derivation). Write \( \mathcal{H}_{\ell} = \mathcal{H}_{\ell}(m_{\text{map},\ell}) \), and consider the following generalized symmetric eigenproblem

\[
\mathcal{H}_{\ell} v_{i} = \lambda_{i} C_{\ell}^{-1} v_{i}, \quad \lambda_{1} \geq \lambda_{2} \geq \ldots \lambda_{K_{\ell}}, v_{i} \in \mathbb{R}^{K_{\ell}}.
\]
At each iteration of the coupled MCMC algorithm we sample as a proposal

\[ V_r := [v_1, v_2, \ldots, v_{r}] \]

\[ \Lambda_r := \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_r) \]

with \( V_r C^{-1}_r V_r^T = I_{r \times r} \).

it then follows from the Sherman-Morrison-Woodbury formula [161] that one can construct the following low-rank approximation of \( C_{\text{Lap}, \ell} \):

\[
C_{\text{Lap}, \ell} = (H_\ell(m_{\text{map}, \ell}) + C_\ell^{-1})^{-1} = C_\ell - V_r D_r V_r^T + O \left( \sum_{i=r+1}^{K_\ell} \frac{\lambda_i}{\lambda_i + 1} \right)
\]

\[
\approx C_\ell - V_r D_r V_r^T =: \tilde{C}_{\text{Lap}, \ell},
\]

where \( D_r := \text{diag}(\lambda_1/(\lambda_1 + 1), \ldots, \lambda_r/(\lambda_r + 1)) \in \mathbb{R}^{r \times r} \). It is known that the generalized eigenpairs \((\lambda_i, v_i), i = 1, \ldots, K_\ell\) can be efficiently obtained using randomized eigensolvers [67, 148], provided that the spectrum of \( H_\ell \) decays sufficiently fast. From a computational perspective, the minimization procedure, together with the low-rank approximation of \( C_{\text{Lap}, \ell} \) is efficiently implemented using the \texttt{hiPPYlib} library [164] of the \texttt{FEniCS} package [101].

### Construction of the sampler

At each iteration of the coupled MCMC algorithm we sample as a proposal

\[ z_\ell \sim \mathcal{N}(m_{\text{map}, \ell}, \tilde{C}_{\text{Lap}, \ell}), \]

where the efficient sampling from \( \mathcal{N}(m_{\text{map}, \ell}, \tilde{C}_{\text{Lap}, \ell}) \) can also be efficiently implemented using \texttt{hiPPYlib} library [164]. We construct the level-wise MH acceptance probability. Write \( H_\ell = \tilde{C}_{\text{Lap}, \ell}^{-1} - C_\ell^{-1} \). It is shown in [129, Lemma 3.3] and [130, Section 3.2] that \( \bar{Q}_\ell = \mathcal{N}(m_{\text{map}, \ell}, C_{\text{Lap}, \ell}) \approx \mu_{\text{pr}, \ell} \) with

\[
\frac{d\bar{Q}_\ell}{d\mu_{\text{pr}, \ell}}(u_{\ell, \ell}) = \exp \left( \langle u_{\ell, \ell} - m_{\text{map}, \ell}, m_{\text{map}, \ell} \rangle_{C_\ell} - \frac{1}{2} \| u_{\ell, \ell} - m_{\text{map}, \ell} \|_{H_\ell}^2 + \frac{1}{2} \| m_{\text{map}, \ell} \|_{C_\ell}^2 \right) =: Q_\ell(u).
\]

Furthermore, setting \( \bar{Q}_\ell = Q_{\text{ref}, \ell} = \tilde{v}_\ell \) in the notation of Lemma 3.4.1, it then follows that

\[
\frac{d\mu_{\ell}^y(u)}{d\nu_{\ell}}(u_{\ell, \ell}) = \frac{d\mu_{\ell}^y}{d\nu_{\ell}}(u_{\ell, \ell}) \cdot \left( \frac{d\bar{Q}_\ell}{d\mu_{\text{pr}, \ell}}(u_{\ell, \ell}) \right)^{-1},
\]

and the MH algorithm with target measure \( \mu_{\ell}^y \) induced by taking \( \bar{Q}_\ell \) as an independent proposal is well defined, with

\[
\alpha_\ell(u_{\ell, \ell}, z_\ell) = \min \left\{ 1, \frac{\pi_{\ell}^y(z_\ell)}{\pi_{\ell}^y(u_{\ell, \ell})} Q_\ell(u_{\ell, \ell}) \right\},
\]

\[
\alpha_{\ell-1}(u_{\ell, \ell-1}, z_\ell) = \min \left\{ 1, \frac{\pi_{\ell-1}^y(z_\ell)}{\pi_{\ell-1}^y(u_{\ell, \ell-1})} Q_{\ell}(u_{\ell, \ell-1}) \right\}.
\]
Furthermore, we assume that for any level \( \ell \), \( \Phi_\ell(u_{\ell,\ell}; y) \) grows such that

\[
\text{ess inf}_{u_{\ell,\ell} \in X_\ell} \Phi_\ell(u_{\ell,\ell}; y) + \langle u_{\ell,\ell} - m_{\text{map},\ell}, m_{\text{map},\ell} \rangle_C - \frac{1}{2} \| u_{\ell,\ell} - m_{\text{map},\ell} \|_{H^{-1}}^2 + \frac{1}{2} \| m_{\text{map},\ell} \|_C^2 > a > -\infty,
\]

thus, satisfying Assumption 5.3.1.1. Intuitively, one would expect this to happen whenever the posterior measure is more concentrated than the Laplace approximation proposal.

**Results**

We follow a similar procedure as in previous examples, and proceed to numerically verify the converge rates stated in Theorem 5.4.1. To that end, we run Algorithm 8 50 independent times, obtaining 2,000 samples per run at each level \( \ell = 0, 1, 2, 3 \), using as a proposal the Laplace-approximation of the posterior at level \( \ell = 0, 1, 2, 3 \) to construct the coupled chain, obtaining an acceptance rate and synchronization rate shown in Figure 5.17, where \( \dim(X_0) = 289 \), \( \dim(X_1) = 1089 \), \( \dim(X_2) = 4225 \) and \( \dim(X_3) = 16641 \). As we can see, the synchronization rate increases rapidly with \( \ell \), while the (marginal) acceptance rates converge quickly to the same dimension-independent value of around 0.56. As an illustration, we plot the MAP \( m_{\text{map},\ell} \) at each level in Figure 5.15, where the difference in dimensionality between spaces is clearly appreciable. Notice that the MAP at each level is able to capture the main features of \( u_{\text{true}} \). We remark that we use hIPPYlib [164] and FEniCS [101] to efficiently construct the Laplace approximation (i.e., to solve the minimization problem (5.32) and to construct the low-rank approximation of the covariance, taking \( r_\ell = 100 \) for all \( \ell = 0, 1, 2, 3 \)). We depict three samples from \( \mu_{Y_\ell} \), \( \ell = 0, 1, 2, 3 \) obtained with our method in Figure 5.16. We plot the obtained rates for \( \mathbb{E}_{\nu_{\ell}}[Y_\ell] \) and \( \mathbb{V}_{\nu_{\ell}}[Y_\ell] \) in Figure 5.17, where transparent colors represent a 95% confidence interval. As we can see, we have that \( \alpha_w \approx 1.4, \beta \approx 1.4 \). Furthermore, we plot the joint distribution of \( (Q_{\text{ol}_{\ell-1}}, Q_{\text{ol}_{\ell}}) \) for \( \ell = 1, 2, 3 \) on Figure 5.18. It is clear then that the samples become increasingly concentrated in the diagonal, as expected. Lastly, once again under the assumption that \( \gamma = 1 \), we estimate the number of required samples per level for different levels of tolerance, together with the total computational cost of the algorithm and plot them in Figure 5.19. The number of required samples per level at a given tolerance are shown in Figure 5.19 (left). As it can be seen, the amount of samples required decreases with \( \ell \). Notice that there is a rather small decrease between the number of samples at level \( \ell = 0 \) and level \( \ell = 1 \); this suggests that coarsest discretization level was, perhaps, too coarse. In Figure 5.19 (right), we plot the complexity of the ML-MCMC method, compared to that of the standard, single level MH’s algorithm. As it can be seen, our proposed method has a much better complexity than its single level counterpart.
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Figure 5.14: Plots of synchronization and acceptance rates using the Laplace-approximation proposal

Figure 5.15: Realization of $u_{true}$ and the MAP $m_{map,\ell}$ at each level.
5.6 Numerical experiments

Figure 5.16: Three samples from $u \sim \mu_{y}^{\ell}$ per each level; from top to bottom $\ell = 0, 1, 2, 3$. 
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Figure 5.17: Plots of $E_{\nu_\ell}[Y_{\ell}]$ and $\nu_{\nu_\ell}[Y_{\ell}]$ (in log-2-scale) vs level for the high-dimensional example.

Figure 5.18: Joint samples of $(QoI_{\ell-1}, QoI_{\ell})$ for different levels $\ell = 1, 2, 3$. 
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Figure 5.19: Costs for the high-dimensional example. Left: number of samples vs level for different tolerances. Right: complexity of ML-MCMC vs a single-level MCMC estimator.
6 Multi-level Markov chain Monte Carlo method based on maximally coupled proposals

6.1 Introduction

As discussed in Chapter 5, the crux of the ML-MCMC algorithm relies upon introducing a correlation between the chains \( \{ u_{i,\ell} \}_{i=1}^{N_\ell}, \{ u_{i,\ell-1} \}_{i=1}^{N_{\ell-1}} \) at each given level \( \ell \). In the previous chapter, we introduced such a correlation by proposing the same state for both chains at each step in the MH algorithm, using an IMH sampler. In this chapter we present a novel type of ML-MCMC algorithms for which the correlation between chains is introduced by using a Metropolis-Hastings algorithm for each marginal chain \( \{ u_{i,\ell} \}_{i=1}^{N_\ell}, \{ u_{i,\ell-1} \}_{i=1}^{N_{\ell-1}} \), in such a way that the proposal distributions for each chain are coupled using a so-called maximal coupling of the proposals. Such an algorithm allows for state-dependent proposals in the context of ML-MCMC. Being able to construct state-dependent proposals (like, e.g., RWM or pCN) in the context of ML-MCMC algorithms is particularly useful in those cases in which constructing a suitable IMH proposal (as discussed in the previous chapter), is difficult in some sense. This can occur, e.g., in the subsampling algorithm, whenever Assumption 5.4.1 is not satisfied by the posterior at the previous level (or more precisely, by the empirical measure approximating it), or when the Gaussian measure arising from the Laplace’s approximation to the posterior measure is not sufficiently accurate, due to having few measurements or extremely noisy data. Also, our proposed methodology can also be of interest when solving the optimization problem associated to the construction of such an approximating measure (i.e., finding the MAP and the Hessian) is not feasible, which could be the case, e.g., when the forward mapping is computationally implemented using a so-called “black-box” and no information on the gradient of the cost-functional for the minimization problem is available.

In short, our method uses the following procedure. Supposing the chains are at a state \( (u_{n,\ell-1}, u_{n,\ell}^0) \), and each marginal chain is being constructed using possibly state-dependent proposals \( Q_\ell(u_{n,\ell}^0, \cdot) \) and \( R_{\ell-1}(u_{n,\ell-1}^0, \cdot) \), our proposed method samples a coupled state \((v', u')\), from a maximal cou-
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pling of \( Q_\ell(u^n_{\ell,\ell}, \cdot) \) and \( R_{\ell-1}(u^n_{\ell,\ell-1}, \cdot) \). In practice, this means that \((u', u')\) are sampled in such a way that \( u' \sim Q_\ell(u^n_{\ell,\ell}, \cdot) \) and \( v' \sim R_{\ell-1}(u^n_{\ell,\ell-1}, \cdot) \), with

\[
P(u' \neq v') = \| Q_\ell(u^n_{\ell,\ell}, \cdot) - R_{\ell-1}(u^n_{\ell,\ell-1}, \cdot) \|_{tv},
\]

where \( \| \cdot \|_{tv} \) is the total variation distance. Each candidate state then gets accepted or rejected by its respective chain with the usual MH acceptance-rejection step. This procedure, allows us to use more flexible, non-necessarily independent proposals for each chain, such as Random Walk Metropolis (RWM) or preconditioned Crank Nicholson (pCN) (c.f. Section 3.4.1), while at the same time, creating chains that are highly correlated, as required by the ML-MCMC algorithm (see discussion on Section 5.2). More importantly, this type of ML-MCMC based on maximally coupled proposals, allows for more “flexibility” in the choice of proposals, while at the same time being easy to implement and for which marginal chains are geometrically ergodic under mild conditions. We show by numerical experimentation the effectiveness of our approach. Moreover, we present some elements of analysis, proving, in particular, the existence of a unique invariant measure for the level-\( \ell \) coupled sampler.

The rest of this Chapter is organized as follows. We begin Section 6.2 by introducing an algorithm to sample from a maximal coupling between Gaussian probability measures (c.f. Algorithm 11), and then proceed to introduce our proposed method in Section (c.f. Algorithm 12). We present an analysis of the existence of and convergence to an invariant measure for the proposed algorithm in Section 6.3, and present some numerical experiments in Section 6.4.

6.2 ML-MCMC based on Maximal Coupling

We begin this section by recalling some basic concepts on the coupling of probability measures. We follow closely some of the theory presented in [19, 53, 76, 99]. Let \( X \) be a separable Banach space with associated Borel \( \sigma \)-algebra \( B(X) \), define the product space \( X^2 := X \times X \), and denote by \( \mathcal{M}(X) \) the set of probability measures on \((X, B(X))\). For any two probability measures \( Q, R \in \mathcal{M}(X) \), we say that a measure \( \gamma \in \mathcal{M}(X^2) \) is a coupling of \( Q \) and \( R \) if for any set \( A \in B(X) \),

\[
\gamma(A \times X) = Q(A) \quad \text{and} \quad \gamma(X \times A) = R(A).
\]

In words, we say that a probability measure \( \gamma \) is a coupling of \( Q \) and \( R \) if its marginals are \( Q \) and \( R \). It is known (see, e.g., [159]) that for any such coupling \( \gamma \) it holds that

\[
\| Q - R \|_{tv} \leq P_{\gamma'}(\xi \neq \zeta) \quad (\xi, \zeta) \sim \gamma',
\]

We say that \( \gamma' \) is a maximal coupling of \( Q \) and \( R \) if \( \gamma' \) is a coupling such that equality holds for equation (6.1). It is always possible to find such a coupling under the assumption that \( X \) is a Polish space, as shown in [99, Theorem 5.2]. We remark, however, that such a maximal coupling is not necessarily unique.

Suppose, for the time being, that there exists an algorithm to efficiently sample from a maximal coupling between two (possibly state-dependent) proposal kernels \( Q(u_{\ell,\ell}, \cdot) \) and \( R(u_{\ell,\ell-1}, \cdot) \).
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(such as, e.g., RWM or pCN), in such a way that $R(u_{\ell-1}, \cdot)$, $Q(u_{\ell}, \cdot)$ are the proposal kernels for a MH algorithm with invariant measure $\mu_{\ell-1}^y$, $\mu_{\ell}^y$, respectively. Denoting this sampling procedure as Coupled-chain-MCMC, one can then use such a coupling to create a ML-MCMC algorithm as shown in Algorithm 10. We will discuss next a possible way to generate such a coupling.

Algorithm 10 Multi-level MCMC

1: procedure ML-MCMC((\{\mu_{\ell}^y\}_{\ell=0}^L, \{N_{\ell}\}_{\ell=0}^L, \mu_{pr}, \{Q_{\ell}, R_{\ell}\}_{\ell=0}^L)

2: if $\ell = 0$ then

3: # Create a chain at level $\ell = 0$ using any suitable MCMC algorithm

4: $\{u_0^0\} = \text{MCMC}(\mu_0^0, N_0, ...).$ Set $\chi_{0,0} = \{u_0^0\}.$

5: end if

6: for $\ell = 1, ... , L$ do

7: Sample $u_{0,\ell-1}^0 \sim \mu_{pr}$, and set $u_{0,\ell}^0 = u_{0,\ell-1}^0$

8: for $n = 0, ... , N_{\ell-1} - 1$ do

9: # Create a coupled chain using some coupling

10: $\{v_{n+1,\ell-1}^n, u_{n+1,\ell}^n\} = \text{Coupled-chain-MCMC}(\{\mu_{\ell-1}^y, \mu_{\ell}^y\}, \{u_{n,\ell-1}^n, u_{n,\ell}^n\}, \{R_{\ell}, Q_{\ell}\})$

11: end for

12: Set $\chi_{\ell,\ell} = \{u_{n,\ell}^n\}_{n=0}^{N_{\ell}}$, and $\chi_{\ell,\ell-1} = \{u_{n,\ell-1}^n\}_{n=0}^{N_{\ell}}$.

13: end for

14: Output $\chi_{0,0} \cup \{\chi_{\ell,\ell-1}, \chi_{\ell,\ell}\}_{\ell=0}^L$ and $\hat{Q}_{OIL,L}(N_{\ell})_{\ell=0}^L$.

15: end procedure

6.2.1 Reflection maximal coupling for Gaussian proposals

We recall a technique used to sample from a given maximal coupling [76, 99, 100] between two Gaussian distributions. Further coupling strategies are presented in, e.g., [76]. We will focus our attention to couplings in finite-dimensional Hilbert spaces. This setting applies, e.g., when:

Case I. $X$ itself is a finite-dimensional space, i.e., $X = \mathbb{R}^K$, for some $K \geq 1$.

Case II. $X$ is an infinite-dimensional Hilbert space that can be decomposed as $X_L \oplus X_L^\perp$ with $X_L^\perp \perp X_L$, where $X_L$ is a $K_L$-dimensional subspace of $X$, for some $K_L \geq 1$. This is the case, e.g., where we model $u_{\ell,\ell}$, $u_{\ell,\ell-1}$ in terms of their Karhunen-Loeve expansion, and aim at only coupling the proposal distribution of the first $K_L$ terms in the expansion.

Case III. A similar case occurs when $X_{\ell-1} \subset X_\ell$ and one tries to couple the proposals for the first $K_{\ell-1}$ components of $u_{\ell,\ell}$ with all the $K_{\ell-1}$ components of $u_{\ell,\ell-1}$, while the fine modes of $u_{\ell,\ell}$ evolve independently of the coarse modes of $u_{\ell,\ell-1}$.

For notational simplicity and with a slight abuse of notation, hereafter we will denote by $X$ either the $K-$dimensional space of Case I, the $K_L$-dimensional subspace of Case II, or the $K_{\ell-1}$-dimensional subspace of Case III. For any $\ell = 1, 2, ... , L$ and any given step $n \in \mathbb{N}$, let
Theorem 6.2.1 states that Algorithm 11 samples $u_{\ell,\ell}^{n}$, $u_{\ell,\ell-1}^{n}$ be the current state of the joint chain constructed by Algorithm 10 with marginals $\mu_{\ell-1}^{n}, \mu_{\ell}^{n}$. Furthermore, suppose that each marginal chain is being constructed following the usual Metropolis-Hastings algorithm with proposal measures $Q^{\ell} := Q_{\ell}(u_{\ell,\ell}^{n}, \cdot), R^{\ell} := R_{\ell-1}(u_{\ell,\ell-1}^{n}, \cdot)$ in $(X, \mathcal{B}(X))$. We aim at coupling proposals $Q^{n}$ and $R^{n}$ whenever these proposals are of the general form

$$
\begin{align*}
  u_{\ell,\ell}^{n-1} &\sim N(m(u_{\ell,\ell}^{n}), \tilde{C}), \\
  u_{\ell,\ell-1}^{n-1} &\sim N(m(u_{\ell,\ell-1}^{n}), \tilde{C}).
\end{align*}
$$

where $m : X \rightarrow X$, is some $\mathcal{B}(X)$-measurable function and $\tilde{C}$ is some symmetric, positive-definite covariance matrix in $\mathbb{R}^{K \times K}$. Proposals of this form are commonly used in MCMC; for some $z \in X$, one could have, e.g., $m(z) = z$, if the corresponding proposal scheme corresponds to a RWM, or in the case where $\mu_{pr} = N(0, C)$, one can set $m(z) = \sqrt{1 - \rho^2}z$, with some $\rho \in (0, 1)$ and $\tilde{C} = \rho^2C$ if one is using pCN proposals instead. Let $\varphi_{0} = N(0, I)$, and with a slight abuse of notation, denote by $\varphi_{0} : X \rightarrow \mathbb{R}$ its Lebesgue density. Clearly, one can generate coupled samples with marginals (6.2) by sampling $(\xi, \zeta) \sim \gamma'$, where $\gamma'$ is a coupling of $\varphi_{0}$ with $\varphi_{0}$, and setting

$$
\begin{align*}
  u_{\ell,\ell}^{n} &:= m(u_{\ell,\ell}^{n}) + \tilde{C}^{1/2}\xi, \\
  u_{\ell,\ell-1}^{n} &:= m(u_{\ell,\ell-1}^{n}) + \tilde{C}^{1/2}\zeta, \\
  \xi, \zeta &\sim N(0, I).
\end{align*}
$$

Thus, by carefully choosing how $\xi, \zeta$ are generated, one can generate maximally coupled proposals $(u_{\ell,\ell-1}^{n}, u_{\ell,\ell}^{n})$ with the desired distributions; indeed, one could (trivially) generate a maximal coupling of $\varphi_{0}$ with itself by sampling $\xi \sim \varphi_{0}$, and then setting $\zeta = \xi$, which produces $(\xi, \zeta)$ as sample from a maximal coupling. However, this will be a maximal coupling of $\varphi_{0}$ with itself, but will not lead, in general, to a maximal coupling of $Q^{n}, R^{n}$. To that end, for any $u_{\ell,\ell-1}^{n}, u_{\ell,\ell}^{n} \in X$, let $z^{n} := \tilde{C}^{-1/2}(m(u_{\ell,\ell}^{n}) - m(u_{\ell,\ell-1}^{n}))$ and define

$$
e^{n} := \begin{cases} 
  z^{n} / \|z^{n}\| \times & \text{if } z^{n} \neq 0, \\
  0 & \text{otherwise}. 
\end{cases}
$$

The reflection maximal coupling algorithm proceeds by first sampling $\xi \sim \varphi_{0}$ and then setting

$$
\zeta = \begin{cases} 
  \xi + z^{n}, & \text{with probability min} \left\{ 1, \frac{\varphi_{0}(\xi + z^{n})}{\varphi_{0}(\xi)} \right\} \quad \text{(case I)}, \\
  \xi - 2\langle e^{n}, \xi \rangle e^{n}, & \text{otherwise (case II)}. 
\end{cases}
$$

Thus, intuitively, if $z^{n} \approx 0$, meaning that $m(u_{\ell,\ell}^{n}), m(u_{\ell,\ell-1}^{n})$ are relatively close to each other, then, with high probability, $\zeta = \xi + z^{n}$, and as such, $u_{\ell,\ell-1}^{n} = u_{\ell,\ell}^{n}$. Otherwise, the algorithm produces $\zeta$ which is a reflection of $\xi$ with respect to the plane orthogonal to $e^{n}$ defined in (6.3). Theorem 6.2.1 states that Algorithm 11 samples $(u_{\ell,\ell-1}^{n}, u_{\ell,\ell}^{n})$ from a maximal coupling of $Q^{n}, R^{n}$.
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We reiterate that this coupling is induced by the coupling between the spherically symmetric measure \( \varphi_0 \) with itself. This technique can only be used to couple spherically symmetric proposals, such as (but not limited to) Gaussians [76]. Many commonly-used MCMC algorithms for PDE-based BIPs utilize proposals that arise from a spherically symmetric measure. Thus, we will primarily focus on this type of coupling for the work presented herein. An additional coupling technique based on rejection sampling is presented in [76, 159], but we will not investigate it in this work, since we believe it is less efficient than the reflection coupling in the ML-MCMC context.

### 6.2.2 Generating coupled chains

Let \( \gamma^n \) be the reflection maximal coupling of \( Q^n \), \( R^n \) induced by Algorithm 11. Once such a coupling has been constructed, one can use \( \gamma^n \) as a proposal in a Metropolis-Hastings algorithm with marginals \( \mu^n_{\ell-1}, \mu^n_{\ell} \), with \( \ell \in \{0, 1, 2, \ldots, L\} \). The procedure is relatively straightforward; given a joint state \( (u^n_{\ell, \ell-1}, u^n_{\ell, \ell}) =: (u_{\ell, \ell}, u_{\ell, \ell-1}, u_{\ell, \ell-1}) \) and (possibly state-dependent) marginal proposal probability measures \( Q^n \) and \( R^n \), the algorithm begins by generating a joint proposal \( u'_{\ell, \ell-1}, u'_{\ell, \ell} \sim \gamma^n = \gamma^n \) together with a random number \( w \sim U([0, 1]) \), and it then proceeds to accept or reject \( u'_{\ell, \ell-1} \) and \( u'_{\ell, \ell} \) as the new states of the respective marginal chains, following the usual MH acceptance-reject rule where, for each marginal chain, the MH acceptance probability \( \alpha_{\ell}(u^n_{\ell, \ell}, u'_{\ell, \ell}) \) and \( \alpha_{\ell-1}(u^n_{\ell, \ell-1}, u'_{\ell, \ell-1}) \) are compared to the same random number \( w \). Furthermore, since \( \gamma^n \) is

---

**Algorithm 11** Reflection maximal coupling.

1. **procedure** \( \text{REFLECTION-COUPLING}(\varphi_0, m(u^n_{\ell, \ell-1}, m(u^n_{\ell, \ell}))
2. Set \( z^n = m(u^n_{\ell, \ell}) - m(u^n_{\ell, \ell-1}) \) and set \( e^n \) from (6.3).
3. Sample \( \xi \sim \varphi_0 \), and \( w \sim U([0, 1]) \).
4. if \( w \leq \min \left\{ 1, \frac{\gamma(n+z^n)}{\gamma(n)} \right\} \) then
   5. Set \( \zeta = \xi + z^n \). \( \triangleright \text{case I} \)
7. else
   8. end if
   9. Set \( u'_{\ell, \ell} = m(u^n_{\ell, \ell}) + C^{1/2} \xi \) and \( u'_{\ell, \ell-1} = m(u^n_{\ell, \ell-1}) + C^{1/2} \zeta \)
10. Output \( (u'_{\ell, \ell-1}, u'_{\ell, \ell}) \).
11. **end procedure**

**Theorem 6.2.1**: Let \( u^n_{\ell, \ell-1}, u^n_{\ell, \ell} \in X \). Algorithm 11 produces a coupled sample \( (u'_{\ell, \ell-1}, u'_{\ell, \ell}) \sim \gamma^n \) where \( \gamma^n \) is a maximal coupling of \( Q^n = N(m(u^n_{\ell, \ell}), C) \) and \( R^n = N(m(u^n_{\ell, \ell-1}), C) \), i.e., \( \mathbb{P}_{\gamma^n}(u'_{\ell, \ell} \neq u'_{\ell, \ell-1}) = \|R^n - Q^n\|_{tv} \) with \( u'_{\ell, \ell} \sim Q^n \) and \( u'_{\ell, \ell-1} \sim R^n \).

**Proof**: See [76]. \( \square \)
a maximal coupling of $Q^n, R^n$, meaning, in particular, that $Q^n$ and $R^n$ are the marginals of $\gamma^n$, the MH acceptance rate $\alpha_j, j = \ell, \ell - 1$, is of the form

$$
\alpha_{\ell-1}(u_{\ell,\ell-1}, u'_{\ell,\ell-1}) = \min \left\{ 1, \frac{\pi^n_y(u'_{\ell,\ell-1})r(u'_{\ell,\ell-1}, u^n_{\ell,\ell-1})}{\pi^n_y(u_{\ell,\ell-1})r(u_{\ell,\ell-1}, u'_{\ell,\ell-1})} \right\},
$$

(6.4)

$$
\alpha_{\ell}(u_{\ell,\ell}, u'_{\ell,\ell}) = \min \left\{ 1, \frac{\pi^n_y(u'_{\ell,\ell})q(u'_{\ell,\ell}, u^n_{\ell,\ell})}{\pi^n_y(u_{\ell,\ell})q(u_{\ell,\ell}, u'_{\ell,\ell})} \right\},
$$

(6.5)

where $\pi^n_y: X \to \mathbb{R}_+$, $j = \ell - 1, \ell$ are the densities of the posterior at level $j$ with respect to some suitable reference measure (e.g., the prior), and similarly, $r: X^2 \to \mathbb{R}_+$ and $q: X^2 \to \mathbb{R}_+$ are the densities of the proposal measures $R^n, Q^n$ with respect to some suitable reference probability measure (c.f. Section 3.4.1). This procedure is depicted in Algorithm 12. Once again (c.f. Chapter 5), we emphasize that such an algorithm also couples the Metropolisation step by comparing the acceptance probabilities $\alpha_j, j = \ell - 1, \ell$, with respect to the same uniform random number $w$. It is important to remark that, even though we use a maximal coupling as a proposal, the resulting joint Markov chain has marginals that are not, in general, maximally coupled, because of the Metropolization step.

**Algorithm 12** Coupled chain MCMC.

1: procedure **Coupled-chain-MCMC**($\mu^n_y, \mu^n_y, u^n_0, R^n, Q^n, m, \varphi$)
2:  # Produces one sample $u^n_{\ell+1} = (u^n_{\ell,\ell-1}, u^n_{\ell,\ell}) \sim \nu_\ell$, with $u^n_{\ell,\ell-1} \sim \mu^n_y$, and $u^n_{\ell,\ell-1} \sim \mu^n_y$, given some current state $u^n_\ell = (u^n_{\ell,\ell-1}, u^n_{\ell,\ell})$.
3:  Sample $u' = \text{reflection-coupling}(\varphi_0, m(u^n_{\ell-1}, m(u^n_\ell))$.
4:  Sample $w \sim U([0, 1])$
5:  Compute $\alpha_{\ell-1}(u^n_{\ell,\ell-1}, u'_{\ell,\ell-1})$, and $\alpha_{\ell}(u^n_{\ell,\ell}, u'_{\ell,\ell})$, as in Equations (6.4), (6.5).
6:  if $w \leq \alpha_{\ell}(u^n_{\ell,\ell}, u'_{\ell,\ell})$ then
7:      Set $u^n_{\ell,\ell} = u'_{\ell,\ell}$
8:  else
9:      Set $u^n_{\ell,\ell} = u^n_{\ell,\ell}$
10:  end if
11: if $w \leq \alpha_{\ell-1}(u^n_{\ell,\ell-1}, u'_{\ell,\ell-1})$ then
12:    Set $u^n_{\ell,\ell-1} = u'_{\ell,\ell-1}$
13:  else
14:    Set $u^n_{\ell,\ell-1} = u^n_{\ell,\ell-1}$
15:  end if
16: Output $u_{\ell+1} = (u^n_{\ell,\ell}, u^n_{\ell,\ell-1})$.
17: end procedure
For any $A \in \mathcal{B}(X^2)$, Algorithm 12 induces a Markov transition kernel $p_\ell : X^2 \times \mathcal{B}(X^2) \to [0,1]$ given by

$$p_\ell(u^n_\ell, A) = \int_{X^2} \min\{\alpha_\ell(u^n_\ell, u'_{\ell, \ell}), \alpha_{\ell-1}(u^n_{\ell-1}, u'_{\ell-1, \ell-1})\} \mathbf{1}_{\{u'_\ell \in A\}} \gamma^n(u^n_\ell, du'_\ell) + \int_{X^2} (\alpha_\ell(u^n_\ell, u'_{\ell, \ell}) - \alpha_{\ell-1}(u^n_{\ell-1}, u'_{\ell-1, \ell-1})) \mathbf{1}_{\{u'_\ell \in A\}} \gamma^n(u^n_\ell, du'_\ell)$$

$$+ \int_{X^2} (\alpha_{\ell-1}(u^n_{\ell-1}, u'_{\ell-1, \ell-1}) - \alpha_\ell(u^n_\ell, u'_{\ell, \ell})) \mathbf{1}_{\{u'_\ell \in A\}} \gamma^n(u^n_\ell, du'_\ell) + \mathbf{1}_{\{u^n_\ell \in A\}} \left(1 - \int_{X^2} \max\{\alpha_\ell(u^n_\ell, u'_{\ell, \ell}), \alpha_{\ell-1}(u^n_{\ell-1}, u'_{\ell-1, \ell-1})\} \gamma^n(u^n_\ell, du'_\ell)\right),$$

where we have used $(b)^+ = \frac{bt}{2}$, $\forall b \in \mathbb{R}$. In words, (6.6) gives the probability of moving to a set $A$ given a joint state $u^n_\ell$. We associate a Markov transition operator $P_\ell : L_2(X, \nu_\ell) \to L_2(X, \nu_\ell)$ to $p_\ell$, where $\nu_\ell$ is the invariant probability measure of the Algorithm, provided it exists.

### 6.2.3 Re-synchronizing the chains

So far, we have proposed a method to generate coupled MCMC chains by sampling from a maximal coupling of the proposals of each marginal chain. However, it is still possible for the chains to uncouple and stay de-synchronized for a long period of time. In the setting for which one constructs each marginal chain using localized Gaussian proposals (such as RWM and pCN), where each proposal is a Gaussian centered at some $m(u_\ell, x)$, $m(u_{\ell-1}) \in X$, such a prolonged stage of de-synchronization is likely to occur when $m(u_\ell)$ and $m(u_{\ell-1})$ are sufficiently far apart. This is a situation that could potentially happen whenever the posterior is e.g., multi-modal or high-dimensional, as suggested by the numerical experiments in [76]. Ideally, we would like for the chains generated by our algorithm to avoid such a situation, since long periods of de-synchronizations will, in general, reduce the correlation between chains at level $\ell$ and $\ell - 1$, and could eventually result in having $\forall \nu_\ell[Y_\ell] = O(1)$. One possible way to avoid this undesirable situation is to construct the coupled chains at level $\ell$, using the following convex combination of Markov transition operators:

$$\hat{P}_\ell := (1 - \omega_\ell)P_\ell + \omega_\ell P_\ell^{\text{sync}}, \quad \omega_\ell \in (0, 1), \quad \ell = 0, 1, \ldots, L.$$

Here, $P_\ell$ denotes one step of Algorithm 12 and $P_\ell^{\text{sync}}$ is a synchronization Markov transition operator, which at each step, proposes to both chains a common candidate state, which then gets accepted or rejected by each marginal chain with the usual Metropolis step. Thus, for some fixed $\omega_\ell$, $P_\ell$ can be understood as sampling from Algorithm 12 with probability $1 - \omega_\ell$, and otherwise sampling from $P_\ell^{\text{sync}}$. This synchronization operator can be understood as a one step of IMH as in Chapter 5, proposing a candidate state from, e.g., the prior $\mu_{\text{pr}}$ or a KDE of the
previous samples, a sub-sampled approximation of $\mu_{\ell-1}^y$ as in [45], or a sample from $\mu_{\ell}^y$ or $\mu_{\ell-1}^y$ obtained from a chain with invariant measure $\mu_{\ell}^y$ or $\mu_{\ell-1}^y$ run independently and in parallel. One could, alternatively, propose to synchronize the chains (i.e., attempt to have $u_{\ell+1}^{\ell,\ell} = u_{\ell+1}^{\ell,\ell-1}$ with some probability) by performing one full iteration of the multi-level delayed-acceptance algorithm presented in [105]. This re-synchronization procedure yields the following alternative one-step re-synchronized coupled chain MCMC algorithm which can also be used inside Algorithm 8.

Algorithm 13 Resync. Coupled-chain-MCMC.

1: procedure Resync. Coupled chain MCMC ($p_\ell$, $p_\ell^{\text{sync}}$, $(u_{n,\ell}^{n+1}, u_{n,\ell}^y)$, $\omega_\ell$)
2: # Produces one sample $u_{n+1}^{\ell} = (u_{n+1,\ell-1}^{\ell}, u_{n+1,\ell}^y)$, with $u_{n+1,\ell}^y$ and $u_{n+1,\ell-1}^y$ obtained from a chain with invariant measure $\mu_\ell^y$ or $\mu_{\ell-1}^y$, given some current state $u_n^{\ell} = (u_{n,\ell-1}^{\ell}, u_{n,\ell}^y)$.
3: Sample $U \sim U(0,1)$
4: if $U \geq \omega_\ell$ then
5: Sample $u_{n+1}^{\ell} \sim p_\ell(u_n^{\ell}, \cdot)$
6: else
7: Sample $u_{n+1}^{\ell} \sim p_\ell^{\text{sync}}(u_n^{\ell}, \cdot)$, i.e., do one step of IMH as described above.
8: end if
9: Output $u_{n+1}^{\ell} = (u_{n+1,\ell-1}^{\ell}, u_{n+1,\ell}^y)$.
10: end procedure

6.3 Convergence of the level-wise coupled pCN chain

We now proceed to analyze the convergence of the level-wise coupled chains generated by Algorithm 12. The main result of this section is stated in Theorem 6.3.1, which provides conditions for the existence and uniqueness of an invariant measure $\nu$. We will limit ourselves to the particular case where $X = \mathbb{R}^K$, $\mu_{pr} = N(0, C)$ and $Q_\ell(u, \cdot) = N(\sqrt{1-\rho^2} u, \rho^2 C)$. Here $K \geq 1$ is independent of the level, $C$ is a symmetric positive definite matrix in $\mathbb{R}^{K \times K}$ and $\rho \in (0, 1)$. This setting corresponds to a pCN algorithm in a finite-dimensional space. In this case, the acceptance rate for the marginal chain at level $\ell$ is of the form $\alpha_\ell(u, u_{\ell+1}^{\ell}) = \min \{1, e^{\Phi_\ell(u; y) - \Phi_\ell(u_{\ell+1}^{\ell}; y)}\}$, $\forall u, u_{\ell+1}^{\ell} \in X$. We believe that our setting can be easily extended to other MCMC algorithms, however, we choose not to pursue such an analysis in this work.

Similarly as in the previous chapter, our goal is then to show that, under some technical assumptions, our ML-MCMC algorithm satisfies the assumptions of Theorem 3.2.4. To that end, we will require the following assumptions to hold:

Assumption 6.3.1 (Assumptions on the potential): The following conditions hold for all $\ell = 1, \ldots, \mathcal{L}$:

6.3.1.1. $\Phi_\ell(u; y)$ is strictly positive $\forall u \in X, y \in Y$. 
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6.3.1.2. There exists $R > 0, \mathcal{A} > -\infty$ and a function $r : \mathbb{R}^+ \to \mathbb{R}^+$ satisfying $r(s) = r' s^a$ for all $|s| \geq R$, $r' > 0, a \in (\frac{1}{2}, 1)$, such that for all $u \in B_{\mathcal{A}}(0)^c$, it holds that

$$\inf_{u', \ell \in B_{\mathcal{A}}(1)(\sqrt{1-r^2})} \alpha_{\ell}(u, u') > \exp(\mathcal{A})_\ell).$$

Assumption 6.3.1.1 is mild and easy to satisfy. Assumption 6.3.1.2 is more complicated to verify, however, it is needed to establish the convergence of the marginal pCN algorithm (see [65]). We now present the main result of this section.

**Theorem 6.3.1:** (Existence of a unique invariant measure and geometric ergodicity) Suppose that Assumption 6.3.1 holds. Then, for any level $\ell = 1, 2, \ldots, L$,

1. The joint Markov chain generated by $P_\ell$ in (6.6) has a unique stationary probability measure $\nu_\ell$ on $(X^2, B(X^2))$.

2. The joint Markov chain generated by $P_\ell$ is geometrically ergodic. That is, there exists a $\nu_\ell$-integrable, bi-variate Lyapunov function $V_{\ell-1, \ell} : X^2 \mapsto [1, \infty]$, an $r \in (0, 1)$ and $M \in \mathbb{R}^+$, such that

$$\sup_{|f| \leq V_{\ell-1, \ell}} \left| \int_{X^2} f(u') P_\ell^n(u, du') - \int_{X^2} f(u) \nu_\ell(du) \right| \leq MV_{\ell-1, \ell}(u) r^n,$$

for all $u \in X^2$, $n \in \mathbb{N}$, where the supremum is taken over all $\nu_\ell$-measurable functions $f : X^2 \mapsto \mathbb{R}$ satisfying $|f(u)| \leq V_{\ell-1, \ell}(u)$. We postpone the proof of Theorem 6.3.1 to the end of this section. We begin by showing the irreducibility of the chain generated by (6.6). For notational simplicity, for the remainder of this subsection we will write $u_\ell = (u_{\ell-1, \ell}, u_\ell)$, $u'_\ell = (u'_{\ell-1, \ell}, u'_\ell)$, and $r(u_{\ell-1, \ell}, u'_{\ell-1, \ell})$ as the Lebesgue densities of $Q_\ell(u_{\ell-1, \ell}, \cdot)$, $R_{\ell-1}(u_{\ell-1, \ell}, \cdot)$ respectively, evaluated at $u'_{\ell-1, \ell}, u'_{\ell, \ell} \in X$. Furthermore, we denote by $\gamma(\cdot) = \gamma(u_\ell, \cdot)$ the maximal coupling of $Q_\ell(u_{\ell, \ell}, \cdot)$ and $R_{\ell-1}(u_{\ell, \ell-1}, \cdot)$ obtained with Algorithm 11.

**Lemma 6.3.1:** (Irreducibility) Suppose Assumption 6.3.1 holds. Then, for any $\ell = 1, 2, \ldots, L$, the joint Markov transition kernel $P_\ell$ defined in (6.6) is $\psi$-irreducible.

**Proof.** Take any compact set $K \in B(X)$ with non-zero Lebesgue measure, set $K^2 = K \times K$ and, for any set $A \in B(X^2)$, denote $A_K = A \cap K^2$. For $u_\ell \in X^2$, one has that

$$P_\ell(u_\ell, A) \geq P_\ell(u_\ell, A_K) \geq \int_{X^2} \min\{\alpha_{\ell}(u, u'_\ell), \alpha_{\ell-1}(v, u'_{\ell, \ell-1})\} 1_{\{u'_\ell \in A_K\}} \gamma(u_\ell, du').$$

(6.7)
Since we are using pCN kernels on both marginals, we obtain:

$$\min \{ \alpha_{\ell}(u_{\ell,\ell}, u'_{\ell,\ell}), \alpha_{\ell-1}(u_{\ell,\ell-1}, u'_{\ell,\ell-1}) \}$$

$$= \min \left\{ \frac{e^{-\bar{\Phi}_j(u'_{\ell,\ell}; y)}}{\nu_j}, \frac{e^{-\bar{\Phi}_j(u'_{\ell,\ell-1}; y)}}{\nu_j} \right\}$$

$$\geq \min \left\{ e^{-\bar{\Phi}_j(u'_{\ell,\ell}; y)}, e^{-\bar{\Phi}_j(u'_{\ell,\ell-1}; y)} \right\} =: \hat{\alpha}_\ell(u'_{\ell,\ell}). \quad (6.8)$$

Furthermore, since $A_K$ is a compact set and $\Phi_j, j = \ell - 1, \ell$ is a continuous and positive function, then, there exists $\delta_\ell > 0$ such that $\hat{\alpha}_\ell(u'_{\ell,\ell}) \geq \delta_\ell$, $\forall u'_{\ell,\ell} \in A_K$. Thus, we obtain

$$(6.7) \geq \delta_\ell \int_{X^2} 1_{\{u'_{\ell,\ell} \in A_K\}} \gamma(u_{\ell,\ell}, du'_{\ell,\ell})$$

$$= \delta_\ell \int_{X^2 \cap \Delta} 1_{\{u'_{\ell,\ell} \in A_K\}} \gamma(u_{\ell,\ell}, du'_{\ell,\ell}) + \int_{X^2 \cap \Delta^c} 1_{\{u'_{\ell,\ell} \in A_K\}} \gamma(u_{\ell,\ell}, du'_{\ell,\ell})$$

$$\geq \delta_\ell \int_{\Delta} 1_{\{u'_{\ell,\ell} \in A_K\}} \gamma(u_{\ell,\ell}, du'_{\ell,\ell}), \quad (6.9)$$

where $\Delta = \{(u_{\ell,\ell-1}, u_{\ell,\ell}) \in X^2 : u_{\ell,\ell-1} = u_{\ell,\ell}\}$. Notice that the integral in Equation (6.9) is over the diagonal set of $X^2$, i.e., over the set $\{u'_{\ell,\ell} \in X^2 : u_{\ell,\ell-1} = u_{\ell,\ell}\}$, which can only occur when Algorithm 11 finalizes in case I. Thus, writing $u'_{\ell,\ell-1} = u'_{\ell,\ell} = u'$, and observing that since $u' = m(u_{\ell,\ell}) + \tilde{c}^{1/2} \xi, \xi \sim \phi_0$, we have

$$\xi = \tilde{c}^{-1/2}(u' - m(u_{\ell,\ell})), \quad \xi + \tilde{c}^{-1/2}(m(u_{\ell,\ell}) - m(u_{\ell,\ell-1})) = \tilde{c}^{-1/2}(u' - m(u_{\ell,\ell-1})),$$

it then follows that

$$(6.9) = \delta_\ell \int_X 1_{\{(u',\xi) \in A_K\}} \min \left\{ \phi_0(\xi), \phi_0(\xi + \tilde{c}^{-1/2}(m(u_{\ell,\ell}) - m(u_{\ell,\ell-1}))) \right\} \, d\xi$$

$$= |\det \tilde{c}^{-1/2}| \delta_\ell \int_X 1_{\{(u',\xi) \in A_K\}} \min \left\{ \phi_0(\tilde{c}^{-1/2}(u' - m(u_{\ell,\ell}))), \phi_0(\tilde{c}^{-1/2}(u' - m(u_{\ell,\ell-1}))) \right\} \, du'.$$

Furthermore, since $\left\| \tilde{c}^{-1/2}(u' - m(u_{\ell,\ell})) \right\|_X^2 \leq 2 \left\| \tilde{c}^{-1/2}u' \right\|_X^2 + 2 \left\| \tilde{c}^{-1/2}m(u_{\ell,\ell}) \right\|_X^2$, it then follows from the previous equation that

$$(6.9) \geq |\det \tilde{c}^{-1/2}| \min \left\{ e^{-\|m(u_{\ell,\ell-1})\|_X^2}, e^{-\|m(u_{\ell,\ell})\|_X^2} \right\} \delta_\ell \int_X 1_{\{(u',\xi) \in A_K\}} \phi_0 \left( \sqrt{2} \tilde{c}^{-1/2}u' \right) \, du'.$$

where $\|\cdot\|_X = \left\| \tilde{c}^{-1/2} \right\|_X$. Setting

$$\psi(A) := \int_X 1_{\{(u',\xi) \in A \cap K^2\}} \phi_0 \left( \sqrt{2} \tilde{c}^{-1/2}u' \right) \, du'.$$
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gives the desired result.

We now proceed to show that Assumption 6.3.1 implies that all compact subsets of $X^2$ are small sets.

**Lemma 6.3.2:** (Existence of small sets) Let $\hat{S}_\ell \in B(X^2)$ be a compact subset and suppose Assumption 6.3.1 holds. Then, $\hat{S}_\ell$ is a small set for the Markov kernel $p_\ell$.

**Proof.** We proceed similarly to the proof of Lemma 6.3.1. Notice that for any $A \in B(X^2)$, it holds that

$$p_\ell(u_\ell, A) \geq \int_{X^2} \min\{\alpha_\ell(u, u_\ell'), \alpha_{\ell-1}(v, u_\ell', u_\ell-1')\} \mathbb{1}_{\{u_\ell' \in A\}} \gamma(u_\ell, du_\ell')$$

with $\hat{S}_\ell$ as in (6.8). Minorizing once again by the probability of Algorithm 11 finishing on the first case (i.e., proposing the same state for both chains), we obtain:

$$p_\ell(u_\ell, A) \geq |\det \hat{C}^{-1/2}| \times \int_X \hat{\alpha}_\ell(u_\ell') \mathbb{1}_{\{(u_\ell', u') \in A\}} \min\{\varphi_0(\hat{C}^{-1/2}(u' - m(u_\ell, u_\ell'))), \varphi_0(\hat{C}^{-1/2}(u' - m(u_\ell, u_\ell-1')))\} \, du'.$$

Moreover, since $\hat{S}_\ell$ is compact and $\varphi_0(\cdot)$ (when seen as a density) is a positive, continuous, and bounded function, then, there exists a continuous and bounded function $\delta : X \to \mathbb{R}_+$ such that

$$0 < \delta'(u') \leq \min\{\varphi_0(\hat{C}^{-1/2}(u' - m(u_\ell, u_\ell'))), \varphi_0(\hat{C}^{-1/2}(u' - m(u_\ell, u_\ell-1')))\} \quad \forall u_\ell \in \hat{S}_\ell.$$

Thus, setting $\nu(A) := \int_X \delta'(u') \mathbb{1}_{\{(u_\ell', u') \in A\}} \varphi_0 \left(\sqrt{2\hat{C}^{-1/2}}u'\right) \, du'$ gives the desired result.

Aperiodicity follows from Lemmata 6.3.1 and 6.3.2 since $\nu(\hat{S}_\ell) > 0$ as long as $\hat{S}_{\ell, \Delta} = \{u \in X : (u, u) \in \hat{S}_\ell\}$ has non-zero $\varphi_0$-measure.

We now focus on the existence of a drift condition (c.f. Definition 3.2.8) for our ML-MCMC kernel. We recall the following auxiliary result from [65], which states the existence of such a drift condition for the marginal pCN algorithm.

**Lemma 6.3.3:** (convergence of the marginal pCN kernel) Suppose Assumption 6.3.1 holds. Then, the pCN algorithm with invariant measure $\mu_\ell^u$ is geometrically ergodic and satisfies the drift condition as in (3.14) with a Lyapunov function $V_\ell : X \to [1, \infty)$ of the form $V_\ell(u_\ell, u) = \exp(k_\ell \|u_\ell, u\|_X)$, for some $k_\ell > 0$.

**Proof.** See [65, Theorem 2.12]
The next Lemma shows that $V$ satisfies a drift condition of the form
\[
(P_\ell V_\ell)(u_{\ell,\ell}) \leq \lambda'_\ell V_\ell(u_{\ell,\ell}) + K_\ell, \quad \lambda'_\ell \in (0, 1), \quad K_\ell < \infty,
\]
i.e., without an explicit dependency on a small set. It can be shown, however, that the function $V$ in the previous Lemma also satisfies our drift condition. To that end, set $S_\ell = \{ u \in X : V_\ell(u) \leq L \}$, for some $L$ sufficiently large so that $\lambda'_\ell := \lambda'_\ell + K_\ell / L < 1$. Notice that since $V_\ell$ has compact level sets and, by Lemma 6.3.2, compact sets are small. We then have that
\[
(P_\ell V_\ell)(u_{\ell,\ell}) \leq \lambda'_\ell V_\ell(u_{\ell,\ell}) + K_\ell = \lambda'_\ell V_\ell + K_\ell \mathbf{1}_{u \in S_\ell} + K_\ell \mathbf{1}_{u \notin S_\ell}
\]
\[
= \left( \lambda'_\ell + \frac{K_\ell}{L} \right) V_\ell(u_{\ell,\ell}) + K_\ell \mathbf{1}_{u \in S_\ell}
\]
\[
= \lambda'_\ell V_\ell(u_{\ell,\ell}) + K_\ell \mathbf{1}_{u \in S_\ell}.
\]
Notice that from the previous theorem, it follows that, given some $\Gamma \in \mathbb{R}_+$, the set $\hat{S}_\ell = \{ u_{\ell,\ell} \in X : V_\ell(u_{\ell,\ell}) \leq \Gamma \}$ is compact (and hence, a small set, from Lemma 6.3.2). We will use this in the proof of Lemma 6.3.4. We define the joint function $V_{\ell-1,\ell} : X^2 \to [1, \infty)$ by
\[
V_{\ell-1,\ell}(u_{\ell,\ell}) := \frac{1}{2} (V_\ell(u_{\ell,\ell}) + V_{\ell-1}(u_{\ell,\ell-1})). \quad (6.10)
\]
The next Lemma shows that $V_{\ell-1,\ell}$ is a Lyapunov function for the joint kernel $p_\ell$. Since the marginal kernels of $p_\ell$ and $p_{\ell-1}$ respectively, one then has, for $V_\ell(u_{\ell,\ell}) = V_\ell(u_{\ell,\ell})$ that
\[
P_\ell V_\ell = P_{\ell} V_{\ell} = \int_X V_\ell(u'_{\ell,\ell}) p_{\ell}(u_{\ell,\ell}, du'_\ell) \quad \text{(where $p_{\ell}$ is the Markov transition kernel corresponding to the marginal chain with invariant measure $\mu_{\ell}$)}
\]
and similarly $P_\ell V_{\ell-1} = P_{\ell} V_{\ell-1}$, that is, the joint kernel acts on the marginal Lyapunov function exactly as the marginal kernel does. In light of this, we now show that our joint kernel $p_\ell$ satisfies a drift condition of the form (3.14).

**Remark 6.3.1:** The work [65] states the previous result in terms of Lyapunov function $V$ satisfying the slightly different drift condition:
\[
(P_\ell V_\ell)(u_{\ell,\ell}) \leq \lambda'_\ell V_\ell(u_{\ell,\ell}) + \kappa_\ell \mathbf{1}_{u_{\ell,\ell} \in S_\ell}, \quad \forall u_{\ell,\ell} \in X,
\]
for some $\lambda'_\ell \in (0, 1), \kappa_\ell \in (0, \infty)$ and for a small set $\hat{S}_\ell := \{ u_{\ell,\ell} \in X : V_\ell(u_{\ell,\ell}) \leq \Gamma \}$, $\hat{S}_\ell \subset X$.

**Lemma 6.3.4 (Drift condition):** Suppose Assumption 6.3.1 holds. Then, the kernel $p_\ell$ in (6.6) satisfies a drift condition of the form (3.14) with Lyapunov function $V_{\ell-1,\ell}(u_{\ell,\ell}) = \frac{1}{2} (V_\ell(u_{\ell,\ell}) + V_{\ell-1}(u_{\ell,\ell-1}))$.

**Proof:** From Lemma 6.3.3, it follows that for $j = \ell - 1, \ell$, the marginal kernel $p_{\ell,j}$, satisfies a drift condition of the form
\[
\int_X V_j(u_{\ell,j}) p_{\ell,j}(u_{\ell,j}, du'_{\ell,j}) \leq \lambda_j V_j(u_{\ell,j}) + \kappa_j \mathbf{1}_{u_{\ell,j} \in S_j}, \quad \forall u_{\ell,j} \in X,
\]
for some $\lambda_j \in (0, 1), \kappa_j \in (0, \infty)$ and for a small set $\hat{S}_j := \{ u_{\ell,j} \in X : V_j(u_{\ell,j}) \leq \Gamma \}$, $\hat{S}_j \subset X$, with $\Gamma > 0$ sufficiently large such that $\max\{\lambda_\ell, \lambda_\ell-1\} + \frac{2 \max\{\kappa_\ell, \kappa_{\ell-1}\}}{1+1} < 1$. Notice that this
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choice of small set is motivated since, by Lemma 6.3.3, the Lyapunov function $V_j : X \to [1, \infty)$, $j = \ell - 1, \ell$, has compact level sets. Furthermore, define $S_\ell := \hat{S}_\ell \times \hat{S}_{\ell - 1}$. We remark that $\hat{S}_j$ (and hence $S_\ell$) is compact since the function $V_j$ given in Lemma 6.3.3 has compact level sets, and as such $S_\ell$ is a small set. We will now show that $P_\ell$ satisfies a drift condition with Lyapunov function given by (6.10) and small set $S_\ell$. Consider first the case where $u_{\ell} \in S_{c,\ell}$. Notice that the set $S_{c,\ell}$ can be written as the union of three non-overlapping regions; $S_{c,\ell} = R_1 \cup R_2 \cup R_3$, where $R_1 = \{ u_{\ell} \in X^2 : u_{\ell,\ell} \notin \hat{S}_\ell, u_{\ell,\ell-1} \in \hat{S}_{\ell-1} \}$, $R_2 = \{ u_{\ell} \in X^2 : u_{\ell,\ell} \in \hat{S}_\ell, u_{\ell,\ell-1} \notin \hat{S}_{\ell-1} \}$, and $R_3 = S_{c,\ell} \setminus (R_1 \cup R_2)$, as depicted in Figure 6.1.

For $u_{\ell} \in R_1$ we have that

$$V_\ell - 1,\ell(u_{\ell}) = \frac{1}{2} (V_\ell(u_{\ell,\ell}) + V_\ell - 1(u_{\ell,\ell-1})) + \frac{\kappa}{1 + \Gamma} \leq \frac{1}{2} \left( \lambda_\ell V_\ell(u_{\ell,\ell}) + \lambda_{\ell-1} V_\ell - 1(u_{\ell,\ell-1}) \right) + \frac{\kappa}{1 + \Gamma}. \quad (6.11)$$

Since $u_{\ell} \in R_1$, it then holds that $V_\ell \geq \Gamma$. Furthermore, since $V_j \geq 1$, we then have that $V_{\ell-1,\ell}(u_{\ell}) = \frac{1}{2} (V_\ell(u_{\ell,\ell}) + V_{\ell-1}(u_{\ell,\ell-1})) \geq \frac{1}{2} (1 + \Gamma)$, which in turn implies that $\frac{1}{2} \leq \frac{1}{1 + \Gamma}$. Thus, from (6.11), one obtains that

$$\leq \left( \max\{\lambda_\ell, \lambda_{\ell-1}\} + \frac{\kappa}{1 + \Gamma} \right) V_{\ell-1,\ell}(u_{\ell}). \quad (6.12)$$

Similarly, for $u_{\ell} \in R_2$ it holds that

$$P_\ell V_{\ell-1,\ell}(u_{\ell}) \leq \left( \max\{\lambda_\ell, \lambda_{\ell-1}\} + \frac{\kappa}{1 + \Gamma} \right) V_{\ell-1,\ell}(u_{\ell}), \quad (6.13)$$
6 Multi-level Markov chain Monte Carlo method based on maximally coupled proposals

and for $u_\ell \in \mathbb{R}_3$ we simply have:

$$P_\ell V_{\ell-1,\ell}(u_\ell) \leq \left( \max\{\lambda_\ell, \lambda_{\ell-1}\} \right) V_{\ell-1,\ell}(u_\ell). \quad (6.14)$$

Thus, from (6.12), (6.13), and (6.14) it follows that

$$P_\ell V_{\ell-1,\ell}(u_\ell) \leq \left( \max\{\lambda_\ell, \lambda_{\ell-1}\} + \frac{\max\{\kappa_\ell, \kappa_{\ell-1}\}}{1 + \Gamma} \right) V_{\ell-1,\ell}(u_\ell), \quad \forall u_\ell \notin S_\ell. \quad (6.15)$$

Lastly, for $u_\ell \in S_\ell$ we have

$$P_\ell V_{\ell-1,\ell}(u_\ell) \leq \frac{1}{2} \left( \lambda_\ell V_\ell(u_\ell, u_\ell) + \lambda_{\ell-1} V_{\ell-1}(u_{\ell-1}, u_{\ell-1}) \right) + \frac{\kappa_{\ell-1}}{2} + \frac{\kappa_\ell}{2} \leq \Lambda_\ell V_{\ell-1,\ell}(u_\ell) + \hat{\kappa}_\ell, \quad (6.16)$$

with $\hat{\kappa}_\ell := \frac{1}{2}(\kappa_{\ell-1} + \kappa_\ell)$. Thus, from (6.15) and (6.16), we have that the joint kernel satisfies a drift condition of the form (3.14), namely:

$$P_\ell V_{\ell-1,\ell}(u_\ell) \leq \Lambda_\ell V_{\ell-1,\ell}(u_\ell) + \hat{\kappa}_\ell 1\{u_\ell \in S_\ell\}.$$

We now have all the required results to prove Theorem 6.3.1.

Proof of Theorem 6.3.1. The proof of Theorem 6.3.1 follows immediately from Theorem 3.2.4 and Lemmata 6.3.1, 6.3.2, and 6.3.4.

Corollary 6.3.1: Under the same assumptions as in Theorem 6.3.1, the ML-MCMC algorithm induced by a maximal coupling of the gpCN method of [144] also has a unique invariant joint measure; this follows from the fact that both pCN and the gpCN samplers have the same MH acceptance probability $\alpha(u, v)$.

Remark 6.3.2 (On the proof of the complexity result of [45]): We remark that we are currently unable to prove that conditions T2 and T3 of Theorem 5.4.1 in Chapter 5 for the complexity result of Dodwell et al. ([45, Theorem 3.5]) hold true for the currently proposed method, under reasonable assumptions (one can show that T1 holds true under similar conditions to that of Lemma 5.4.3, however, this condition alone is not sufficient for the complexity result of Dodwell et al. to hold true). We expect however, that, by including a re-synchronization kernel, as in Algorithm 13 the convergence properties of the ML-MCMC algorithm are “inherited” from the IMH part. Furthermore, the numerical results in the following sections suggest that T2 holds, indeed, true (with and without re-synchronization). Furthermore, it is a consequence of Theorem 5.3.4 that T3 also holds true provided that the (joint) chain is mixing sufficiently fast. We investigate this in further detail in the Appendix of this chapter.
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6.4.1 Moving Gaussians, revisited

We return to the sanity check experiment of Section 5.6.2 to verify the capabilities of our proposed method. In this case, we aim at sampling from the family of probability measures \( \mu^\ell = \mathcal{N}(2^{\ell+k},1) \), \( \ell = 0, 1, 2, \ldots, L \), which approximate \( \mu^y = \mathcal{N}(0, 1) \) as \( \ell \to \infty \). As discussed in Chapter 5, such a family of probability measures poses a problem to some ML-MCMC algorithms due to the relatively small overlap between the posterior measure at level \( \ell = 0 \) and those at higher accuracy levels. In particular, we aim at comparing our method with the sub-sampling algorithm of [45]. To that end, we first implement our ML-MCMC Algorithm 8 from Chapter 5 together with Algorithm 12 (that is, we are not using a re-synchronization kernel). At any given level \( \ell \), the proposed coupled state at the \((n + 1)\)th step is given by \((u_{\ell,\ell-1}^y, u_\ell^y) \sim \gamma^\ell_\nu \) where \( u_{\ell,\ell-1}^y \sim \mathcal{N}(u_{\ell,\ell-1}^y, \sigma^2) \), \( u_\ell^y \sim \mathcal{N}(u_\ell^y, \sigma^2) \), and \( \mathbb{P}(u_{\ell,\ell-1}^y \neq u_\ell^y) \approx \| \mathcal{N}(u_{\ell,\ell-1}^y, \sigma^2) - \mathcal{N}(u_\ell^y, \sigma^2) \|_{tv} \). Here, \((u_{\ell,\ell-1}^y, u_\ell^y)\) denotes the current state of each chain with invariant measure \( \mu^y_{\ell-1}, \mu^y_\ell \) respectively. At each level, the step-size of the RWM algorithm, \( \sigma^2 = 1 \) is chosen such that each chain has an acceptance rate of about 40%. We compared our proposed approach to the methods and experimental setting of Section 5.6.2, i.e., (a) the sub-sampling ML-MCMC algorithm of [45] with a level-independent sub-sampling rate \( t_\ell = \max \left\{ 1 + 2 \sum_{k=0}^N \varrho_\ell(k), 5 \right\} \), where \( 1 + 2 \sum_{k=0}^N \varrho_\ell(k) \) is the integrated auto-correlation time of \( Y_\ell(u_\ell) \) at level \( \ell \), and (b) our IMH algorithm with a level-independent proposal \( \mathbb{Q}_\ell = \mathcal{N}(2, 3) \). For all methods, the proposal distribution at level \( \ell = 0 \) is a random walk Metropolis proposal \( Q_0(u_0^y, \cdot) = \mathcal{N}(u_0^y, 1) \), which yields an acceptance rate of about 40%.

We begin by investigating the correctness of the corresponding marginals obtained with our method, and compare such results to those obtained with the previously discussed ML-MCMC algorithms. To that end, we run all algorithms with \( L = 7 \), obtaining 20, 000 samples per level, and present the histograms of the samples obtained with all methods at levels \( \ell = 2, 4, 7 \) in Figure 6.2. The left column of Figure 6.2 shows the histograms of the samples from \( \mu_{\ell-1}^y, \mu_\ell^y \) obtained with the maximal coupling algorithm, the middle column of Figure 6.2 shows the histograms of the samples from \( \mu_{\ell-1}^y, \mu_\ell^y \) obtained with the sub-sampling algorithm, and the right column corresponds to the histograms of \( \mu_{\ell-1}^y, \mu_\ell^y \) obtained with the IMH algorithm. For either column, each row represents a different level \( \ell = 2 \) (top), \( \ell = 4 \) (middle) and \( \ell = 7 \) (bottom). As it can be seen from Figure 6.2 (left), the maximal coupling algorithm is able to target the right marginal distributions at any level. This should not be a surprising fact, since each marginal chain is being created using RWM proposals.

We now investigate the coupling between chains, i.e., how often are the chains coupled when using our method. To that end, we define the synchronization rate at level \( \ell \) by \( S_\ell := \frac{1}{L} \sum_{n=0}^{N_{\ell-1}} \mathbb{I}\{u_{\ell,\ell-1}^y = u_{\ell,\ell-1}^y\} \), which is an ergodic estimator of \( \mathbb{P}_{\nu_\ell}(u_{\ell,\ell} = u_{\ell,\ell-1}) \) (with \( \nu_\ell \) the joint probability measure with marginals \( \mu_{\ell-1}^y, \mu_\ell^y \) induced by the ML-MCMC algorithm with maximal couplings). We run our
Figure 6.2: Histograms of samples obtained with a (left) maximal coupling of the proposals (center) with a sub-sampling algorithm and (right) with the independent Metropolis-Hastings algorithm, for different pairs of accuracy levels. Each histogram is obtained with 20000.
ML-MCMC Algorithm 8 together with Algorithm 12 $M = 50$ independent times, where each independent run has $L = 7$, $N_\ell = 20,000$, $\ell = 0, 1, \ldots, L$. Furthermore, for each independent run $k = 1, 2, \ldots, M$, we compute $R^{(k)}_\ell$. We plot the estimated $\overline{S}_\ell := \frac{1}{M} \sum_{k=1}^{M} R^{(k)}_\ell$ at each level, together with a 95% confidence interval, in Figure 6.3. As we can see, the synchronization rates of all algorithms increase with $\ell$, with the synchronization rate of the sub-sampling algorithm increasing faster.

**Sampling with a re-synchronization kernel**

The (simple) numerical experiments conducted so far show that our ML-MCMC method (a) is able to sample from the right marginal probability measures at each level $\ell$ and (b) the synchronization rate increases with $\ell$. However, as evidenced in Figure 6.3, the synchronization rate for our method increases at a slower rate than that of the sub-sampling or IMH algorithm. Ideally, one would like to have a coupled sampler that fulfills (a), while at the same time having a higher synchronization rate. As discussed in Section 6.2.3, this can be achieved by using a convex combination of our coupled sampler together with a re-synchronization kernel.

**Remark 6.4.1 (On the use of re-synchronization kernel):** One should not expect to introduce an additional bias on the marginal chains when using a combination of joint Markov operators of the form $\hat{P} = \omega P^1_\ell + (1 - \omega) P^2_\ell$, $\omega \in (0, 1)$, provided that $\mu^y_i P^1_i = \mu^y_j$, $j = \ell - 1, \ell$, $i = 1, 2$. Indeed, since for $i = 1, 2$, $P^j_i$ is a Markov operator, it follows that $\| P^j_\ell \|_{L_2} = 1$ thus for $\omega \in (0, 1)$

\[
\hat{P} = \omega P^1_\ell + (1 - \omega) P^2_\ell \implies \| \hat{P} \|_{L_2^0} \leq \omega + (1 - \omega) \| P^2_\ell \|_{L_2^0} = a, \text{ with } a < 1 \text{ provided } \| P^2_\ell \|_{L_2^0} < 1 \text{ (i.e., the marginal max. coupling has a positive } L_2 \text{ spectral gap). The choice of weight } \omega \text{ does affect the convergence rate though.}
\]

Motivated by this, we shift our attention to the performance of our method when combined with either the sub-sampling algorithm of [45] or our IMH algorithm presented in the previous Chapter.
consider a level independent weight \( \omega_{\ell} = \omega \), for different values of \( \omega \in \{0, 0.1, 0.2, 0.5, 0.7, 0.9\} \), where the level \( \ell \) synchronization operator \( P_{\text{sync}}^{\omega_{\ell}} \) is to be understood as a step of the either the sub-sampling algorithm of [45] or our IMH algorithm presented in the previous section, with \( Q_{\ell} = Q = \mathcal{N}(2, 3) \). We first verify the accuracy of a ML-MCMC estimator of the form

\[
Q_{\text{OL}}^{\omega_{\ell}} := \frac{1}{N_0} \sum_{n=0}^{N_0} (Q_{\text{OL}}(u^n_{\omega,0,0})) + \sum_{\ell=1}^{L} \frac{1}{N_\ell} \sum_{n=0}^{N_\ell} (Q_{\text{OL}}(u^n_{\omega,\ell,\ell}) - Q_{\text{OL}}_{\ell-1}(u^n_{\omega,\ell-1,\ell-1})) = Y^n_{\omega}.
\]

(6.17) obtained with our mixed algorithm. We begin by first focusing only in the results generated by \( P_{\text{sync}}^{\omega_{\ell}} \), since, as previously discussed, the sub-sampling algorithm by itself tends to give biased results for this particular hierarchy of posteriors. Setting \( \text{OL} = u \), we clearly have that \( \mathbb{E}_{\mu_{\lambda}}[Q_{\text{OL}}] = \mathbb{E}_{\mu_{\lambda}}[u] = 2^{-\ell+2} \). Thus, one can investigate the accuracy of the ML-MCMC estimator, by computing \( Q_{\text{OL}}^{\omega_{\ell}} \) and comparing it to \( \mathbb{E}_{\mu_{\lambda}}[u] \). To that end, for each value of \( \omega \), we run our ML-MCMC algorithm \( M = 50 \) independent times, where each independent simulation is run with \( L = 7 \) levels, using \( N_\ell = 20,000, \ell = 0, 1, \ldots, L \), samples per level, per run. For each \( \omega \) we compute \( M \) independent level \( \ell \) estimators \( Q_{\text{OL}}^{(\omega,k)} \), \( k = 1, 2, \ldots, M \), and compute, for each value of \( \omega \), \( Q_{\text{OL}}^{(\omega)} := \frac{1}{M} \sum_{k=1}^{M} Q_{\text{OL}}^{(\omega,k)} \). For illustrative purposes, we plot \( Q_{\text{OL}}^{(\omega)} \) vs \( \ell \) for each value of \( \omega \) in Figure 6.4. As we can see, for values of \( \omega \leq 0.7 \), there does not seem to be any noticeable bias with respect to the true estimator. This is further confirmed in Figure 6.5, where the histograms of the resulting samples from our ML-MCMC algorithm are presented for \( \omega = \{0.1, 0.5, 0.7\} \) (top, middle, and bottom row, respectively). As we can see, the histograms match the densities of \( \mu_{\lambda}^{(\omega)} \) for different levels \( \ell \).

Lastly we plot, for both synchronization kernels (subsampling and IMH), the synchronization rate for each \( \omega \) in Figure 6.6. As we can see from Figure 6.6 (left), for all values of \( \omega > 0 \), we obtain synchronization rates that go to 1 much faster than the one corresponding to \( \omega = 0 \). This result, together with the ones presented in Figures 6.4 and 6.5, suggest that one can combine the sub-sampling approach of [45] with our ML-MCMC based on maximal couplings using the convex combination of kernels presented in Section 6.4.1 with some carefully-chosen weights. Similarly, we can see from Figure 6.6 (Right) that introducing such a re-synchronization kernel noticeably improves the synchronization between chains at two consecutive levels. Although, for this particular case there does not seem to be much difference between the synchronization rate
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Figure 6.4: Mean multi-level estimator $\log_2 \left( \left| Q_o l(\omega) \right| \right)$, using the sub-sampling re-synchronization kernel. Estimates were computed for each value of $\omega$, from 50 independent runs.

Figure 6.5: Histograms of the samples from $\mu^\omega_\ell$ obtained with our Algorithm. Each row corresponds to a different value of $\omega$: 0.1 (top), 0.5 (middle), 0.7 (bottom).
induced by two values \( \omega_1, \omega_2 \geq 0.1 \), we believe this to be problem dependent, and affected by several factors, such as dimensionality, multi-modality and choice of \( Q \).

### 6.4.2 Subsurface flow: moderate-dimensions

We consider a more interesting example for which we try to recover the probability distribution of the permeability field \( \kappa \) in Darcy’s subsurface flow equation, given some measurements of the hydraulic head on the physical domain. Let \( \bar{D} = [0,1]^2 \), \( X = \mathbb{R}^{K} \), \((x_1, x_2) =: x \in \bar{D}, \partial \bar{D} = \Gamma_N \cup \Gamma_D \), with \( \Gamma_N \cap \Gamma_D = \emptyset \), where \( \Gamma_D := \{(x_1, x_2) \in \partial \bar{D}, \text{s.t. } x_1 = \{0,1\}\} \), and \( \Gamma_N = \partial \bar{D} \setminus \Gamma_D \). Darcy’s subsurface equation is given by

\[
\begin{aligned}
- \nabla_x \cdot (\kappa(x,u) \nabla_x p(x,u)) &= 1, & x &\in \bar{D}, & u &\in X, \\
p(x,u) &= 0, & x &\in \Gamma_D, & u &\in X, \\
\partial_n p(x,u) &= 0, & x &\in \Gamma_N, & u &\in X, \\
\end{aligned}
\]  

(6.18)

where \( p \) represents the pressure (or hydraulic head), and we simulate the stochastic permeability \( \kappa(x,u) \) as a mean-zero stationary Gaussian field written in terms of its Karhunen-Loève expansion as

\[
\log(\kappa(x,u)) = \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \sqrt{\lambda_{m,n}} \phi_{m,n}(x) u_{m,n}, \quad u_{m,n} \sim N(0,1) \tag{6.19}
\]

with \( \lambda_{m,n} = \frac{1}{\pi m^2} \frac{1}{\pi n^2} \), and \( \phi_{m,n}(x) = \sin(m\pi x_1) \sin(n\pi x_2) \), \forall x \in \bar{D}, m, n \in \mathbb{N} \). Notice that the random permeability field can be recovered given the set of random parameters \( \{u_{m,n}\}_{m,n} \). For computational purposes, we reorder Equation (6.19) in terms of a single index \( j \) in such a way.
that \( \lambda_{m,n} =: \lambda_j \leq \lambda_{j+1} \) (in case of equal values the order is chosen arbitrarily), and truncate such an expansion after \( K \) terms, thus obtaining the following approximation:

\[
\log(\kappa(x, u)) \approx \sum_{j=1}^{K} \sqrt{\lambda_j} \phi_j(x) u_j, \quad u_j \sim \mathcal{N}(0, 1), \; j = 1, \ldots, K.
\]  

(6.20)

Equation (6.18) can then be numerically approximated at a discretization level \( \ell \geq 0 \) using the finite element method on a triangular mesh of \( 2^\ell \cdot 22 \times 2^\ell \cdot 22 \) piece-wise linear elements. Such a numerical approximation is done using the FEniCS package [101]. Data \( y \) is generated from the numerical solution of (6.18) observed at a grid of \( 4 \times 4 \) uniformly spaced points inside \( D \), polluted by a normally-distributed noise \( \varepsilon \sim \mathcal{N}(0, \sigma_{\text{noise}}^2 I_{16 \times 16}) \), where \( I_{16 \times 16} \) is the 16-dimensional identity matrix. In particular, the solution to Equation (6.18) is numerically approximated at a discretization level \( L^* = 6 \), using a truncation parameter \( K^* = 150 \) in Equation (6.20), with a true set of parameters \( u_j^* \sim \mathcal{N}(0, 1) \), \( j = 1, 2, \ldots, K^* \). Moreover, we set \( \sigma_{\text{noise}} = 0.01 \), which corresponds to, roughly, 1% measurement noise.

We set \( K = 50 \), \( \ell \in \{0, 1, 2, 3, 4\} \), \( L = 4 \), and define the map \( u \mapsto F_\ell(u) \) as the numerical approximation of the solution to Equation (6.18) at a discretization level \( \ell \), using a log-permeability field modeled by (6.20), and observed at a grid of \( 4 \times 4 \) equally spaced points inside \( D \), for a particular value of \( u \in X_\ell = \mathbb{R}^K \). Thus, the level-dependent potential is given by

\[
\Phi_\ell(u; y) = \frac{1}{2 \sigma_{\text{noise}}^2} \| y - F_\ell(u) \|^2.
\]

Furthermore, setting \( \mu_{\text{pr}} = \bigotimes_{j=1}^K \mathcal{N}(0, 1) \), we can then define the level-\( \ell \) posterior \( \mu_{\ell}^y \) in terms of its Radon-Nykodim derivative with respect to the prior as:

\[
\frac{d\mu_{\ell}^y}{d\mu_{\text{pr}}}(u) = \frac{1}{Z_\ell} \exp(-\Phi_\ell(u; y)), \quad Z_\ell = \int_X \exp(-\Phi_\ell(u; y)) \mu_{\text{pr}}(du).
\]

The BIP thus consists of sampling from the probability distribution \( \log(\kappa(x, u)) \) (parameterized in terms of \( \{u_j\}_{j=1}^K \)) conditioned on the noise-polluted observed data \( y \).

We implement our ML-MCMC algorithm to sample from \( \mu_{\ell}^y \) and compute posterior expectations at level \( L \) of a quantity of interest

\[
QoI(u) := \ln \left( -\int_{\Gamma_{D_1}} \kappa(x, u) \nabla p(x, u) \cdot n \, ds \right), \quad (6.21)
\]

where \( \Gamma_{D_1} \) denotes the rightmost boundary of the domain and \( n \) is the unit normal vector to \( \Gamma_{D_1} \). We will denote by \( QoI \) as (6.21) computed with a level \( \ell \) approximation of \( p \).

We implement our method together with a re-synchronization kernel, where, similar to Section 6.4.1, we use the sub-sampling algorithm of [45] as a re-synchronizing kernel, with a level-
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dependent sub-sampling rate of \( t_\ell = \max \left\{ 1 + 2 \sum_{k=0}^{N} \hat{\varrho}(k), 5 \right\} \), where \( 1 + 2 \sum_{k=0}^{N} \hat{\varrho}(k) \) is the integrated auto-correlation time of \( \{ \text{QoI}_\ell^{n-1}(u_{\ell,\ell-1}^{n}) \}_{n=0}^{N} \) at level \( \ell - 1 \). We do not compare our results to those of algorithm [45] since such a method can produce biased results when used by itself (c.f. Section 5.6.2). We implement the re-synchronization kernel with level-dependent weights \( \omega_\ell \) given by \( \omega_1 = 0.1 \), and \( \omega_2 = \omega_3 = \omega_4 = 0.5 \). This choice of weights was made in such a way that, at the coarsest level, the coupling is mostly driven by localized proposals, while the choice of higher weights for the higher levels is made in such a way that it favors “desirable” properties for the chains, such as having a rapidly decaying ACF for the marginal chains, or a rapidly increasing synchronization rate for the joint chains (c.f. Figure 6.9). An alternative (and certainly more systematic) approach for the selection of \( \{ \omega_\ell \}_{\ell=0}^{L} \) could be to include a Bayesian update on their value inside a continuation-type ML-MCMC algorithm. Further investigation on the choice of these values will likely be the subject of future work.

As a verification of our method, we run our ML-MCMC algorithm 50 independent times, where each simulation is run with \( N_\ell = 5000 \) samples per level, for each level \( \ell = 0, 1, \ldots, 4 \). The true log-permeability field, together with the level-\( L \) posterior mean are shown in Figure 6.7. As it can be seen, the level-\( L \) estimator is able to capture some of the more representative features of the true permeability field.

We begin by investigating the synchronization of the chains. In Figure 6.8 we plot \( \text{QoI}_{\ell-1} \) Vs \( \text{QoI}_\ell \) for \( \ell = 1, 2 \) (top row, from left to right) and \( \ell = 3, 4 \) (bottom row, from left to right). As expected, samples become increasingly more concentrated on the diagonal as \( \ell \) increases. Furthermore, we consider once again the synchronization rate at level \( \ell \) given by \( \mathcal{S}_\ell = \frac{1}{N_\ell} \sum_{n=0}^{N_\ell-1} \mathbb{I}\{u_{\ell,\ell}^{n}=u_{\ell,\ell-1}^{n}\} \), and compute \( \mathcal{S}_\ell^{(k)} \) for each independent run \( k = 1, \ldots, 50 \). We plot \( 1 - \mathcal{S}_\ell \), with \( \mathcal{S}_\ell = \frac{1}{M} \sum_{k=1}^{M} \mathcal{S}_\ell^{(k)} \), at each level, together with a 95% confidence interval, in Figure 6.9 (left). As we can see, the synchronization rates increase with \( \ell \). Notice that \( 1 - \mathcal{S}_\ell \) can be understood as an estimator of \( P = P_{\nu_\ell}(u_{\ell,\ell} \neq u_{\ell,\ell-1}) \). Furthermore, under the same setting, we plot the autocorrelation function (ACF) of \( \text{QoI}_\ell \) for each level \( \ell = 0, 1, 2, 3, 4 \) on Figure 6.9. The weights

Figure 6.7: (Left) true log-field \( \log(\kappa(x, u^*)) \). (Right) Posterior mean estimator of \( \log(\kappa(x, u)) \) at level \( L = 4 \).
6.4 Numerical experiments

Figure 6.8: Diagonal plots of $Q_{\ell}$ vs $Q_{\ell-1}$ for $\ell = 1, 2, 3, 4$. 
are chosen so that they produce a decay on the ACF with respect to $\ell$, while at the same time conserving the explorability associated to our maximal coupling algorithm.

We now proceed to numerically investigate the rates $\alpha$ and $\beta$ in the complexity theorem reported in Chapter 5 (c.f. Theorem 5.4.1). To that end, we estimate $\alpha$ and $\beta$ using the same set-up as before (i.e., 50 independent runs with $N_\ell = 5000$ per level, per run) and plot estimates of $|E_{\mu_\ell}[[QoI_\ell - QoI_{\ell-1}]]|$ and $\nabla_{\nu_\ell}[QoI_{\ell} - QoI_{\ell-1}]$ versus $\ell$, together with a 95% confidence interval, in Figure 6.10 (right). As we can see, we obtain a weak decay rate $\alpha_w \approx 1.0$ and a strong decay $\beta \approx 1.96$. This in turn verifies numerically Assumptions T1 and T2 in Theorem 5.4.1.

Lastly, following the same discussion as in Section 5.5, we have that the optimal hierarchy of samples in our ML-MCMC algorithm for a given tolerance $\text{tol}$ is given by

$$N_\ell = \left[ 2\text{tol}^{-2} \sqrt{\frac{\sigma_j^2}{C_j}} \left( \sum_{j=0}^{\ell} \sqrt{\sigma_j^2 C_j} \right) \right],$$

Figure 6.9: (Left) Estimated synchronization rate vs level. (Right) Mean autocorrelation plot (ACF) at lag 100. In both plots, dashed lines represent a 95% confidence interval obtained over 50 independent runs.

Figure 6.10: Convergence vs level. (Left) weak convergence, (right) strong convergence ($\log_2$ scale in $y$ axis). Dashed lines represent a 95% confidence interval obtained over 50 independent runs.
with $\sigma^2 = \mathbb{V}_{\nu_\ell}[Y_\ell]$ which can be estimated, for instance, by a batched means estimator (see e.g., [54]) and where $C_\ell$ is the cost of obtaining one independent sample of $(QoI_{\ell-1}(u_{\ell,\ell-1}), QoI(\ell, u_{\ell,\ell}))$ using our ML-MCMC algorithm. We plot the hierarchy of samples $\{N_\ell(tol_i)\}_{\ell=0}^L$ for different tolerances $tol_i \in \{0.029, 0.019, 0.011, 0.006\}$ in Figure 6.11 (left), and the total computational cost (in seconds) vs tolerance of our ML-MCMC estimator vs that of its single-level counterpart in Figure 6.11 (right). Figure 6.11 (left) suggests the computational advantage of using ML-MCMC; indeed for a tolerance of $tol = 0.007$, a single-level MCMC algorithm would need over $10^6$ (correlated) samples at level $L = 4$. Meanwhile, the ML-MCMC algorithm, requires around $10^2$ (correlated) samples at this level, since most of the computational effort is being done at the low discretization levels, where samples are inexpensive to obtain. These results are consistent with those of [45]. This is further corroborated in Figure 6.11 (right), where we plot the cost (in seconds) vs tolerance for both our ML-MCMC and a single-level MCMC, where the number of samples necessary for the single-level (at level $\ell = \ell(tol)$) chain to achieve an error smaller than tol was estimated from 10 independent pCN runs of the single-level MCMC algorithm using 5000 samples per run. As it can be seen from such a figure, the ML-MCMC has a much smaller complexity than its single-level counterpart.

6.5 Appendix

6.5.1 A.1. Higher-dimensional subsurface flow revisited: some numerical results

Lastly, we revisit the same problem studied in in Section 5.6.4. In particular, we are interested in testing our maximal coupling algorithm without re-synchronization for this large-dimensional problem using a $\nu$-pCN algorithm (c.f. Section 3.4.1) as a proposal. As we will see on this example, the maximal coupling algorithm can show promise on problems where the coupling is done in rather large dimensions. We remark however that this last section is rather exploratory in nature, and further investigation is needed.
We recall the formulation of the problem at hand for convenience. Consider once again the same setting as in Section 6.4.2, namely the Darcy’s subsurface flow (6.18) with \( \kappa(x, u) = e^{u(x)} \), with \( u(x) \sim \mathcal{N}(0, A^{-2}) = \mathcal{N}(0, \mathcal{C}) = \mu_{\text{pr}} \) where the precision operator is the square of the differential operator \( A \) acting on a dense subspace \( \text{Dom}(A) \subset L^2(D) \) of the form

\[
A = -\Delta + \frac{1}{2} I,
\]

together with Robbin boundary conditions \( \nabla(\cdot) \cdot \hat{n} + \frac{\sqrt{2}}{2} (\cdot) = 0 \) (c.f. Sections 2.2.1 and 4.5.7). We assume that the data \( y \) is generated by solving equation (6.18), using a realization \( u_{\text{true}} \sim \mu_{\text{pr}} \), and observing it at a grid of \( 10 \times 10 \) equally spaced points in \([0.1, 0.9]^2\), polluted by some normally distributed noise \( \eta \sim \mathcal{N}(0, \sigma_{\text{noise}}^2 I_{100 \times 100}) \) with \( \sigma_{\text{noise}} = 9.61 \times 10^{-5} \), corresponding to roughly 1% noise. Denoting by \( u \mapsto \mathcal{F}(u) \) the mapping associated to solving Equation (6.18) with \( \kappa(x, u) = e^{u(x)} \) and observing the solution at the given grid of points, we can then pose our BIP as sampling from \( \mu^y \) with

\[
\frac{d\mu^y}{d\mu_{\text{pr}}}(u) = \frac{1}{Z} \exp \left( -\|y - \mathcal{F}(u)\|_{L^2}^2 \right), \quad \Sigma = \sigma_{\text{noise}}^2 I_{100 \times 100}.
\]

Once samples from \( \mu^y \) have been obtained, we aim at approximating \( \mathbb{E}_{\mu^y}[\text{QoI}] \) where the quantity of interest \( \text{QoI} : X \to \mathbb{R} \) is the log-flux through the bottom boundary \( \Gamma_b := \{(x_1, x_2) \in \partial D \text{ s.t. } x_2 = 0\} \) defined as

\[
\text{QoI}(u) := \log \left( \int_{\Gamma_b} e^{u(x)} \nabla p \cdot \hat{n} \, ds \right).
\]

Following Section 5.6.4, we introduce a sequence of discretization levels \( \ell = 0, 1, 2, 3 = L \) of the forward mapping operator \( \mathcal{F} \) by numerically approximating Equation (6.18) using the finite-element method with \( 16 \cdot 2^\ell \times 16 \cdot 2^\ell \) piece-wise-linear finite elements. This hierarchy of \( \{\mathcal{F}_\ell\}_{\ell=0}^L \) induces the family of of potential \( \{\Phi_\ell(u; y)\}_{\ell=0}^L \), with \( \Phi_\ell(u; y) = \tilde{\Phi}(\mathcal{F}_\ell(P^A u); y) \), which in turn induces the family of posteriors \( \{\hat{\mu}^y_\ell\}_{\ell=0}^L \), with each posterior defined on \((X_\ell, B(X_\ell))\), approximating \( \mu^y \) as \( \ell \to \infty \), with

\[
\hat{\mu}^y_\ell(\text{d}u_{\ell, \ell}) = \frac{1}{Z_\ell} \exp \left( -\hat{\Phi}(\mathcal{F}_{\ell-1}(u_{\ell, \ell}); y) \right) \mu_{\text{pr}}(\text{d}u_{\ell, \ell})
\]

with \( \mu_{\text{pr}} \) the discretized prior, induced by the approximation of the operator \( A \), as discussed in Section 5.6.4. We are interested in investigating how, (or whether) we can use our proposed algorithm in such a (high-dimensional) case. To reiterate, this is of interest if, e.g., a sufficiently accurate Laplace approximation can not be built in this rather large number of dimensions, or if the sub-sampling approach of [45] cannot be applied. At each level \( \ell = 0, 1, 2, 3 \), we generate a
coupling of two proposal measures $Q_\ell(u_{\ell,\ell}, \cdot) R_\ell(u_{\ell,\ell-1}, \cdot)$ in $X_\ell$ (i.e., the higher dimensional space induced by the FE discretization of the operator $A$), where

$$Q_\ell(u_{\ell,\ell}, \cdot) = \mathcal{N}(m_{map,\ell} + \sqrt{1 - \rho^2}(u_{\ell,\ell} - m_{map,\ell}), \rho^2 C_{Lap,\ell})$$

$$R_\ell(u_{\ell,\ell-1}, \cdot) = \mathcal{N}(m_{map,\ell} + \sqrt{1 - \rho^2}(u_{\ell,\ell-1} - m_{map,\ell}), \rho^2 C_{Lap,\ell}),$$

We implement our proposed ML-MCMC algorithm for $M = 10$ independent runs, obtaining $N = 2000$ samples per level, per run. We obtain the following results. We estimate the rates for the cost-tolerance result of [45] (c.f. Theorem 5.4.2) in Figure 6.12. As we can see, although it is clear that there is indeed a decay on the rates for the variance and expected value of $Y_\ell(u_\ell) = QoI_\ell(u_{\ell,\ell}) - QoI_{\ell-1}(u_{\ell,\ell-1})$, this decay is not as fast as in the case of IMH. We plot $QoI_{\ell-1} vs QoI_{\ell}$ in Figure 6.13. We remark that, although there is no actual coupling between the chains such that $u_{\ell,\ell-1} = u_{\ell,\ell}$ (indeed, the proposed maximal coupling algorithm is designed to work in finite-dimensions), there is still a clear correlation between samples, which become increasingly more concentrated around the diagonal $\Delta$. Lastly, we plot the number of samples and the computational cost of our ML-MCMC method compared to its single level counter part in Figure 6.14. As we can see, even in this case where we pay the extra price of not using an IMH, we can see that the total computational cost associated to the ML-MCMC algorithm has a much better complexity than its single-level counterpart.
Figure 6.13: Diagonal plots of $QoI(\ell, \ell) - QoI(\ell-1, \ell-1)$

Figure 6.14: (Left) Number of samples per level for different tolerances. (Right) Total computational cost vs tolerance of ML-MLMC and single-level MCMC.
6.5 Appendix

6.5.2 Some results towards the complexity study of the maximal coupling algorithm

As mentioned in Section 6.3 we were, at the time of the writing of this thesis, unable to show that the conditions required for [45, Theorem 3.5] to hold are satisfied under reasonable assumptions. It is known from Theorem 3.3.2 that Assumption T3 holds true provided that the join chain is mixing sufficiently fast (i.e., that it has finite mixing time, see [127] for more details), however, verifying this is highly technical, and as such, we will consider it to hold true. We will limit ourselves to verifying that Assumptions T1 and T2 hold for our setting, the latter of which would require some additional, potentially restrictive conditions. As we will see, in our formulation verifying this latter condition will require that

\[
\int_{\Delta} p_{\ell}(u, \Delta) \nu_{\ell}(du) \neq 0 \text{ as } \ell \to \infty,
\]

roughly understood as the chains always having a positive probability of re-synchronizing, and which we will assume to hold true. We formalize this discussion below.

**Assumption 6.5.1:** For any \( \ell \geq 0 \), the following hold: There exist positive functions \( C_F, C_Q, C_\Phi : X \to \mathbb{R}_+ \) independent of \( \ell \), a positive constant \( C'_c \) independent of \( u \) and \( \ell \), and a positive constant \( c_\ell \) such that

1. \( \int_X (C_F(u') C_\Phi(u')) Q_\ell(u, du') \leq C_Q(u) < \infty \),
2. \( \int_X C_Q(u) \mu_{pr}(du) \leq C'_c < \infty \).
3. \( \int_{\Delta} p_{\ell}(u, \Delta) \nu_{\ell}(du) > c_\ell \).

We remark that while Assumption 6.5.1.1-2 are relatively mild, Assumption 6.5.1.3 is difficult to verify and perhaps, too strong. For this reason we decided to include the following results as an appendix, as they possibly need further investigation. Our results will also rely upon Assumption 5.4.1, introduced in Chapter 5, on the potential \( \Phi_\ell \), the forward operator \( F_\ell \) and the quantity of interest \( Q_{oI} \ell \) for \( \ell \geq 0 \).

**Theorem 6.5.1:** Suppose Assumptions 5.4.1 and 6.5.1 hold. Then, Assumptions T1 and T2 are satisfied.

**Corollary 6.5.1:** Suppose additionally that Assumption T3 holds true. Then, the ML-MCMC algorithm based on maximally coupled proposals satisfies the conditions for Theorem 5.4.2 to hold.

The proof of Theorem 6.5.1 is decomposed in a series of results and is given at the end of the section. It has been shown in Lemma 5.4.3 that T1 holds under Assumption 5.4.1. We recall such a result, for convenience.

**Lemma 6.5.1:** Suppose Assumption 5.4.1 holds. Then, for any \( \ell = 0, 1, \ldots L \), there exists a positive constant \( C_w \in \mathbb{R}_+ \), independent of \( \ell \), such that:

\[
|\mathbb{E}_{\pi^\ell}[Q_{oI}(u)] - \mathbb{E}_{\pi^w}[Q_{oI}(u)]| \leq C_w s^{-\alpha_w \ell},
\]

with \( \alpha_w = \min\{\alpha_q, \alpha\} \) and \( \alpha_q, \alpha \) as in Assumption 5.4.1.
Recall that for any given level \( \ell = 0, 1, \ldots, L \), we say that the joint chains created by the ML-MCMC algorithm are synchronized at step \( n \) if \( u^{\ell}_{n,L} = u^{\ell}_{n,L-1} = u \). We say that they are unsynchronized otherwise. Notice that, in our setting, if the chains are synchronized, Algorithm 11 will propose the same candidate state \( u' \) to both chains with probability 1. Thus, assuming that the chains are synchronized at step \( n \), they will become unsynchronized at step \( n+1 \) with probability \( |\alpha_\ell(u, u') - \alpha_{\ell-1}(u, u')| \). We now show that such a probability approaches 0 as \( \ell \to \infty \), using a simplified version of Lemma 5.4.4 in Chapter 5.

**Lemma 6.5.2:** Suppose Assumptions 5.4.1.1 hold. Then, the following bound holds

\[
|\alpha_\ell(u, u') - \alpha_{\ell-1}(u, u')| \leq h_\ell'(u, u') s^{-\alpha \ell}, \ u, u' \in X,
\]

with

\[
h_\ell'(u, u') := \left[ \frac{e^{-\Phi_\ell(u', y)} + e^{-\Phi_{\ell-1}(u', y)}}{e^{-\Phi_\ell(u, y)} e^{-\Phi_{\ell-1}(u, y)}} C_\Phi(u') C_\Phi(u) \right] s^{-\alpha \ell}.
\]

**Proof:** From the definition of \( \alpha_\ell \), and the fact that \( \psi(x) := \min\{1, x\} \) is Lipschitz continuous with a constant of 1, it can be seen that

\[
|\alpha_\ell(u, u') - \alpha_{\ell-1}(u, u')| \leq \left| \frac{e^{-\Phi_\ell(u', y)} - e^{-\Phi_{\ell-1}(u', y)}}{e^{-\Phi_\ell(u, y)} e^{-\Phi_{\ell-1}(u, y)}} \right|.
\]

Assuming \( \Phi_\ell(u') \leq \Phi_{\ell-1}(u') \), a straightforward application of the mean value theorem gives

\[
|e^{-\Phi_\ell(u', y)} - e^{-\Phi_{\ell-1}(u', y)}| \leq e^{-\Phi_\ell(u', y)} |\Phi_\ell(u', y) - \Phi_{\ell-1}(u', y)|. \tag{6.22}
\]

Similarly, for the case \( \Phi_\ell(u') \geq \Phi_{\ell-1}(u') \), we obtain

\[
|e^{-\Phi_\ell(u', y)} - e^{-\Phi_{\ell-1}(u', y)}| \leq e^{-\Phi_{\ell-1}(u', y)} |\Phi_\ell(u', y) - \Phi_{\ell-1}(u', y)|. \tag{6.23}
\]

Thus, from (6.22)-(6.23) it follows that

\[
|e^{-\Phi_\ell(u', y)} - e^{-\Phi_{\ell-1}(u', y)}| \leq \left( e^{-\Phi_{\ell-1}(u', y)} + e^{-\Phi_\ell(u', y)} \right) |\Phi_\ell(u', y) - \Phi_{\ell-1}(u', y)|. \tag{6.25}
\]
Thus, from (6.22), (6.25) and Assumption 5.4.1, we obtain:

$$
(6.22) \leq \left[ \frac{e^{-\Phi_\ell(u')y} + e^{-\Phi_{\ell-1}(u';y)}}{e^{-\Phi_\ell(u;y)}} C_\Phi(u') C_\mathcal{F}(u') + e^{-\Phi_{\ell-1}(u';y)} \left( e^{\Phi_{\ell-1}(u;y)} + e^{\Phi_{\ell-1}(u;y)} \right) C_\Phi(u) C_\mathcal{F}(u) \right] s^{-\alpha \ell}
$$

Lemma 6.5.3: Suppose Assumptions 5.4.1 and 6.5.1 hold, and denote the diagonal set of $X^2$ as $\Delta = \{(u, u') \in X^2 \text{ s.t. } u = u'\}$. The transition probability to $\Delta^c$ for the coupled chain of Algorithm 12 is such that

$$p_\ell(u_\ell, \Delta^c) \leq h_\ell(u) s^{-\alpha \ell}, \quad \forall u_\ell = (u, u) \in \Delta,$$

with

$$h_\ell(u) = \left[ 2C_Q(u)e^{\Phi_\ell(u;y)} + \left( e^{\Phi_{\ell-1}(u;y)} + e^{\Phi_\ell(u;y)} \right) C_\Phi(u) C_\mathcal{F}(u) \right].$$

Proof. Since $u_\ell \in \Delta$, we set $u_{\ell, \ell} = u_{\ell, \ell-1} = u$. Furthermore, in this case, we have that $u_{\ell, \ell} = u_{\ell, \ell-1}$ since only Case I in Algorithm 11 will happen. It then follows from Lemma 6.5.2 that:

$$p_\ell((u, u), \Delta^c) = \int_X |\alpha_{\ell-1}(u, u') - \alpha_\ell(u, u')| Q_\ell(u, du') \leq s^{-\alpha \ell} \int_X \frac{e^{-\Phi_\ell(u';y)} + e^{-\Phi_{\ell-1}(u';y)}}{e^{-\Phi_\ell(u;y)}} C_\Phi(u') C_\mathcal{F}(u') Q_\ell(u, du') + s^{-\alpha \ell} \int_X e^{-\Phi_{\ell-1}(u';y)} \left( e^{\Phi_{\ell-1}(u;y)} + e^{\Phi_\ell(u;y)} \right) C_\Phi(u) C_\mathcal{F}(u) Q_\ell(u, du').$$

Since from Assumption 6.5.1 we have that $\int_X e^{-\Phi_\ell(u';y)} C_\Phi(u') C_\mathcal{F}(u') Q_\ell(u, du') \leq C_Q(u)$, it then follows that

$$(6.26) \leq s^{-\alpha \ell} \left[ 2C_Q(u)e^{\Phi_\ell(u;y)} + \left( e^{\Phi_{\ell-1}(u;y)} + e^{\Phi_\ell(u;y)} \right) C_\Phi(u) C_\mathcal{F}(u) \right].$$

Setting $h(u) = \left[ 2C_Q(u)e^{\Phi_\ell(u;y)} + \left( e^{\Phi_{\ell-1}(u;y)} + e^{\Phi_\ell(u;y)} \right) C_\Phi(u) C_\mathcal{F}(u) \right]$ gives the desired result.  \qed
Lemma 6.5.4: Suppose Assumptions 5.4.1 and 6.5.1 hold. Then, there exists a positive constant $C_h$ independent of the level such that

$$\int_{\Delta} h_\ell(u_\ell) \nu_\ell(du_\ell) \leq C_h, \quad u_\ell = (u, u) \in \Delta,$$

Proof. Since $u_\ell \in \Delta$, we have

$$\int_{\Delta} h_\ell(u_\ell) \nu_\ell(du_\ell) = \int_{X^2} e^{\Phi_{\ell-1}(u_{\ell-1}; y)} C_\Phi(u_{\ell-1}) C_F(u_{\ell-1}) \nu_\ell(du_\ell)$$

$$+ \int_{X^2} e^{\Phi_{\ell}(u_\ell; y)} C_\Phi(u_\ell) C_F(u_\ell) \nu_\ell(du_\ell)$$

$$+ 2 \int_{X^2} e^{\Phi_{\ell}(u_\ell; y)} C_Q(u_\ell) \nu_\ell(du_\ell)$$

Since $u \in \Delta$, we can marginalize over each component on both $I_1$ and $I_2$. We begin with $I_1$, integrating over $u_{\ell, \ell}$:

$$I_1 = \int_{X^2} e^{\Phi_{\ell-1}(u_{\ell-1}; y)} C_\Phi(u_{\ell-1}) C_F(u_{\ell-1}) \nu_\ell(du_\ell)$$

$$= Z_{\ell-1}^{-1} \int_X C_\Phi(u_{\ell-1}) C_F(u_{\ell-1}) \mu_{\text{pr}}(du_{\ell-1})$$

$$\leq C c I^{-1}$$ (from Assumption 5.4.1 and Lemma 5.4.1).

A similar procedure for $I_2$, also yields $I_2 \leq C c I^{-1}$. Lastly, we focus on $I_3$. Integrating over $u_{\ell, \ell-1}$ gives

$$I_3 = \int_{X^2} e^{\Phi_{\ell}(u_\ell; y)} C_Q(u_\ell) \nu_\ell(du_\ell) = Z_\ell^{-1} \int_X C_Q(u_\ell) \mu_{\text{pr}}(du_\ell)$$

$$\leq C' c I^{-1}$$ (from Assumption 6.5.1 and 5.4.1).

Taking $C_h = c I^{-1} (C' c + 2 C c)$ gives the desired result. \qed

Lemma 6.5.5: Suppose Assumptions 5.3.1, 5.4.1 and 6.5.1 hold. Then, for all $\ell = 1, 2, \ldots, L$, there exist a positive constant $C_r$ independent of $\ell$ such that

$$\mathbb{P}_{\nu_\ell}(u_{\ell, \ell} \neq u_{\ell, \ell-1}) \leq C_r s^{-\alpha \ell}, \quad \forall n \in \mathbb{N}.$$
Proof. Since $P_\nu$ is $\nu$-invariant, we can write
\[
\mathbb{P}_\nu(u_{\ell,\ell} \neq u_{\ell,\ell-1}) = \int_{\Delta^c} \nu(du_{\ell}) = \int_{\Delta^c} p_\nu(u_{\ell}, \Delta^c) \nu(du_{\ell})
\]
\[
= 1 - \int_{\Delta^c} p_\nu(u_{\ell}, \Delta) \nu(du_{\ell})
\]
\[
= 1 - \int_{\Delta} p_\nu(u_{\ell}, \Delta) \nu(du_{\ell}) - \int_{\Delta^c} p_\nu(u_{\ell}, \Delta) \nu(du_{\ell}).
\]
\[
\leq 1 - \int_{\Delta} p_\nu(u_{\ell}, \Delta) \nu(du_{\ell}) - c_\ell \mathbb{P}_\nu(u_{\ell,\ell} \neq u_{\ell,\ell-1}) \quad \text{(from Assumption 6.5.1)}
\]
\[
= \int_{\Delta} p_\nu(u_{\ell}, \Delta^c) \nu(du_{\ell}) - c_\ell \mathbb{P}_\nu(u_{\ell,\ell} \neq u_{\ell,\ell-1}).
\]
It then follows from Lemmata 6.5.3 and 6.5.4 that
\[
\mathbb{P}_\nu(u_{\ell,\ell} \neq u_{\ell,\ell-1}) \leq C h \nu - \alpha \lambda \nu \leq C h \nu - \alpha \lambda \nu,
\]
where $0 < c := \inf_{\ell \in \mathbb{N}} \{c_\ell\}$, by Assumption 6.5.1. \hfill \Box

**Lemma 6.5.6:** Suppose Assumptions 5.4.1, 5.3.1 and 6.5.1 hold. Then, for any $\ell \geq 1$, there exists a positive constant $C_v$ such that
\[
\mathbb{V}_\nu[Y_\ell] \leq C_v \nu - \beta \nu,
\]
where $\beta = \min \{2\alpha q, \alpha (1 - 2/m)\}$, and $\alpha, \alpha q, m$ as in Assumption 5.4.1.

Proof. Having shown Lemma 6.5.5, the proof of this Lemma becomes the same as that of Lemma 5.4.7. \hfill \Box
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The last chapter of this thesis is divided into two parts. In the first one, we summarize and draw some conclusions from the material presented in Chapters 4 through 6. In the second part we identify and discuss several possible research directions extending the work presented in previous chapters.

7.1 Summary and conclusions

In this thesis, we have developed, analyzed and implemented different novel hierarchical MCMC techniques with the aim of alleviating some of the computational challenges arising in modern, large scale Bayesian inverse problems.

The first hierarchical method we presented was the Generalized Parallel Tempering method, an extension of the well-known parallel tempering algorithm [52], used primarily to sample from probability distributions that are multi-modal or that concentrate around a lower-dimensional, non-linear manifold. Inspired by the infinite swapping methodology of Doll et. al., [47] (who propose an algorithm aimed at improving the efficiency of continuous-time Markov chains arising in the field of molecular dynamics), we introduced two tempering techniques based on state-dependent kernel swaps. We provided a thorough convergence analysis of these methods; indeed, we were able to show that under some technical conditions on the marginal Markov transition kernels and marginal (in the context of tempering) probability measures, both of our proposed methods are reversible and convergent with respect to their own invariant measure. Furthermore, we implemented and successfully applied these methodologies to sample from several multi-modal probability distributions arising in the context of BIP. In addition, we presented an extensive discussion on the implementation and potential shortcomings of these methods. We were able to see that, at the experimental level, our proposed methodologies clearly outperform (in terms of total computational cost VS. variance of a given estimator) several competing algorithms. An additional advantage of our proposed algorithms is that they can be seen, to some extent, as “self-tuning”, since the choice of swaps between chains (in UGPT) or kernels (in WGPT), is done automatically, eliminating the need of fixing this swapping schedule apriori, as it has been typically done in the parallel-tempering literature. Lastly, we also implemented these methods for the solution of a high-dimensional BIP based on a hyperbolic (i.e., acoustic wave) PDE. To the best of the author’s knowledge, tempering techniques have seldom been applied to tackle such high-dimensional problems, and even more so to those arising from wave phenomena, for which the literature on BIP is rather scarce.
We remark that the framework considered in Chapter 4 can be combined with other, more advanced MCMC algorithms, such as, e.g., the Metropolis-adjusted Langevin algorithm (MALA) (c.f. Section 3.4.1), or the Delayed Rejection Adaptive Metropolis (DRAM) [63]. Furthermore, in principle, such a method can also be combined with geometry-informed, dimension-independent samplers such as the ones presented in [12, 36].

The second hierarchical method we presented in this work was a class of multi-level MCMC algorithms based on independent Metropolis-Hastings proposals. We presented several contributions to the emerging sub-field of ML-MCMC.

From a methodological perspective, we extended the seminal work of [45], by devising a ML-MCMC method based on a class of independent Metropolis Hastings proposals fulfilling certain technical conditions. This is an important contribution in the sense that, previous ML-MCMC algorithms based solely on sub-sampling the posterior distribution at the previous accuracy level, could lead to biased results for a certain class of problems. In addition, we presented a continuation-type ML-MCMC algorithm in the spirit of [31, 132], in the hope of making the ML-MCMC procedure both efficient and robust.

From a theoretical perspective we investigated the existence and uniqueness of a joint invariant measure for this class of techniques, and presented conditions on the level dependent posteriors and proposal kernels under which such a joint invariant measure exists. Furthermore, we were able to show that the joint ML-MCMC algorithm has a uniformly ergodic convergence to such a probability measure, a generally desirable attribute for MCMC samplers. In addition, we extended the complexity results of [45] to our setting; indeed, their result was formulated specifically for their choice of proposal. Lastly, we implemented our proposed methodology on an array of BIP, of both low and high dimensionality, where we validated some of our theoretical results. Once again, we can see that there is a clear computational and methodological advantage to the methods we advocate in this work.

In the last part of this thesis we presented a novel ML-MCMC based on maximally coupled proposals. This setting can be thought of as a generalization of our previous methodology, in the sense that it allows for both state-dependent and state-independent proposals; indeed, the way coupled chains are being generated in Chapter 5 (and in [45]) can be thought of as a (rather trivial) maximal coupling of an independent proposal kernel $Q_\ell(\cdot)$ with itself. Being able to construct ML-MCMC algorithms with state-dependent proposals is of great interest from a methodological perspective, as it can overcome some of the drawbacks associated to previous ML-MCMC methodologies. We presented guidelines on how to construct this ML-MCMC sampler using maximal coupling techniques, and, although the focus of this chapter was more on the methodological aspect, we showed that under certain technical conditions there exists a unique invariant joint measure for this type of ML-MCMC algorithms, similarly to the case of the ML-MCMC based on independent proposals. Although at the time of the writing of this thesis, we were unable to analytically verify that the complexity results of [45] could be extended to this method (under reasonable assumptions), numerical simulations suggest that our method presents a clear computational advantage with respect to its single-level counterpart.
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As evidenced by the previous subsection, the proposed methods on this thesis show a lot of promise for their application to large-scale BIP. However, there is, of course, plenty of room for future work both on the theoretical and practical side. The theoretical analysis on the presented methodologies could (and should) be refined.

Our convergence results for the GPT show that the rate of convergence is no worse than that of the slowest-converging chain, however, experimental results suggest that there is a much more dramatic improvement in the convergence of the algorithm.

Concerning the ML-MCMC algorithms, although it is clear that the invariant joint measure induced by the ML-MCMC algorithms depends heavily on the choice of proposal mechanism (contrary to the single-level MCMC case), a more precise description of this dependency is not available at the time of the writing of this work. Further developing and understanding the theoretical aspects behind such methodology would be an interesting continuation of this work.

Additionally, from a methodological perspective, a natural question that arises in the use of ML-MCMC methods is their extension to multi-fidelity techniques, where, instead of constructing the hierarchy of forward mapping operators \( \{ F_\ell \}_{\ell=0}^L \) based on several levels of discretization accuracy \( \ell \), one constructs it using a hierarchy of so-called “fidelity models” of \( F \); which could be, e.g., models using increasingly refined physics, Gaussian processes, or low-rank approximations of \( F \).

Using multi-fidelity models in the context of statistical inference has been discussed in, e.g., [128, Section 4]. Similarly, one could try to devise a multi-index Markov chain Monte Carlo method based on the ideas presented in [66, 78] and the work presented in this thesis.

From an application perspective, it would be desirable to see the methods discussed in this work applied to other large-scale and potentially more realistic simulations.

In addition to the perspectives discussed in the previous paragraphs, we identify and discuss in slightly more detail the following research directions.

7.2.1 Normalizing flows and ML-MCMC

A drawback associated to our ML-MCMC approach based on IMH is that, in general, it is not easy to find suitable (IMH) proposals. This is particularly true whenever the underlying posterior is high-dimensional and not well-approximated by a Gaussian probability measure. One possible way of alleviating this issue is to construct said proposals using normalizing flows (c.f. Section 2.3.2). In this context, one could visualize a novel ML-MCMC algorithm as follows. Suppose that, at a given level \( \ell \), we have already collected samples from \( \mu_\ell^y \), on all levels \( \ell = 0, 1, 2, \ldots, L \), which could have been achieved, e.g., by a previous iteration of C-ML-MCMC algorithm (c.f. Section 5.5). Given a state \( u_\ell^y \) we could generate a coupled sample \( u_{\ell}^{n+1} \) with \( u_{\ell,\ell-1}^{n+1} \sim \mu_{\ell-1}^y \) and \( u_{\ell,\ell}^{n+1} \sim \mu_\ell^y \), using the following procedure:

1. Sample \( u_{\ell,\ell-1}^{n+1} \sim \mu_{\ell-1}^y \), using, e.g., sub-sampling approach [45].
7 Finalizing remarks

2. Obtain \( u'_{\ell,\ell} = T_{\ell}(u_{\ell,\ell-1}) \), where for all \( \ell \geq 0 \), \( T_{\ell} \) is a normalizing flow in the sense of Section 2.3.2 (i.e., a class of bijections from \( X_{\ell} \) to \( X_{\ell} \) whose determinant is, in some sense, inexpensive to compute) that maps \( \mu_{\ell-1}^u \) into \( \mu_{\ell}^u \), built in such a way that \( T_{\ell} \) becomes easier to compute as \( \ell \to \infty \). As an ansatz one could take, e.g., \( T_{\ell} = I + \delta_{\ell} \), where \( I \) is the identity transformation and \( \delta_{\ell} \to 0 \) as \( \ell \to \infty \).

3. Set \( u_{\ell,\ell}^{n+1} = u'_{\ell,\ell} \) as the new state of the chain with marginal \( \mu_{\ell}^u \) with probability

\[
\alpha_{\ell}(u_{\ell,\ell}^n, u'_{\ell,\ell}) = \min \left\{ 1, \frac{\mu_{\ell}^u(u'_{\ell,\ell}) \rho_{\ell}(u_{\ell,\ell}^n)}{\mu_{\ell}^u(u_{\ell,\ell}^n) \rho_{\ell}(u'_{\ell,\ell})} \right\},
\]

where

\[
\rho_{\ell}(x) := \mu_{\ell-1}^u(T_{\ell-1}^{-1}(x)) | \det J_{T_{\ell-1}}(x)|,
\]

otherwise set \( u_{\ell,\ell}^{n+1} = u_{\ell,\ell}^n \).

We illustrate the potential use of these techniques in the following (borderline trivial) example. Suppose we are interested in sampling from the family of distributions

\[
\mu_{\ell}^u = \mathcal{N}(2^{-\ell+2}, 1),
\]

which approximate \( \mu^u = \mathcal{N}(0, 1) \) as \( \ell \to \infty \). For this particular case, one has that for any \( u, v \in X, T_{\ell}(u) = u - m_{\ell-1} + m_{\ell} \), where for any \( \ell \geq 0, m_{\ell} = 2^{-\ell+2} \). Similarly, \( T_{\ell}^{-1} \) is defined such that \( \det J_{T_{\ell}^{-1}}(u) \) is 1. We implement a ML-MCMC algorithm using this method, the sub-sampling ML-MCMC algorithm of [45], and the maximal coupling algorithm. For all algorithms we take \( L = 2 \) and \( N_{\ell} = 5000 \), \( \ell = 0, 1, 2, 3 \). Results are shown in Figures 7.1 and 7.2. As it can be seen in Figure 7.1 where we plot the histograms of the samples obtained with each method for different levels, the proposed approach is able to correctly sample from the right marginals. However, and perhaps more interestingly, is Figure 7.2, where we plot \( u_{\ell,\ell-1} \) vs \( u_{\ell,\ell} \) for different levels. As it can be seen, the correlation between the samples from the proposed method is stronger than those from the sub-sampling and the maximal-coupling methodologies. Although Figures 7.1 and 7.2 show some promising results, there are still some open questions regarding this approach. We identify the following:

1. There is a large overhead cost for training (deep) neural networks. In many cases such networks are trained using specialized clusters of graphical processing units (GPUs), which are currently more expensive than CPU clusters. As an example, the samples obtained from a normalizing flow depicted in Figure 7.3 were obtained by implementing RealNVP on a single 12GB NVIDIA Tesla K80 GPU (implemented via the Google Colab\textsuperscript{TM} platform) and required a little over two hours to train. Such transformation was trained using previously obtained posterior samples.
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2. Given that $T_\ell$ will usually have an extremely complex structure, it might be difficult to guarantee that the induced proposal $\rho = T_\ell \mu_{T_\ell - 1}$ satisfies the Assumptions necessary for its chain to be (uniformly) ergodic.

3. Currently, our theoretical results rely upon showing that $P_\nu(\mu_{\ell, \ell} \neq \mu_{\ell, \ell - 1}) \rightarrow 0$ as $\ell \rightarrow \infty$. This is not the case with this proposed methodology, as one would have that $P_\nu(\mu_{\ell, \ell} \neq \mu_{\ell, \ell - 1}) = 1$, however, with $\|u_{\ell, \ell} - u_{\ell, \ell - 1}\|_X < \epsilon_\ell$ for some $\epsilon_\ell \rightarrow 0$ as $\ell \rightarrow \infty$. This implies that the theoretical analysis is slightly more involved than the one presented in Chapter 5.

7.2.2 On the use and analysis of more efficient couplings

The maximal coupling ML-MCMC algorithms discussed so far have been constructed using a maximal coupling of the proposal kernels for each individual chain. We have also limited our case to only using diffusion-based proposals (c.f. Section 3.4), such as pCN, to create the coupled chains. These ideas can be extended based on the recent works [19, 70, 169]. More precisely, [19] introduces a coupling between chains using a mixture between Hamiltonian Monte Carlo and a spherical coupling, such as the one presented in Algorithm 11 (c.f. Section 3.4). Their results seem to suggest that such a mixture of methods is more robust with respect to the dimensionality of the target measure when compared to just using spherical couplings, in the sense that the average meeting time between two chains having the same invariant measure, started at two different points in space seems to increase with the dimension of the space at a significantly slower rate (if at all) than that of Algorithm 11 (see, e.g., [70, Section 5.2]). The work [169] presents a way of generating maximal couplings between Markov transition kernels; as opposed to just coupling the proposals, by modifying the algorithms presented in [76]. Intuitively, this would result in a “stronger” type of coupling (i.e., increasing the probability of the event $u_{\ell, \ell} = u_{\ell, \ell - 1}$), thus making this approach interesting to our ML-MCMC setting.

7.2.3 Towards a multi-level generalized parallel tempering

A natural extension to the work presented in this thesis is to combine both our proposed generalized parallel tempering and the discussed ML-MCMC methods; indeed, by introducing and exploiting hierarchies in both temperature and discretization, one could, in theory, propose a multi-level MCMC algorithm that is robust to multi-modality or measure concentration, i.e., a novel MCMC algorithm exploiting the attractive points of both approaches. This is not, however, a trivial extension of these works, as we shall discuss shortly after introducing some notation. For any $\ell = 0, 1, 2, \ldots L$, let $K = K(\ell)$ denote the (level-dependent) number of temperatures $T_1, \ldots, T_K$, (inducing $K(\ell)$ parallel chains), let $S_{K(\ell)}$ denote the subset of possible permutations at level $\ell$ of cardinality $|S_{K(\ell)}| \in \mathbb{N}$, and for any $j = 1, 2, \ldots, K$, write
Figure 7.1: Histograms of samples for different $\ell$; from top to bottom: $\ell = 0, 1, 2$. 
Figure 7.2: diagonal plots of samples \((u_{\ell,\ell-1}, u_{\ell,\ell})\) for different levels \(\ell\); from top to bottom: \(\ell = 0, 1, 2\).
Figure 7.3: (Left). Samples from $\mathcal{N}(0, I_{17 \times 17})$. (Middle) posteriors samples form a subsurface flow BIP. (Right) Samples obtained with a normalizing flow.
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\[\mu_{\ell,j}^y(du) = \exp(-\Phi_\ell(u,y)T_j^{-1})\mu_{pr}(du). \]

Furthermore, let \(u_\ell = (u_{\ell,1}, u_{\ell,2}, \ldots, u_{\ell,K})\) and for some \(\sigma \in S_K(\ell)\) let \(u_{\ell,\sigma} = (u_{\ell,\sigma(1)}, u_{\ell,\sigma(2)}, \ldots, u_{\ell,\sigma(K)})\). Lastly, define

\[
\begin{align*}
\mu_{\ell}^y &:= \mu_{\ell,1}^y \times \mu_{\ell,2}^y \times \cdots \times \mu_{\ell,K}^y, \\
\mu_{\ell,\sigma}^y &:= \mu_{\ell,\sigma(1)}^y \times \mu_{\ell,\sigma(2)}^y \times \cdots \times \mu_{\ell,\sigma(K)}^y, \\
\mu_{W,\ell}^y &:= \frac{1}{|S_K(\ell)|} \sum_{\sigma \in S_K(\ell)} \mu_{\ell,\sigma}^y.
\end{align*}
\]

Given an accuracy level \(L\) and a \(\mu_{\ell}^y\)-integrable quantity of interest \(QoI\), we are interested in computing \(E_{\mu_{\ell}^y}[QoI]\), which can be done via, e.g., the WGPT approach (c.f. Section 4.3.4) using an estimator of the form:

\[
E_{\mu_{\ell}^y}[QoI] = [QoI_{L}(u_{L})] = \mathbb{E}_{\mu_{\ell}^y}[QoI_{L}(u_{L,1})] = \frac{1}{|S_K(\ell)|} \sum_{\sigma \in S_K(\ell)} \mathbb{E}_{\mu_{W,\ell}^y}[QoI(u_{L,\sigma}) \frac{d\mu_{L}^y}{d\mu_{W,\ell}^y}(u_{L,\sigma})]
\]

where we set \(f_{L}(u_{L,\sigma}) = QoI(u_{L,\sigma(1)}) \frac{d\mu_{L}^y}{d\mu_{W,\ell}^y}(u_{L,\sigma})\). Under the convention that \(QoI_{-1} := 0\), this previous expectation can in turn be written in terms of the usual telescoping sum associated to multi-level techniques as:

\[
E_{\mu_{\ell}^y}[QoI_{L}] = \sum_{\ell=0}^{L-1} \frac{1}{|S_K(\ell)|} \left( \sum_{\sigma \in S_K(\ell)} \mathbb{E}_{\mu_{W,\ell-1}^y}[f_{\ell}(u_\ell,\sigma)] - \mathbb{E}_{\mu_{W,\ell}^y}[f_{\ell}(v_{\ell-1,\sigma})] \right), \tag{7.1}
\]

where \(u_\ell,\sigma \sim \mu_{W,\ell}^y\) and \(v_{\ell-1,\sigma} \sim \mu_{W,\ell-1}^y\). Given that samples from \(\mu_{W,\ell}^y\) are generated with a kernel of the form

\[
p(W,\ell)_{u_\ell,\cdot} := \sum_{\sigma \in S_K} w_{\ell,\sigma}(u_\ell) p_{\ell,\sigma}(u_\ell,\cdot),
\]

with

\[
w_{\ell,\sigma}(u_\ell) = \frac{d\mu_{\ell,\sigma}^y}{d\mu_{W,\ell}^y}(u_\ell),
\]

one then needs to devise a clever way of generating samples from this mixture of kernels, while at the same time keeping the terms \(f_{\ell}, f_{\ell-1}\) in the ergodic estimator of Equation (7.1) highly
correlated. Perhaps a simpler approach is to consider the UGPT algorithm to generate samples, in which case one would obtain the simpler expression

$$E_{\mu_L^y}[QoI_L] = \sum_{\ell=0}^{L} \left( E_{\mu_L^y}[QoI_\ell] - E_{\mu_{L-1}^y}[QoI_{\ell-1}] \right),$$

however, in this case one would still need to be careful when constructing the coupling between samplers, since these tempering methods tend to propose rather “large” jumps in the state space, which could rapidly become problematic if, e.g., the chain targeting $\mu_{L,1}^y$ makes a large jump and the chain targeting $\mu_{L-1,1}^y$ does not (which could happen, e.g., when the swapping kernel of the UGPT algorithm samples two permutations $\rho, \sigma$ of $u_\ell$ and $u_{\ell-1}$ respectively, with $\rho(1) \neq \sigma(1)$) as it would “inflate” the variance between chains.
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