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ABSTRACT

Mary daily activities presentnformationin theform of a streamof
text, and often peoplecanbenefitfrom additionalinformationon
thetopic discussedTV broadcashews canbetreatedasonesuch
streamof text; in this paperwe discusdinding news articleson the
webthatarerelevantto news currentlybeingbroadcast.

We evaluatedavariety of algorithmsfor this problem,looking at
theimpactof inversedocumenfrequeng, stemmingcompounds,
history, and querylength on the relevanceand coverageof news
articlesreturnedn realtime duringa broadcastWe alsoevaluated
several postprocessingechniquedor improving the precision,in-
cluding rerankingusing additionalterms, rerankingby document
similarity, andfiltering on documentimilarity. For the bestalgo-
rithm, 84%-91%of the articlesfound wererelevant, with at least
64% of the articlesbeingon the exact topic of the broadcast.In
addition,arelevantarticlewasfoundfor atleast70%of thetopics.

Categoriesand Subject Descriptors

H.3.3[Information System$: Information Searchand Retrieval;
H.3.5[Information System$. Online InformationServices

General Terms
Algorithms, experimentation

Keywords
Webinformationretrieval, query-freesearch

1. INTRODUCTION

Mary daily activities preseninformationusingawritten or spo-
ken streamof words: television, radio, telephonecalls, meetings,
face-to-ace corversationswith others. Often peoplecan benefit
from additional information aboutthe topics that are being dis-
cussed.Supplementindelevision broadcastss particularlyattrac-
tive becausef the passie natureof TV watching. Interactionis
severely constrainedusuallylimited to just changingthe channel;
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WWW2003May 20-24,2003,BudapestHungary
ACM 1-58113-680-3/03/0005.

Bay-Wei Chang
Google Inc.
2400 Bayshore Parkway
Mountain View, CA 94043
USA

bay@google.com

Sergey Brin
Google Inc.
2400 Bayshore Parkway
Mountain View, CA 94043
USA

sergey@google.com

thereis noway to morefinely directwhatkind of informationwill
bepresented.

Indeed,several companiehave exploredsuggestingveb pages
to viewersasthey watchTV. For example thelntercastsystemde-
velopedby Intel, allows entireHTML pagego be broadcasin un-
usedportionsof the TV signal.A userwatchingTV onacomputer
with a compatibleTV tunercardcanthenview thesepages.even
without an Internetconnection.NBC transmittedpagesvia Inter-
castduring their coverageof the 1996 SummerOlympics. The In-
teractive TV Links systemdevelopedby VITAC (a closedcaption-
ing compan) andWebTV (now a division of Microsoft), broad-
castsURLs in an alternatve datachannelinterleaved with closed
captiondata[17, 2]. Whena WebTV box detectsone of these
URLs, it displaysanicon onthescreenif theuserchooseso view
thepage theWebTV box fetchesit overthelnternet.

For both of thesesystemsthe producerof a program(or com-
mercial) choosesrelevant documentsby hand. In fact, the pro-
duceroften createsnew documentsspecificallyto be accessedy
TV viewers. To our knovledge,therehasbeenno previous work
on automaticallyselectingweb pageshata usermightwantto see
while watchinga TV program.

In this paperwe study the problemof finding news articleson
thewebrelevantto the ongoingstreamof TV broadcasihewns We
restrictour attentionto broadcashews sinceit is very popularand
information-orientedassupposedo entertainment-oriented).

Our approachis to extract queriesfrom the ongoingstreamof
closedcaptions,jssuethe queriesin realtime to a news searchen-
gine on the web, and postprocesshe top resultsto determinethe
news articlesthatwe shaw to the user We evaluateda variety of
algorithmsfor this problem,looking at theimpactof inversedoc-
umentfrequeng, stemmingcompoundshistory, andquerylength
ontherelevanceandcoverageof news articlesreturnedn realtime
duringabroadcastWe alsoevaluatedseveral postprocessintech-
niquesfor improving the precision,including rerankingusingad-
ditional terms,rerankingby documentsimilarity, andfiltering on
documentsimilarity. The bestalgorithm achieves a precisionof
91%ononedatasetand84%on a secondlatasetandfindsarele-
vantarticlefor atleast70% of thetopicsin the datasets.

In general,we find thatit is moreimportantto concentrateon
a good postprocessingtepthanon a good query generationstep.



The differencein precisionbetweenthe bestand the worst query
generatioralgorithmis atmost10 percentageoints,while ourbest
postprocessingtepimprovesprecisionby 20 percentag@ointsor
more. To reducetheimpactof postprocessingn the total number
of relevant articlesretrieved, we simply increasedhe numberof
queries.

To be precise,the bestalgorithm usesa combinationof tech-
nigues. Our evaluationindicatesthat the mostimportantfeatures
for its succesarea “history feature”andapostprocessingtepthat
filters out irrelevant articles. Mary of the other featuresthat we
addedo improvethequerygeneratiordonotseento have aclearly
beneficialimpacton precision. The “history feature” enableshe
algorithmto considerall termssincethe startof the currenttopic
whengeneratinga query It triesto detectwhena topic changes
andmaintainsa datastructurethatrepresentsll termsin the cur
renttopic, weightedby age. Thefiltering stepdiscardsarticlesthat
seemtoo dissimilarto eachotheror too dissimilarto the current
topic. We alsoexperimentedvith otherpostprocessintgechniques
but they hadonly a slightimpacton precision.

Our algorithmsarebasicallytrying to extract keywordsfrom a
streamof text sothatthe keywordsrepresenthe“current” pieceof
thetext. Usingexisting terminologythis canbe calledtime-based
keyword extraction Thereis alarge body of researcton topic de-
tectionandtext summarization.Recently time-basedsummariza-
tion hasalso beenstudied[1], but to the bestof our knowledge
thereis no prior work on time-basedeyword extraction.

The remainderof this paperis organizedasfollows: Section2
describeghe differentquerygeneratioralgorithmsandthe differ-
ent postprocessingteps. Section3 presentghe evaluation. Sec-
tion 4 discusseselatedwork. We concludein Section5.

2. OUR APPROACH

Our approachto finding articlesthat are relatedto a streamof
text is to createquerieshasedn thetext andto issuethequeriesto
asearchengine.Thenwe postprocesthe answergeturnedto find
themostrelevantones.In our casethetext consistsof closedcap-
tioning of TV news, andwe arelooking for relevantnews articles
ontheweh Thusweissuethe queriesto a news searctengine.

Wefirst describehealgorithmswe useto createqueriesandthen
thetechniquesve usefor postprocessintheanswers.

2.1 Query Generation

We areinterestedn shaving relevant articlesat a regular rate
during the news broadcastAs aresultthe querygeneratioralgo-
rithm needsto issuea query periodically i.e., every s seconds.It
cannotwait for the endof a topic. We choses = 15 for two rea-
sons:(1) Empirically we determinedhatshawving anarticle every
10-15 secondsallows the userto readthe title and scanthe first
paragraph.The actualuserinterfacemay allow the userto pause
and readthe currentarticle more thoroughly (2) A captiontext
of 15 secondscorrespondgo roughly three sentencesr roughly
50 words. This shouldbe enoughtext to generatea well-specified
query

Becausepostprocessingnay eliminate someof the candidate
articles,we returntwo articlesfor eachquery We alsotestedat
s = 7, thusallowing up to half of the candidatearticlesto be dis-
cardedwhile maintainingthe sameor bettercoverageass = 15.

Thequerygeneratioralgorithmis giventhetext sgmentT” since
thelastquerygeneration It alsokeepsinformationaboutthe pre-
vious streamof text. We considersevendifferentquerygeneration
algorithms,describedin the following sections. All but the last
querygeneratioralgorithmissue2-termqueries.A termis eithera
word or a 2-word compoundike New York. Two-termqueriesare

usedbecausexperimentson a testset(differentfrom the evalua-
tion setusedin this paper)shavedthatl-termqueriesaretoovague
andreturnmary irrelevantresults.On the otherhand,roughly half

of the time 3-term queriesaretoo specificand do not returnary

results(becauseave arerequiringall termsto appeaiin the search
results). The last query generatioralgorithm usesa combination
of 3- and2-termqueriesto explore whetherthe 2-termlimit hurts
performance.

As is commonin thelR literature[18] theinversedocumenfre-
quencyidf of atermis afunction of the frequeny f of theterm
in the collection and the number N of documentsn the collec-
tion. Specifically we usethefunctionlog(N/(f + 1)). Sincewe
do not have a large amountof closedcaptiondataavailable, we
usedGoogleswebcollectionto computetheidf of theterms.This
meansN wasover 2 billion, and f wasthefrequeng of atermin
this collection. Unfortunately thereis a differencein word usein
writtenwebpagesandspolenTV broadcastsAs aresultwe built a
smallsetof wordsthatarecommonin captionsbut rarein theweb
data. Examplesof suchwordsarereporterandanalyst All of the
algorithmsbelav ignorethetermson this stopword list.

2.1.1 ThebaselinealgorithmAl-BASE

Our baselinealgorithmis a simpletf - idf basedalgorithm. It
weightseachtermby ¢ f - idf , wheret f is thefrequeng of theterm
in thetext sggmentT'. This resultsin largerweightsfor termsthat
appeamorefrequentlyin 7', andlargerweightsfor moreunusual
terms.Thisis usefulsincedoinga searchwith the moredistinctive
termsof the news storyis morelikely to find articlesrelatedto the
story The baselinealgorithm returnsthe two termswith largest
weightasthequery

2.1.2 Thetf -idf? algorithmA2-IDF2

Thisis thesamealgorithmasthebaselinealgorithm,but atermis
weightedoy ¢ f -idf*>. Themotivationis thatrarewords,like named
entities,areparticularlyimportantfor issuingfocussedjueries.Thus,
theidf components moreimportantthant f.

2.1.3 ThesimplestemminglgorithmA3-STEM

In the previous two algorithmseachtermis assigneda weight.
Algorithm A3-STEM assignsnsteada weightto eachstem The
stemof a word is approximatedy taking the first 5 lettersof the
word. For example,congessand congessionalwould sharethe
samestem,congr. Theintentionis to aggr@atetheweightof terms
thatdescribethe sameentity. We usethis simple methodof deter
mining stemsinsteadof a more precisemethodbecauseur algo-
rithm mustbereal-time.

For eachstemwe storeall thetermsthatgeneratedhe stemand
their weight. Theweightof atermis ¢ - tf - idf?, wherec = 1 if
thetermwasanounandc = 0.5 otherwise.(Nounsaredetermined
usingthe publicly available Brill tagger[3].) We usethis weight-
ing schemesincenounsareoftenmoreusefulin querieshanother
partsof speech Theweightof a stemis the sumof the weightsof
its terms.

To issuea querythe algorithmdetermineghe two top-weighted
stemsand finds the top-weightedterm for eachof thesestems.
Thesetwo termsform thequery

2.1.4 Thestemmingalgorithm with compoundsal-
gorithmA4-COMP
Algorithm A4-COMP consistf algorithmA3-STEM extended
by two-word compoundsSpecifically we build stemsnotonly for
one-word terms, but also for two-word compounds. For this we
usea list of allowed compoundsompiledfrom Googles corpus



of web data. Stemsare computecby stemmingbothwordsin the
compoundi.e.,thestemfor thecompoundreteansadministation
is veteradmin Compoundsare consideredo be termsand are
weightedasbefore.Queriesareissuedasfor algorithmA3-STEM,
i.e.,it findsthe top-weightedermfor the two top-weightedstems.
Sinceatermcannow consistsof a two-word compounda query
cannow in factconsistof two, three,or four words.

2.1.5 ThehistoryalgorithmA5-HIST

Algorithm A5-HIST is algorithmA4-COMPwith a“history fea-
ture”. All previousalgorithmsgeneratedhe querytermssolelyon
the basisof the text sgmentT thatwasreadsincethe lastquery
generationAlgorithm A5-HIST usesermsfrom previoustext seg-
mentsto aidin generatinga queryfor the currenttext segment,the
notion being that the contet leadingup to the currenttext may
containtermsthatarestill valuablein generatinghe query

It doesthis by keepinga datastructure,called the stemvec-
tor, which representshe previously seentext, i.e., the history It
combineghis informationwith the informationproducedby algo-
rithm A4-COMP for the currenttext sggmentT andfindsthe top
weightedstems.

To be precise for eachstemthe stemvectorkeepsaweightand
a list of termsthat generatedhe stem, eachwith its individual
weight. The stemvector keepsthe stemsof all wordsthat were
seenbetweenthe lastresetandthe currenttext sggment. A reset
simply setsthe stemvectorto be the emptyvector;it occurswhen
thetopicin atext sggmentchangesubstantiallyfrom the previous
text sgment(seebelaw).

When algorithm A5-HIST recevestext sgmentT it builds a
secondstemvectorfor it usingalgorithmA4-COMP Thenit checks
how similar T is to the text representedh the old stemvectorby
computinga similarity scoresim. To do this we keepa stemvec-
tor for eachof the last threetext segments. (Eachtext sggment
consistsf thetext betweerntwo querygenerationsi.e., it consists
of thetext of thelasts seconds.)Ve addthesevectorsandcompute
thedot-productof this sumwith thevectorfor 7', only considering
the weightsof the termsandignoring the weightsof the stems.If
thesimilarity scoreis abore athresholda+, thenT is similar to the
earliertext. If the similarity scoreis above a» but belowv a1, then
T is somevhatsimilar to theearliertext. OtherwiseT” is dissimilar
from the earliertext.

If text sggmentT is similarto theearliertext, theold stemvector
is agedby multiplying every weightby 0.9 andthenthetwo vectors
areadded. To addthe two vectors,both vectorsare expandedto
have the samestemsby suitably addingstemsof weight 0. Also
the setof termsstoredfor eachstemis expandedo consistof the
samesetby addingtermsof weight0. Thenthe two vectorsare
addedby addingthe correspondingveightsof the stemsandof the
terms.

If text sgmentT is very dissimilarfrom the earliertext, then
theold stemvectoris resetandis replacedy the nev stemvector
To putit anotheway, whenthe currenttext is very differentthan
the previoustext, it meanghatthe topic haschangedso previous
history shouldbe discardedn decidingwhatqueryto issue.

If text sggmentT is somavhat similar to the earliertext, then
the stemvectoris not reset,but the weightsin the old stemvector
are decreasedy multiplying themwith a weight that decreases
with the similarity scoresim. Afterwardsthe old stemvectorand
the new stemvectorareadded. So even thoughthe topic hasnot
completelychangedprevioustermsaregiven lessweightto allow
for topic drift.

We useda testdataset(differentfrom the evaluationdatasets)
to choosevaluesfor a; andas in the sim calculation.In our im-

plementationg; = 0.001 andas = 0.0003. WhenT is somavhat
similar, we usethe weight multiplier ¢ = 0.927'°00¢i™ which
waschosensothata < 0.9, i.e., the weightsare more decreased
thanin thecasethatT is similarto the earlytext.

In the resultingstemvectorthe top two termsarefoundin the
sameway asin algorithmA4-COMP.

2.1.6 Thequeryshorteningalgorithm A6-3W

To verify our choiceof querylength2 we experimentedwith a
query shorteningalgorithm, which issuesa multiple term query
and shortensthe query until resultsare returnedfrom the news
searchengine.Earlierexperimentsshavedthatreducingthe query
to oneterm hurt precision. Thereforewe kept two termsasthe
minimumquerylength. ThequeryshorteningalgorithmA6-3W is
identicalto A5-HIST, but baginswith three-ternqueriesreissuing
the querywith thetwo top-weightedermsif therearenoresults.

2.1.7 AlgorithmA7-IDF

Algorithm A7-IDF is identicalto algorithmA5-HIST with df>
replacedy idf .

(NotethateachincreasingalgorithmA1-A6 addsoneadditional
featureto theprevious. A7-IDF doesnotfit this pattern;we created
it in orderto testthe specificcontritution of idf? to A5-HIST’s
performance.)

2.2 Postprocessing

After generatingthe searchquerieswe issuethemto a news
searchengineand retrieve the top at most 15 results. Note that
eachresultcontainsexactly onenews article. Becausave wantto
retrieve articlesthatareaboutthe currentnews item, we restricted
the searchto articlespublishedon the day of the broadcasbr the
daybefore.

We appliedseveralwaysof improving uponthesesearchresults,
describedn the sectionsbelow, andthenselectedhe top two re-
sultsto shav to the userasnews articlesrelatedto the broadcast
news story.

Sinceseveralquerieswill beissuedonthe sametopic, they may
yield similarresultsetsandmary identicalor nearidenticalarticles
may endup beingshavn to theuser In fact,in the datasetsused
for the evaluation(see 3.1), queriedatboths = 7 ands = 15, an
averageof 40%of articlesreturnedwvould be nearduplicatesSuch
alargenumberof duplicateswvould leadto a pooruserexperience,
sowe employed a nearduplicatebacloff strateyy acrossall theal-
gorithms. If anarticle is deemeda nearduplicateof onethat has
alreadybeenpresentedthe next article in the rankingis selected.
If all articlesin theresultsetareexhaustedn this mannerthefirst
article in theresultsetis returned(even thoughit was deemeda
nearduplicate). This reduceghe numberof repeatedighly simi-
lar articlesto anaverageof 14%in the evaluationdatasets.

To detectduplicatesvithout spendingime fetchingeacharticle,
we lookedatthetitlesandsummarie®f thearticlesreturnecby the
searchengine.We comparedhesetitles andsummariego a cache
of article titles and summarieghat have alreadybeendisplayed
during the broadcastA similarity metric of morethan20% word
overlapin thetitle, or morethan30%word overlapin thesummary
wassuccessfuin identifying exact matchegqe.g.,the sameatrticle
returnedin theresultsfor a differentquery)andslight variantsof
the samearticle,asis commonfor news wiresto issueasthe story
developsovertime.

Thepostprocessingtepsve usedwereboosting similarity rerank-
ing, andfiltering.



2.2.1 Boosting

Thenews searctenginegetsatwo-termqueryanddoesnotknow
arything elseaboutthe streamof text. The ideabehindboosting
is to useadditionalhigh-weightedtermsto selectfrom the search
resultsthe mostrelevantarticles. To implementthis ideathe query
generatioralgorithmreturnsalongwith the queryassociate¢hoost
termsandboostvalues The boosttermsare simply the top five
termsfoundin the sameway asthe queryterms. The boostvalues
aretheIDF valuesof theseterms.

Theboostingalgorithmthenreranksheresultsreturnedrom the
searchby computingaweightfor eachresultusingtheboostterms.
For a boostterm which hasIDF idf andoccurstf timesin the
text summaryreturnedwith the result, the weightis incremented
by the valueidf - 4tf/(tf + 3), whichis atf - idf-like formula
thatlimits theinfluenceof thet f partto 4. For boosttermsin the
title, the weightis increasedy twice thatvalue. Finally, to favor
morerecentarticles,theweightis dividedby d + 1, whered is the
numberof dayssincethe article was published. Sincewe restrict
articlesto the currentdateandthe daybefore theweightis divided
by eitherl or 2. Theresultsarethenreorderedaccordingto their
weight; non-boostedesultsor tiesarekeptin their original order

2.2.2 Similarity reranking

A secondway of rerankingis to computefor eachof theresults
returnedby the searchengineits similarity to the text sgmentT’
andto rerankthe searchresultsaccordingto the similarity score.
To implementthis ideawe built atf - idf-weightedterm vector
for boththetext sgmentT andthetext of thearticleandcompute
thenormalizedcosinesimilarity score.(Thefirst 500characteref
the article areused.) This filtering steprequiresfirst fetchingthe
articles,which canbetime-expensve.

2.2.3 Filtering

The ideabehindfiltering is to discardarticlesthatarevery dis-
similar to the caption. Additionally, whenthe issuedqueryis too
vague thenthetoptwo searchresultsoftenareverydissimilar (In-
deed all theresultsreturnedby vaguequeriesareoftenvery differ-
entfrom oneanothel) Sowhene&er we find two candidatearticles
andthey are dissimilar we suspecta vaguequery and irrelevant
results. Sowe discardeachof the articlesunlessit is itself highly
similar to the caption.

We againusedthet f - idf -weightedtermvectorfor thetext sey-
mentT" andthe text of the article and computedthe normalized
cosinesimilarity scoreasin the similarity reranking.abore. When-
ever the pageT similarity scoreis below a thresholdb the article
is discardedRuleF1). If therearetwo searchresultswe compute
their similarity scoreanddiscardthe articlesif the scoreis belov a
thresholdp (RuleF2)- but allowing eacharticleto beretainedf its
pageT’ similarity scoreis above athresholdg (RuleF3).

We analyzeda testdataset (differentfrom the evaluationdata
sets)to determineappropriatehresholds.In our implementation,
b=0.1,9g =0.3,andp = 0.35.

3. EVALUATION

To evaluatedifferentalgorithmson the samedatasetthe evalu-
atorsworked off-line. They weresuppliedwith two browserwin-
dows. Onebrowserwindow containedhe article to be evaluated.
The article was annotatedvith an input box so that the scorefor
the article could simply be input into the box. The otherbrowser
window containedhe partof the closedcaptiontext for which the
articlewasgeneratedThe evaluatorswereinstructedasfollows:

You will bereadinga transcriptof a television news broadcast.
Whatyou will be evaluatingwill be the relevanceof articles that

we provide periodically during the broadcast.For ead displayed
article considerwhetherthe article is relevant to at leastone of
thetopicsbeingdiscussedn the newscastfor this article. Usethe
following scoring systento decidewhena article is relevantto a
topic:

e 0 - if thearticle is notonthetopic

e 1-if thearticle is aboutthetopicin geneal, but nottheexact
story

e 2 - if thearticle is aboutthe exact news story that is being
discussed

For exampleif thenewsstoryis abouttheresultsof thepresidential
election,thena article abouta tax bill in congesswould scoe a
0; a article aboutthe candidates'standson the ervironmentwould
scoe a 1; a article aboutthe winner’s victory speeb would scoe
az2.

Don't worry if two articles seemvery similar, or if you've seen
the article previously Just scoe themnormally The “current
topic” of the newscastcan be any topic discussedsincethe last
article wasseen.Soif thearticle is relevantto any of thosetopics,
scoe it asrelevant. If the article is not relevant to thoserecent
topics,but is relevantto a previousseggmentof the transcript, it is
consideed notrelevant; giveit a 0.

We countanarticleas“relevant” (R) if it wasgivenascoreof 1
or 2 by thehumanevaluator We countit as“very relevant” (R+) if
it wasgivenascoreof 2.

To comparethe algorithmswe use precision i.e., the percent-
ageof relevantarticlesout of all returnedarticles. Recallis usu-
ally definedasthe percentagef returnedrelevant articlesout of
all relevant articlesthat exist. However, this is very hardto mea-
sureontheweb,sinceit is very difficult to determineall articleson
a giventopic. In addition, our algorithmsare not designedo re-
turn all relevantdocumentsbut insteada steadystreamof relevant
documents.Thus, we definethe relativerecall to be the percent-
ageof returnedrelevant articlesout of all relevant articlespooled
from all of thequerygenertion algorithmswith all postppbcessing
variants. We userelative recallinsteadof the numberof relevant
documentso enablecomparisorover differentdatasets.Addition-
ally, we measureopic coverage, which is the percentagef topics
(definedbelaw) thathave atleastonerelevantarticle.

To understandhe relationshipof the different algorithmswe
computetheir overlap,bothin termsof issuedqueriesandin terms
of articlesreturned.Sincefiltering is sucha powerful techniqueve
studyits effectivenessn moredetail.

3.1 Data sets

We evaluatedall theseapproachesisingthe following two data
sets:

(1) HN: three30-minutesession®f CNN HeadlineNews, each
takenfrom a differentday, and

(2) CNN: onehour of Wolf Blitzer Reportson CNN from one
dayand30 minsfrom anotheray

TheHeadlineNews sessiong“HN") consistoof mary, relatively
short,news stories. The Wolf Blitzer Reports(“CNN”") consistsof
fewer news storiesdiscussedor longerandin greaterdepth.

Bothdatasetscontainnewvsstoriesandmeta-tet. Meta-text con-
sistsof the text betweemews stories like “and now to you Tom”
or “thankyouvery muchfor thisreport”. For evaluatingthe perfor
manceof our algorithmswe manuallydecomposethenews stories
into topics ignoring all the meta-tet. (This manualsegmentation
is notaninputto the algorithms;it wasusedstrictly for evaluation
purposes.)Eachtopic consistsof at least3 sentencesn the same



Table 1: HN data set: Precisionp and relativerecall r.
Technique s Postprocessing

None Boost+

Filter
p [ r [ p | r ]

A1-BASE 7 1 58% | 37% || 86% | 31%
A2-IDF2 7 [ 58% | 37% || 87% | 31%
A3-STEM 7 | 64% | 32% || 88% | 29%
A4-COMP || 7 || 64% | 32% || 88% | 28%
AB-HIST 7 |[64% | 36% || 91% | 30%
AG6-THREE || 7 || 72% | 33% || 89% | 28%
A7-IDF 7 | 61% | 38% || 89% | 31%

A1-BASE 15| 63% | 20% || 91% | 17%
A2-IDF2 15 || 62% | 20% || 91% | 18%
A3-STEM 15 || 69% | 25% || 88% | 24%
A4-COMP || 15 || 70% | 26% || 90% | 25%
A5-HIST 15| 67% | 26% || 89% | 24%
A6-THREE || 15 || 75% | 24% || 91% | 22%
A7-IDF 15 || 59% | 26% || 91% | 24%

Table 2: CNN data set: Precisionp and relative recall r.
Technique s Postprocessing

None Boost+

Filter
p | r [ p | r ]

A1-BASE 43% | 27% || 77% | 21%
A2-IDF2 46% | 27% || 75% | 18%

7
7
A3-STEM 7 || 43% | 23% || 76% | 18%
A4-COMP 7 || 44% | 23% || 76% | 17%
7
7

A5-HIST 55% | 32% || 84% | 23%
A6-THREE 60% | 30% || 86% | 23%
A7-IDF 7 || 52% | 25% || 82% | 23%

A1-BASE 15| 48% | 17% || 83% | 14%
A2-IDF2 15| 60% | 16% || 85% | 13%
A3-STEM 15 || 54% | 17% || 76% | 14%
A4-COMP || 15 || 59% | 18% || 82% | 15%
A5-HIST 15| 61% | 25% || 88% | 20%
A6-THREE || 15 || 71% | 23% || 83% | 21%
A7-IDF 15 || 56% | 25% || 82% | 21%

theme;we do not count1-2 sentencdong “teasers”for upcoming
storiesastopics. The shortestopic in our datasetsis 10 seconds
long, thelongestis 426 second$ong. Theaveragdengthof atopic
in theHN datasetis 51 secondsaandthemedianis 27 secondsThe
topics comprisea total of 4181 secondg70 mins) out of the 90
minslong caption.In the CNN datasetthe averagetopic lengthis
107 secondsandthe medianis 49 seconds.The topicscomprisea
total of 3854second¢64 mins).

3.2 Evaluation of the Query Generation Algo-
rithms

We first evaluatedall the baselinealgorithmswith two differ-
entwaysof postprocessingiamelyno postprocessingndpostpro-
cessingoy both boostingandfiltering. The CNN datasetconsists
of 3854 secondsandthusan algorithmthatissuesa query every
15 secondsssues257 queries. We returnthe top two articlesfor
eachquery so that a maximumof 514 relevant articlescould be
returnedfor this datasetwhens = 15. For the HN datasetthe

correspondingiumberis 557.

The pool of all relevant documentsound by ary of the algo-
rithmsfor theHN datasetis 846, andfor the CNN datasetis 816.
Thusthe relative recall for eachalgorithmis calculatedoy divid-
ing the numberof relevant documentst found by thesenumbers.
Notethatfor s = 15 no algorithmcanreturnmorethan557 (for
HN) or 514 (for CNN) relevantarticles,soin thosecaseghe max-
imum possiblerelative recall would be 557/846 = 66% (HN) or
514/816 = 63% (CNN).

Thepooledrelative recallnumbersareappropriatéor comparing
performanceamongthe differentalgorithms,but not usefulasan
absolutemeasureof an algorithm’ recall performancesinceno
algorithmwould be ableto achieze 100% relative recall. This is
becausavhena queryis issuedat a text sggment,an algorithmis
limited to returninga maximumof two articles. However, pooling
usuallyidentifiesmorethantwo articlesasrelevantfor a giventext
segment.

Tablel presentsheprecisionandrelative recallfor all thediffer-
entquerygeneratioralgorithmsfor theHN dataset. Table2 shavs
the correspondingnumberdfor the CNN dataset. It leadsto afew
obsenrations:

o All algorithmsperformstatisticallysignificantly' betterwith
ap-valueof < 0.003 whenpostprocessedith boostingand
filtering thanwithout postprocessingDependingon the al-
gorithm the postprocessingeemsto increasethe precision
by 20-35percentag@oints.

e Forbothdatasetsthehighestprecisionnumbersareachieed
with postprocessingnds = 15. However, the largestrela-
tive recall is achiezed without postprocessingnds = 7.
Thisis no surprise:Filtering reducesiot only the numberof
non-rel&antarticlesthatarereturnedbut alsothe numberof
relevantones. The impactof postprocessingn the number
of relevant articlesthat are returnedvariesgreatly between
algorithms. The maximumchanges 71 articles(A1-BASE
with s = 7 on HN), andthe minimum changes 10 articles
(A3-STEMwith s = 7 on HN). Also, reducings increases
the numberof queriesissuedandthusoneexpectsthe num-
berof returnedarticlesto increaseboththerelevantonesas
well asthe non-rel&ant ones. Thusrelative recallincreases
aswell.

e Precisiononthe CNN datasetis lower thanprecisionon the
HN dataset. This is somavhat surprisingaslongertopics
might be expectedto leadto higherprecision. Thereasons
thatsincewe issuemorequerieson the sametopic, we reach
furtherdown in theresultsetsto avoid duplicatesandendup
returninglessappropriatearticles.

e Algorithm A5-HIST with s = 7 andwith postprocessing
performswell in both precisionandrelative recall. For the
HN dataset,it achievesa precisionof 91%with 257relevant
articlesreturnedfor the CNN datasetit achiezesaprecision
of 84% with 190 relevant articlesreturned. This meansit
returnsarelevantarticle every 16 secondsaindevery 20 sec-
onds,respectrely, ontheaverage.The performancef algo-
rithm A6-3W is very similarto algorithmA5-HIST. Noneof
the otheralgorithmsachiezes precisionof at least90% and
relative recall of atleast30%. For example,algorithmsA1-
BASE and A2-IDF2 with s = 15 have precision91% on

1To determinestatisticakignificanceve usedtherank-suntestand
thet-test.If ap-valueis given, it is thep-valueof therank-suntest,
asit is moreconserative. If nop-valueis given,the p-valueof the
rank-suntestis lessthan0.05.




Table 3: HN data set: Precisionand relative recallin parenthe-

sis.
Tech- s Postprocessing
nigue None | Boost| Fil- Boost | Sim. Sim.
ter + Re- | Rerank
Filter | rank | +Filter
A2- 7 | 58% | 58% | 88% | 87% | 60% 84%
IDF2 (37%) | (37%) | (32%) | (31%) | (38%) | (34%)
A4- 7 | 64% | 66% | 86% | 88% | 68% 86%
COMP (32%) | (33%) | (27%) | (28%) | (34%) | (32%)
A5- 7 ] 64% | 64% | 91% | 91% | 64% 88%
HIST (36%) | (36%) | (29%) | (30%) | (36%) | (31%)
A2- 15| 62% | 64% | 89% | 91% | 66% 92%
IDF2 (20%) | (20%) | (17%) | (18%) | (21%) | (20%)
A4- 15| 70% | 72% | 93% | 90% | 74% 91%
COMP (26%) | (27%) | (23%) | (25%) | (27%) | (25%)
A5- 15| 67% | 69% | 92% | 89% | 71% 92%
HIST (26%) | (26%) | (22%) | (24%) | (26%) | (25%)

e CompoundsAlgorithm A4-COMPconsistof algorithmA3-
STEM with 2-word compoundingadded;.e., we only eval-
uatedcompoundindor algorithmsthatusestemming.Their
performancas very similar. The precisionof A4-COMP is
larger than the precisionof A3-STEM for s = 15 on the
CNN datasetbut it is not statisticallysignificant. However,
for s = 15 andno postprocessingA4-COMP gives a sta-
tistically significantimprovement(p-value< 0.02) over Al1-
BASE ontheCNN dataset. Overall,addingcompoundsloes
not seento significantlyimprove precision.

e History: Adding a “history feature”to algorithmA4-COMP
givesalgorithmA5-HIST. Thehistorygivesasmallimprove-
mentin precisionfor s = 7 on the HN dataset, while it
seemdto slightly hurt for s = 15. Onthe CNN dataset,
A5-HIST clearly outperformsA4-COMR bothin precision
andin relative recall; thedifferences statisticallysignificant
with p-value< 0.004 for s = 7 andno postprocessing.

the HN datasetbut they returnroughly 100 articlesfewer
that A5-HIST with s = 7, which correspondso a drop of
relative recall by 13 percentageoints (A1-BASE) and 12
percentag@oints(A2-IDF2).

Without postprocessinghe differencein precisionbetween
A5-HIST and algorithmsA1-BASE, A2-IDF2, A3-STEM,
and A4-COMP is statistically significanton the CNN data
setfor s = 7. For s = 15 thedifferencebetweenA5-HIST
andA1-BASE is significantwith a p-valueof < 0.004.

e Without postprocessinghe precisionof the baselinealgo-
rithm A1-BASE is statisticallysignificantlyworsethanmost
of the other algorithmson the CNN dataset. Also algo-
rithm A6-3W is statisticallysignificantlybetterthanmostof

the otheralgorithms. However, thesedifferencesdisappear

or are no longer statistically significantwhen filtering and
boostingis applied.

We alsodiscusghe contribution of differenttechniques.

e idf versusidf®: The baselinealgorithm A1-BASE andal-
gorithm A2-IDF2 differ only in the useof idf? versusidf.
For s = 15 andno postprocessingA2-IDF2 givesa statis-
tically significantimprovementover A1-BASE onthe CNN
dataset.In all the othercasegheir performances very sim-
ilar.

Algorithms A5-HIST andA7-IDF alsodiffer only in theuse
of 4df? versusidf. Without postprocessing\5-HIST out-
performsA7-IDF in precisionon both datasets. The differ-
encesarestatisticallysignificantfor s = 7 onthe CNN data

setandfor s = 15 onthe HN dataset. With postprocessing

their performances eithervery similar or the differenceis
not statisticallysignificant. Altogether idf? seemsto work
slightly betterthanidf.

e StemmingAdding stemmingo algorithmA2-IDF2 givesal-
gorithm A3-STEM. On the HN datasetstemminggivesan

impravementwithout postprocessindput with postprocess-

ing ands = 15 stemminggivesslightly worseperformance.
On the CNN datasetstemminghurts precision. Stemming
is often usedto improve recall. It doesincreaserelative re-

call over A3-STEMfor s = 15, but it hasno positive impact

on relative recall for s = 7. Overall, our experimentsare

inconclusve with regardto the benefitsof stemming.

Thisis notsurprising.For longertopics(asthe CNN dataset
has)it becomewaluableto have a historyfeature especially
if queriesareissuedevery 7 secondsEachtext sggmentmay
not on its own containhighly relevanttext thatcanbe used
asa queryin finding similar stories. Shortertext sggments
suffer even more from this problem. The history rectifies
this by effectively extendingthelengthof thetext sgmentin
atime-agedmanner

For example,for one of the datasetsthreeshootingswere
in the news: onein Arizona, one in Oklahoma,and one
in Jordan. The algorithmswithout history sometimesre-

turned non-rel@ant articles about shootingsdifferent than

theonebeingdiscussedn the broadcasbecausé¢he current
text sggmentdid not mentionthe location. Algorithm A5-

HIST never madethis mistale. Altogether we recommend
addinga historyfeatureto a querygeneratioralgorithm.

e Query shortening: Algorithm A6-3W first issuesa three-
word query and “backs off” to a two-word queryif no re-
sultswerefound. This happengor about60% of thequeries.
Without postprocessingdts precisionis statistically signifi-
cantly betterthanall of the otheralgorithmswith s = 15
on the CNN datasetand for mostof the other algorithms
for s = 7 andalsofor the HN dataset. With boostingand
filtering A6-3W is very similar to algorithm A5-HIST. Rel-
ative recall decreaseslightly whencomparedo A5-HIST.
Thereasonis thatthree-vord queriesmight returnonly one
resultwheretwo-word query would return at leasttwo re-
sults. Thus,trying out three-vord queriesis helpful without
postprocessindyut with postprocessinig doesnotleadto an
improvement.

Table9 andTable 10 in the appendixgive the percentagef ar
ticles exactly on topic (R+: given a scoreof 2 by the evaluator)
togethemwith the actualnumberof sucharticlesfound by eachal-
gorithm. They confirmthe aborve obsenations.

In conclusion postprocessingndthe “history feature”give the
largestimprovementin searchprecision,namely20-35percentage
pointsfor postprocessingndabout5 percentag@ointsfor history
Postprocessingeduceselative recallby about6 percentageoints,
while the historyfeaturehasnegligible effect on relative recall. A
querygeneratioralgorithmshouldhave both,away to includethe
history and a postprocessingtepthat filters out irrelevant docu-
ments.Noneof the otherfeaturesseenclearlybeneficial.



Table4: HN data setwith s = 7: Percentageof queriesthat are
identical when sorted lexicographically.

Al- A2- A3- A4- A5- | A6- | A7-
BASE | IDF2 | STEM | COMP | HIST | 3W | IDF
Al- 94% | 27% 25% | 10% | 6% | 10%
BASE
A2- 94% 30% 27% | 12% | 7% | 10%
IDF2
A3- 27% | 30% 87% | 31% | 19% | 28%
STEM
A4- 25% | 27% | 87% 38% | 19% | 34%
COMP
A5- 10% | 12% | 31% 38% 40% | 63%
HIST
A6- 6% 7% 19% 19% | 40% 30%
3W
AT7- 10% | 10% | 28% 34% | 63% | 30%
IDF

Table 5: HN data setwith s = 7: Percentageof URLs of al-
gorithm A that are also returned by algorithm B, where the
choiceof A determinesthe row and the choiceof B determines
the column. Sincediffer ent algorithms return a differ ent num-
ber of URLSs the table is not symmetric.

Al- A2- A3- A4- A5- | A6- | A7-
BASE | IDF2 | STEM | COMP | HIST | 3W | IDF
Al- 93% | 36% 33% | 15% | 11% | 13%
BASE
A2- 96% 37% 36% | 17% | 13% | 15%
IDF2
A3- 41% | 41% 83% | 36% | 23% | 21%
STEM
A4- 36% | 38% | 80% 42% | 24% | 28%
COMP
A5- 16% | 18% | 35% 42% 39% | 40%
HIST
A6- 13% | 15% | 23% 26% | 43% 38%
3W
AT7- 15% | 17% | 22% 30% | 43% | 38%
IDF

3.3 Postprocessing

As we saw in theprevious sectionpostprocessingsingboosting
andfiltering givesabig improvementin precisionwithoutdecreas-
ing relative recallmuch. The obvious questionis whatcontrituted
mostto theimpravement,boostingor filtering. A secondquestion
is whetherpostprocessindy similarity rerankingperformsbetter
thanpostprocessingy boosting.

Sincethe improvementwas unanimousamongalgorithmsand
datasets,we evaluatedonly the HN datasetfor 3 algorithms. Ta-
ble 3 shawvs thedetails.In all six casegheimpravementis clearly
achieved by thefiltering step,the boostingsteponly giving a small
improvement. All of the differenceshetweenboostingaloneand
filtering andboostingare statistically significant. Also, all of the
differenceshetweerboostingaloneandfiltering aloneare statisti-
cally significant. In somecasediltering alonegives even higher
precisionthanfiltering andboostingtogether

Similarity rerankingseemso give a slightly highergainin pre-
cisionthanboosting.However, combinedwith filtering it doesnot
performbetterthanboostingandfiltering combined. None of the

differenceshetweerboostingaloneandsimilarity rerankingalone
andbetweenboostingwith filtering and similarity rerankingwith
filtering arestatisticallysignificant.

Note, however, that similarity rerankingand filtering together
alwayshasbetterrelative recallthanboostingandfiltering, which
in turn hasbetterrelative recallthanfiltering alone.

The resultswhen analyzingthe articleswith scoreR+ andthe
datafor the CNN datasets(bothomittedin this paper)confirmthe
above findings.

To summarize filtering gives a large precisionimprovement:
about20-30percentageointswith adecreasef 6 percentageoints
in relativerecall. Filteringandsimilarity rerankingtogetheachieve
the sameprecisionbut returnroughly 10% more relevant articles
thanfiltering alone.

3.4 Query Overlap and URL Overlap

Givenapostprocessingteptheperformancef thedifferentquery
selectionalgorithmsis very similar. An obvious questionto askis
whetherthe reasonfor this similarity is that the algorithmsissue
very similar queries.To answetthis questionwe computethe sim-
ilarity betweenthe queriesissuedby the differentquery selection
algorithms,i.e.,we comparetheith queryissuedby onealgorithm
with the ith queryissuedby anotheralgorithm. Table4 givesthe
percentagef queriesthat have identicalterms(thoughnot neces-
sarily ordereddentically)for s = 7 andtheHN dataset.Notethat
we arelooking at all generatedjueries,.e., the queriesbefore the
postprocessingtep.

The table shavs that nearly all queriesareidenticalfor related
algorithmslike A1-BASE andA2-IDF2. However, for algorithms
A1-BASE andA5-HIST for example,only 10% of the queriesare
identical. Table 12 give the correspondinglatafor s = 15. It can
befoundin theappendix.

Evenif thequeriesarequitedifferent,therecouldstill bealarge
overlapin the URLsreturnedat a given pointin the streamof text.
However, thatis alsonotthe caseasTable5 shavs for theHN data
setands = 7. Theresultsfor s = 15 aresimilar. Thusit mightbe
possibleto improve precisionby combiningthe algorithmsin the
right way.

To summarizethe overlapbothin queriesandin articlesis high
betweenA1-BASE and A2-IDF2 andis high betweenA3-STEM
andA4-COMP but is low otherwise.Thus, even thoughthe algo-
rithmshave similar performancavhenusedwith postprocessingt
is in generalnot dueto the samequeriesbeingissuedor the same
URLs beingreturned.

3.5 Topic Coverage

Another questionto askis how mary of the topicsreceve at
leastonerelevantarticle. In the HN datasettherewerea total of
82topics.In Table6 we shav thepercentagef topicswith atleast
onerelevantarticlefor the HN datasetandalsothe percentagef
topicswith at leastonearticle ratedR+ for the HN dataset. Not
surprisingly thesepercentagearestronglycorrelatedwith relative
recall. They arethe highestfor s = 7 with no postprocessingnd
thelowestfor s = 15 with postprocessingt is interestingto note
that the numbersare not muchlower for the percentagef topics
with scoreR+ thanfor scoreR. Said differently, if a topic hasa
relevantarticleit mostlikely alsohasatopic ratedR+.

Tablellin theappendigivesthecorrespondingercentagefor
the CNN dataset. The valuesarehigheraswe would expectsince
thetopicsarelonger However, thereis alsomorevariationin these
numbersasthereareonly 36 topicsin the CNN dataset.

We also analyzedlonger and shortertopics. Both are equally
well covered, i.e., the lengthis not the distinguishingfactor of



Table 6: HN data set: Percentageof topics with at leastone
relevant article and percentageof topicswith at leastonearticle
rated R+.

Technique | s ScoreR ScoreR+
None | Boost | None | Boost
Filter Filter
Al-BASE | 7 | 78% | 73% | 76% | 70%
A2-IDF2 7 | 79% | 76% | 76% | 72%
A3-STEM | 7 | 74% | 70% | 70% | 67%
A4-COMP | 7 | 76% | 72% | 70% | 68%
A5-HIST 7| 77% | 70% | 73% | 67%
A6-3W 7 | 73% | 70% | 70% | 68%

A7-IDF 7 | 73% | 73% | 72% | 70%

A1-BASE | 15| 63% | 59% | 60% | 56%
A2-IDF2 15| 63% | 61% | 60% | 60%
A3-STEM | 15| 72% | 67% | 70% | 67%
A4-COMP | 15| 76% | 72% | 73% | 71%
A5-HIST | 15| 72% | 65% | 68% | 65%
A6-3W 15| 71% | 66% | 66% | 63%
A7-IDF 15| 71% | 69% | 70% | 63%

whethera topic is coveredor not. Insteadthereseemto be topics
for whichit is “hard” to find relevantarticlesandothersfor which

it easy For example,it is easyto find articlesfor WinonaRyders
shoplifting trial: Her nameis rare andthus had high idf, andshe
is not mentionedin other news for thatday For othertopicsit

is hardto find relatednews stories,mostly becausehey fall into

the category of “unusual” news. Examplesinclude a story about
a beautypageanfor womenin Lithuanias prisons,a story about
a new inventionthat usesregycled water from shavers and baths
to flush toilets, and a story aboutgarbagetrucks giving English
lessonver loudspeakrsin Singapore.

In summaryroughly 70% of thetopicshave atleastonearticle
ratedrelevant, andalmostas mary have at leastone article rated
very relevant (R+). Thelengthof the topic doesnot seemto be a
factorin determiningwhetherarelevantarticle canbefoundfor it.

3.6 Filtering Effectiveness

Thefiltering techniqueis very powerful in improving precision.
Recallthattherecanbe two reasonsvhy anarticle is filtered out:
F1: Its similarity with text sggmentT is belav thresholdb. F2:
Its similarity with text sggmentT is belov thresholdg and there
are two searchresultsand their similarity scoreis below a third
threshold. (Recallthatb < g.) Notethatit is possiblethat both
rulesapply We analyzedwhich of the two rulesfilters out more
articles.Table7 shavs the percentagef articlesthateachfiltering
rule filteredonthe HN dataset. The percentageanaddup to over
100%sincebothrulescanapply It clearlyshavs thatF2filters out
mostof thearticles.

Finally, we wantedto evaluatefor eachfiltering rule how often
it makesthe wrong decision. For F1 and F2 this meansthat they
discarda relevant article. Rule F3 requiresthat an article is kept
if its similarity to the captiontext is above a thresholdg. It makes
the wrong decisionif it keepsanirrelevant article. Table 8 gives
the errorratefor eachfiltering rule. For F1 andF2, the error rate
is the percentagef relevant articlesout of all articlesfiltered by
thetechnique.For F3, it is the percentagef irrelevantarticlesout
of all articleswhosesimilarity with text 7" is above the threshold
g. Theerrorratesrangefrom very low to, in oneinstancenearlya
third. For F3, which excludeshighly similararticlesfrom beingfil-
tered,themostlylow errorrateindicateshatfew irrelevantarticles

Table 7: HN data set: For eachfiltering rule the percentageof
filter ed articles that arefilter ed by the technique. The percent-
agesfor a given algorithm can add up to over 100% sinceboth
filtering rules canapply.

Technique | s | #filtered | %filtered | % filtered
articles by F1 by F2
Al-BASE | 7 218 39% 97%
A2-IDF2 7 202 38% 96%
A3-STEM | 7 139 27% 98%
A4-COMP | 7 127 30% 98%
A5-HIST 7 175 54% 86%
AB6-3W 7 209 48% 86%
A7-IDF 7 130 54% 78%
Al-BASE | 15 126 24% 98%
A2-IDF2 15 85 29% 96%
A3-STEM | 15 76 24% 93%
A4-COMP | 15 76 22% 93%
A5-HIST | 15 95 32% 92%
AB-3W 15 130 26% 97%
A7-IDF 15 36 33% 81%

Table 8: HN data setand s = 7: The error rate for eachfilter -
ing rule.

Technique | F1 F2 F3
A1-BASE | 12% | 6% | 7%
A2-IDF2 15% | 9% | 6%
A3-STEM | 22% | 9% | 3%
A4-COMP | 22% | 6% | 3%
A5-HIST | 32% | 33% | 11%
AB-3W 29% | 28% | 2%
A7-IDF 23% | 25% | 3%

escapdiltering throughthis technique.The highererror ratesfor

F1andF2indicatethatrelevantpagesrebeingsuppressedyut we

cantoleratethis sincewe areaggressiely queryingfor two results
every 7 or 15seconds.

4. RELATED WORK

4.1 Query-freesearch

To our knowledge, there hasbeenno previous work on auto-
matically selectingdocumentghata usermight wantto seewhile
watchinga TV program. However, thereis a significantliterature
on the broaderproblemof query-freeinformationretrieval: find-
ing documentshatarerelevantto a users currentactivity, without
requiring an explicit query The differentsystemsdiffer in what
streamof text they considerasinputandwhatgenreof relateddoc-
umentsthey return. We will usethe “Input—Output” notationbe-
low.

e \\eb pages—welpages The Letizia system[10] obseresa
userbrowsingtheweb,andsuggeststherwebpagegheuser
may find interesting.Ratherthansearchinganindex of web
pagesit “surfsahead’of theuser following hyperlinksfrom
thepagetheuseris currentlyviewing. Similarly, commercial
browserassistantsuchasAutonomyKenjinandPurple\ogi
(bothnolongeravailable)suggestedelatedwebpagesased
onthe contentof web pagesheuserhasbeenviewing.

e Problemreport—epairmanual Anotherearlyquery-fredR



systemis FIXIT [8], which helpstechniciansasthey usean
expert systemto diagnoseandrepaircopiers. FIXIT identi-
fiesthecurrentlyreportedsymptomsandthefaultsit consid-
erslikely, thenmapsthesesymptomsandfaultsto keywords,
andretrievessectionf thecopierdocumentatiomthatmatch
thesewords.

e Userbehavior—pesonalfiles Thejust-in-timelR projectat
MIT [15, 14] hasfocusedon retrieving personafiles — such
as notesand archived email messages- that a userwould
currentlyfind useful. This projectfirst producedheRemem-
branceAgent,which looks ata documenthe useris editing
in Emacsand matchedragmentsof this documentsuchas
the last 50 words) againsta corpusof personalfiles. The
followup Margin Notessystemperformsa similar task, but
obseresthe web pageshata userviews in aweb browser
Finally, the Jimmiry systemruns on a wearablecomputer
Jimmiry basests suggestionen whatthe useris readingor
writing on the heads-upisplay aswell ason Global Posi-
tioning Systemdataand active badgedataindicating what
other peopleare nearby All thesesystemsusea common
informationretrieval baclendbasedon the Okapi similarity
metric[16].

The XLibris pen-basedlocumentreader{13] allowed users
to markupdocumentsasthey arereading.Thesystemwould

derive queriesfrom the passagesf text that were marked,

and searchover a local corpusfor relevant documentsto

presento theuser

e Userbehavior—Ne's and stok quotes The SUITOR sys-
tem[11] tracksuserbehaior like whatapplicationsarerun-
ning andwhattext the usercurrentlywritesto build amodel
of theusers currentinterest.It usesthis modelto find infor-
mationthatis interestingto the userlik e news headlinesand
stockquotes.

e Opendocumentsn editor or browser—welpages Thesys-
temmostsimilarin purposeo our own is Watson[5], which
suggestaveb pagesto a computeruserbasedon the docu-
mentscurrently openin a word processoior web browvser
Watsonusesa variety of heuristicsto constructqueriesfrom
thetext of thedocumentsthensendshesequeriesto the Al-
taVistasearchengine.

o Email—webpages Our work is alsorelatedto a small pro-
totypesystenthatconstructedjueriesirom email messages
andsentthemto anearlyversionof theGooglesearctengine

[4].

4.2 TextSummarizationandKeyword Extrac-
tion

In the InformationRetrieval literaturetherehasbeena plethora
of work on topic detectionandtext summarization.Recently the
problemof time-basedsummarizatiorhasbeenstudied. See[1]
for anexcellentoverview of thearea.Our work is differentin two
ways:

(1) It doesnt needto identify topics; it only needsto detect
whetherthe currenttopic is differentfrom the previous topic. If
a later topic is very similar to a topic discussednuch earlier the
systemdoesnot needto recognizethis.

(2) The systemdoesnot needto construcia summaryjt extracts
keyphraseghatcanbe usedto formulatea searchquery

Theresearclonkeyphraseextraction,seeg.g.,[9,12,19,7], and
specificallythe algorithmby [20], is the mostrelatedto our work.

The main differenceto our work is that we study the time-based
variantof the problem,which alsoincludestopic changedetection.

5. CONCLUSION

This paperevaluatedsesen algorithmsandthreepostprocessing
techniguedor finding news articleson the web relevant to news
broadcasts.For this genreof television shaw, the bestalgorithm
finds a relevant pageevery 16-20 secondn average,achieesa
precisionof 84-91%,andfinds a relevantarticle for about70% of
the topics. Our experimentsclearly shaw thatfiltering articlesby
similarity to the captiontext andsimilarity with eachothergivesa
largeimprovementin precision.lt would beinterestinguturework
to refineandimprove uponthefiltering techniquepresentedn this
paper It would also be interestingto experimentwith different
waysof usingthe historyfor querygeneration.

The news searchenginewe usedrestrictedus to usingBoolean
retrieval. It is an interestingopen questionwhethera weighted
term-\ectorretrieval would have improvedthe searchguality suffi-
ciently to male postfilteringredundant.

Theframeawork of thesystemis notlimited to news, however; we
have consideregimplemethodsof detectingothergenreqsuchas
sports,weathey and“general” topics)andsendingsuchqueriesto
appropriateveb informationsources.The genrescould be identi-
fied by usingmachinelearningon a labelledcorpusof television
captions;anevensimplerway would beto usetelevision schedules
andtheir associatednetadatdo cateyorizethe currentshaw into a
genre.

Finally, asvoicerecognitionsystemsamprove, the samekind of
topic finding andquerygeneratioralgorithmsdescribedn this pa-
per could be appliedto corversationsproviding relevantinforma-
tion immediatelyupondemand.
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APPENDIX
A. MORE EVALUATION DATA
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Table 10: CNN data set: Percentagep of articles with score
R+ out of all returned articles and percentager of articles with

score R+ out of all articles with score R+.

Technique s Postprocessing

None Boost+

Filter
p [ » [ p [ 7 |
A1-BASE 7 || 30% | 19% || 61% | 16%
A2-IDF2 7 || 31% | 18% || 59% | 14%
A3-STEM 7 || 31% | 16% || 59% | 14%
A4-COMP 7 || 31% | 16% || 59% | 13%
A5-HIST 7 || 36% | 21% || 64% | 18%
AG-THREE || 7 || 40% | 20% || 61% | 17%
A7-IDF 7 || 37% | 18% || 65% | 18%
A1-BASE 15 35% | 12% || 66% | 11%
A2-IDF2 15 43% | 12% || 67% | 10%
A3-STEM 15 37% | 12% || 51% | 9%
A4-COMP || 15| 39% | 12% || 58% | 10%
A5-HIST 15 || 40% | 16% || 60% | 14%
A6-THREE || 15 || 49% | 16% || 59% | 15%
A7-IDF 15 || 36% | 16% || 56% | 14%

Table 11: CNN data set: Percentageof topics with at leastone
relevant article and percentageof topicswith at leastonearticle
rated R+.

Technique | s ScoreR ScoreR+
None | Boost | None | Boost
Filter Filter
Al-BASE | 7 | 86% | 81% | 83% | 81%
A2-IDF2 7 | 83% | 81% | 81% | 75%
A3-STEM | 7 | 83% | 72% | 72% | 69%
A4-COMP | 7 | 83% | 75% | 78% | 69%
A5-HIST 7 | 89% | 72% | 81% | 72%
A7-IDF 7 1 92% | 69% | 78% | 67%
Al1-BASE | 15| 81% | 78% | 72% | 72%
A2-IDF2 15| 75% | 72% | 67% | 61%
A3-STEM | 15| 69% | 64% | 64% | 61%
A4-COMP | 15| 72% | 67% | 64% | 64%
A5-HIST 15| 78% | 75% | 69% | 67%
A7-IDF 15| 78% | 75% | 64% | 69%

Table 12: HN data setwith s = 15: Percentageof queriesthat
are identical when sorted lexicographically.

Al- A2- A3- A4- A5- | A6- | AT-
BASE | IDF2 | STEM | COMP | HIST | 3W | IDF
Al 75% | 34% 27% | 11% | 6% | 14%
A2 | 75% 40% 32% | 13% | 9% | 11%
A3 | 34% | 40% 82% | 33% | 21% | 25%
Ad | 27% | 32% | 82% 45% | 21% | 32%
A5 | 11% | 13% | 33% 45% 38% | 57%
A6 | 6% 9% 21% 21% | 38% 25%
A7 | 14% | 11% | 25% 32% | 57% | 25%




