
Using Adaptation and Organisational Knowledgeto Coordinate Mobile AgentsSteven Willmott and Boi FaltingsLaboratoire d'Intelligence Arti�cielle, Department Informatique,Swiss Federal Institute of Technology, IN (Ecublens), CH-1015 Lausanne, Switzerland.fwillmott,faltingsg@lia.di.epfl.chAbstract. Quality of Service (QoS) routing generally requires fast re-action times, tight coupling of interactions between routing systems andmechanisms for ensuring that actions taken throughout the network arecoherent. [18] showed how an agent based QoS routing approach can ben-e�t signi�cantly from making controller agents mobile and allowing themadapt the information and control distribution in the network over time.This paper discusses how giving mobile agents organisational models canbridge the gap between the need for tight, fast coordination and freedomto move around the network. Furthermore coordination is achieved with-out imposing any globally or external controls on the mobile agents inthe system.1 Introduction[18] describes how groups of agents performing Quality of Service routing canbe made to adapt their working relationships over time with respect to the stateof their environment. The resulting system is based on mobile controller agentsmoving around the network as resource availability patterns change. This paperdescribes how giving mobile agents models of their relationships to other agentsin the system:{ Builds up an organisational structure{ Speeds up coordination for solving routing problems{ Controls agent mobility to ensure that the routing service is provided e�-ciently throughout the networkSection 2 of the paper gives an overview of an agent based Quality of Servicerouting approach, Section 3 describes the use of organisational models. Section 4briey covers preliminary results and Section 5 discusses the importance of theorganisational approach. Section 6 concludes the paper.2 Hierarchies of Agents for Quality of Service RoutingOn-line, state-based Quality of Service (QoS)1 routing presents challenging prob-lems in the distribution of information and control. As the network state changes,1 See [5] for a good overview of existing techniques, issues and discussion of the needfor on-line state based approaches.



information for routing decisions needs to be propagated and routing decisionsmade which respect current constraints. Hierarchical models (such as the ATMforum's PNNI architecture [2]) are often proposed to help deal with the com-plexity of the problem:{ The network is divided up into disjoint regions r 2 L1, each region groupingtogether one or more network nodes{ Subsets of these �rst tier regions are then grouped together at the next levelup (L2 into meta-regions)This process continues recursively until a complete hierarchy is formed. Ag-gregation techniques can be used to generate summarised models of the networkstate at higher levels in the hierarchy. This aggregation abstracts away the de-tailed link state information to produce more manageable information models.Going one step beyond the standard hierarchical models, the regions andmeta-regions can be controlled by controller agents ci=j responsible for resourceallocation decisions in each region ri=j 2 Lj . Agents controlling regions r 2 L1are responsible for actual physical resources, agents controlling regions at levelsL2 and above have an aggregated view of the network state and are responsiblefor coordinating the actions of agents visible to them in the level below.2.1 Static HierarchyTo solve routing problems which traverse more than one region, controller agentsneed to interact with one another. The hierarchy created by the regions r 2 L1,r 2 L2 etc. can be used to de�ne relationships between controllers which deter-mine how information is propagated and how agents work together to solve indi-vidual routing problems. These temporally stable relationships are often calledorganisational relationships [7] whereas interactions carried out by agents tojointly solve individual routing tasks are classi�ed as coordination (see [19] forexample).A basic agent based routing scheme for a hierarchy is shown in Figure 1. (Notethat standard hierarchical routing schemes such as [17] and [2] for example oftenhave non-hierarchical control ow.)2.2 Adapting the Hierarchy to the Network StateThe division of regions between agents and controllers represents a static distri-bution of information (local controller ci=j keeps track of the state in its partof the network ri=j) and control (ci=j is responsible for all resource allocationsin ri=j). As has often been pointed out however, no distribution is optimal forevery situation [15] - this is especially true in an environment as challenging anddynamic as a communications network. To address this problem, [18] describesan agent based approach which is able to change distribution of informationand control according to the remaining bandwidth available on the links in thenetwork. The division of the network into regions is based on a blocking islands
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Fig. 1. Agents A1 and A2 are responsible for regions containing nodes a and b and cand d respectively. When A1 receives a demand for a route from node a to node c it isnot able to allocate resource immediately since c is not in its own region. A3 is thenrequested to help, which it does by allocating resources between A2 (the owner of nodec) and A1 before requesting both A1 and A2 to complete the remainder of the routesin their own regions.clustering described in [6]. The clustering scheme de�nes a unique structureAH(R) for any given con�guration R of bandwidth availability on the networklinks. Briey:{ Regions in the network are formed by grouping together nodes which aremutually reachable at a speci�ed bandwidth level �Mbit/s{ Clustering is repeated at predetermined levels of the hierarchy with � de-creasing at successively higher levels. The lowest level (L1) therefore containsthe smallest regions, clustering nodes connected by very high available band-width. Regions at higher levels are connected at progressively lower availablebandwidthsThe decomposition at any given moment is therefore dependent on R andchanges over time as resources are allocated and de-allocated in the network.The abstraction proved very successful for o�-line resource planning (see [6]).The need for mobility: As described in [18], the blocking islands approach canalso be applied to the on-line, state-based routing problem, extending the ideaof a static hierarchy of routing agents (Section 2.1) and making the hierarchyadaptive to the network state. The added dimension of change over time addsthe requirement that the previously stationary controller agents become mobile.Each region controller stays resident on one of the nodes in its domain to:{ Reduce the resources needed to propagate state data{ Minimise reaction time for routing decisions{ Make the system more robust by ensuring that the controller is co-locatedwith its resourcesThese reasons make agent mobility an essential part of the approach, allowingthe agent based routing service to adapt its con�guration to the network stateover time.



Coordination Problems: Unlike previous mobile agent approaches to rout-ing which targeted telephone [1, 14], IP style [16] and ad-hoc [10] networks theapproach described above requires a high degree of coordination between theagents providing the routing service. Previous approaches were able to minimisecontact between agents by leaving markers in the environment to build up in-formation about the network state (which is then used by an on-line packetforwarding or call allocation using routing tables). In none of the systems weresingle agents themselves responsible for making routing decisions. On-line, state-based QoS routing however, presents a rather di�erent set of problems: 1) eachdemand must be routed individually as it arrives in the network (on-line), 2)Routing decisions are made on the basis of an up to date model of the networkstate (state-based) and 3) Resource allocation along the entire route must becoordinated (since each link in the chosen path must support the allocation andend-to-end constraints such as delay and cell loss must be checked).These problems boil down to �nding an e�ective distribution of informationand control in the network. Dividing up the routing task to be performed as aservice provided by a set of mobile agents therefore raises a number of seriouscoordination issues which must be addressed:{ Agents need to be free to move and adapt the information and control dis-tribution to follow (AH(R) in this case){ Routing decisions need to be made very quickly, with a minimum of timespent locating agents with relevant state information and resources on o�er{ Problem solving requires tight synchronisation between agents (to accessall relevant information, ensure that the correct resources are reserved andcheck end-to-end constraints){ Ensure that the routing service is available throughout the network at alltimes (an agent should not be able to renaige responsibility for routing in aregion ri=j without �nding a replacement controller for the nodes concerned)The remainder of the paper goes on to discuss how this level of coordinationcan be achieved without imposing external control structures on the agents inthe system.3 Introducing Organisational KnowledgeDealing with the coordination problems identi�ed in Section 2.2 is non-trivial.A further constraint is to keep any mechanisms added \agent centric", that is toallow agents complete and local control over the coordination mechanism ratherthan imposing an external structure. This is vital for robustness and scalability.The approach introduced in [18] achieves this by providing each agent cj=i withthree models:{ Information model cj=i(I){ Control model cj=i(C){ Organisational model cj=i(O)



The information model represents the current network state of the rj=i andthe control model represents the types of action cj=i is able to take during re-source allocation tasks. These alone are su�cient for the agent to completerouting tasks autonomously in its own region rj=i 2 Li. The organisation modelcj=i(O) shown in Figure 2 represents cj=i's relationships to other controllers. Theensemble of the information contained in all the organisational models of all theagents at any one instant in time describes the state of the whole organisationalstructure.
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Fig. 2. In its organisational model, the agent maintains explicit relationships to itscurrent child agents (the agents controlling regions in the level below its own) andits parent (the agent responsible for it in the level above). There are also implicitrelationships to peer agents in its own layer, these are not maintained in the model- when contact is needed, the location and identity of the peer agent in question isprovided by the parent agent.Each cj=i's three I , C and O models are linked as follows:{ I determines the resources the C applies to{ Local changes in the I prompt the agent to change its relationships in O toits fellow agents (driving adaptation in the organisation){ C determines which actions can be taken when allocating tra�c (whichinuences I){ C determines the actions which can be taken when cooperating with otheragents in the I to solve routing problems{ O determines which agents are relevant when solving routing problems out-side the scope of C (supporting coordination){ Changes in O update the scope of I (managing coverage of the network withthe routing service)The organisational model is also the key to mobility in the agent system andadapting the routing mechanism to best match the network resources. As theenvironment (bandwidth state) changes, the agents have the option of locallyupdating the organisational structure in two ways:{ Split: an agent may decide to split the region rj=i into several new regionsin Li



{ Merge: an agent may decide to merge its region rj=i with the region of anadjacent controller ck=iThese two actions are all that is needed for agents themselves to graduallychange the organisation to make it more like the uniquely de�ned structureAH(R) for any given R.3.1 Splitting Into Several RegionsAs resources inside a region are allocated to tra�c demands, the region maybecome disconnected at the bandwidth level the controller is working at (the� mentioned in Section 2.2). This change prompts the controller to considerdividing the region into two or more new regions which themselves connected atbandwidth �.
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r2/1r1/1Fig. 3. The �gure shows network with two types of link: links with less than � band-width remaining (dashed) and links with � or more bandwidth remaining (solid). Thedark circles represent controller agents and the dotted arrows agent migration. Duringthe split action, one large region is divided up between three new controllers.Figure 3 shows the transition involved in a split. In this case, region r3=1 isno longer connected at bandwidth level � (no tra�c demand with a bandwidthrequirement of � or more could be allocated between any of nodes A, B and C).This prompts the controller of region r3=1 to consider splitting the region intothree pieces. The splitting process involves the following steps:{ The agent determines the new regions r4=1, r5=1 and r6=1 (this is uniquelyde�ned by the bandwidth available on the links - known from c3=1(I)){ Creates a new controller agent for each region (these new agents will subse-quently be peers of the current region controller){ The new agents c5=1 and c6=1 each migrate to node which is in their newregion, c3=1 updates its I, C and O models and becomes c4=1The newly created regions are now once more internally connected at band-width level � (the organisational structure is equal to AH(R) for bandwidthlevel �). Each new region controller has its own new I, C and O models whichrepresent their place in the network and organisation.



3.2 Merging with a Neighbouring RegionAs resources between two regions are freed up, these become candidates for amerger (since they could form a larger connected cluster). The parent agentsupervising the two regions is able to detect this in its information model (whichconsists of nodes made up of the regions at the lower level and the links betweenthem). The parent agent then sends a suggestion to one of the regions concernedto merge with the other.
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r5/1Fig. 4. Executing the merge action, the controller of r4=1 moves to join up with thecontroller of r1=1 to form region r7=1On receiving a suggestion to merge, the agent considers its current state andworkload before deciding what to. If the agent decides to merge it:{ Contacts the other controller involved (r1=1 in Figure 4) and requests amerger{ If the merge can go ahead, c4=1 moves to the same node as c1=1 and takes overits role and information model (merging c4=1(I; C;O) with c1=1(I; C;O)){ Thus the two mobile agents themselves merge - leaving only one controllerwith an enlarged region (r7=1)Figure 4 shows the transition involved in such a merge. The social interactionbetween c4=1 and c1=1 is very important to ensure that both parties are preparedfor the merger to happen, c1=1 might refuse a merger for several reasons includingmergers or splits of its own or a large number of open routing tasks.4 Implementation and Experimental ResultsAll testing was carried out in a distributed Java based test environment withthe following core components:{ A purpose built agent platform supporting agent local/remote communica-tion, management and con�guration{ Agents running on each platform to model the roles in scenarios to be tested.Services modelled as agents include: network resources (implementing theATM PNNI protocol suite (see [12]) for connection setup and tear down),tra�c generation, standard QoS routing mechanisms, data collection, mon-itoring and the resource allocation organisations themselves



Mobility was implemented as simply as possible by caching the code for mo-bile agents at each node and transmitting only memory state between platforms.The bene�ts which would be achieved by true code mobility (exibility, robust-ness and simpli�ed code updates) are orthogonal to the results described in thispaper. A �nal important feature of the platform (and one of the primary reasonsfor custom building the testbed and not using an existing framework such as [3])is that all messages between platforms (network nodes) incur send delays equalto those they would incur if they took the shortest path in the real network (cal-culated using the known network link delays). Thus all network actions carriedout by agents, including controller mobility, experience the appropriate networkcommunication conditions.Preliminary tests were carried on a model of the Compuserve USA backbonewhich has 11 nodes, 14 (45Mbit/s) ATM links and approximate links delaysvarying between 5 and 60ms.2 Figure 5 compares results for the static hierarchy(SH), the adaptive hierarchy (AH) for a simple tra�c scenario using increasingrandom tra�c over a 10 hour simulation period. The graph summarises rejec-tion percentages3 for both approaches averaged over 16 test runs (see [18] forpreliminary comparisons with other techniques).

Fig. 5. AH rejects signi�cantly less demands that SH (13% average v's 22% averageover the whole period). Standard deviations (for variance between experiment runs)vary between 3% and 9% (larger variances at increased tra�c load).The results show that even though both hierarchies (SH and AH) had accessto the same state information and worked under the same network conditionsthe mobility enabled AH performs signi�cantly better than SH. The reasons be-hind the di�erence between SH and AH are discussed in detail in [18]. Brieyhowever, the di�erences are primarily due to the fact that SH agents often donot have access to pertinent network state information. For AH, bandwidth in-formation is captured implicitly in the organisational structure of the agents2 Source: http://www.caida.org/Tools/Mapnet/.3 Comparisons using the percentage of o�ered bandwidth accepted give comparableresults.



and agents are able to focus on the other QoS parameters (in this case de-lay only). AH's organisation supports coordination more e�ectively than SH bymaintaining links between agents which reect their available network resources(and hence whether they might be part of a team solving a particular routingproblem).5 Achieving Globally Coherent BehaviourThe split and merge actions are purely local. That is, based on one or moreagents' local models of their regions. Despite the local nature of the changeshowever, splitting and merging throughout the network leads to globally coherentbehaviour. This is because the unique con�gurationAH(R) is not simply a globalnetwork property but can be applied to any subset of nodes in the network. Alocal controller is therefore able to apply simple rules to its information modelto check if the local organisational model requires an update. There are onlytwo possible types deviations from the local part of AH(R) which correspondsto ci=j 's region:1. The region is no longer connected at the speci�ed bandwidth level � for thecurrent level Lj . This can be solved by splitting the region as described inSection 3.12. The region contains subregions which are connected at a bandwidth levelequal to or higher that the � for the level below (Lj�1). This can be addressedby suggesting the subregions to merge as describe in Section 3.2Both of these types of deviation from AH(R) can be detected simultaneouslyand occur multiple times in an agent's information model. In this case choosingany of the possible corrective actions eliminates one or more of the deviationsand moves the local structure closer to AH(R). Thus for any �xed R0, actionsconsidered or taken by the agents in the network will always move the globalstructure closer to AH(R0). Agents are free to move around inside its own regionbut required to agree any other movement which might imply organisationalchange with the agents in adjoining agents. This coordination ensures that:{ No agent moves without handing over control of the nodes it is responsi-ble for to the control of another agent. Information and control models aremaintained continually cover the whole network{ The ensemble of the organisational models always forms a complete con-sistent hierarchy. Routing tasks herefore can always be carried out becauselinks to agents relevant to solving the routing problem are always validClearly however, as the agents make local changes to their organisationalmodels to move towards AH(R0), R0 may be changing. Organisational updatesalso incur communication costs and are therefore not instantaneous. Thus, in ahighly dynamic network, AH(R) may never be reached. However, as the resultsin Section 4 show, the agents get close enough to AH(R) to perform signi�cantly



better than a static hierarchy SH (see [18] for more details on the speed ofchange in the network scenario tested). Although the target AH(R) is a movingone, it provides a focus for the organisational changes considered by the agentsthroughout the network.5.1 The Importance of OrganisationWork on coordination in Distributed Arti�cial Intelligence can be divided intothree broad categories:{ Coordination Media and Languages: these approaches support com-munication about coordinated action in various ways. Mobile agent relatedwork includes Linda-like tuple spaces [11, 13], simple blackboards [4] or usingthe environment to support communication [1]{ Coordination Mechanisms: this includes protocols and conventions whichagents can use to coordinate their actions for a single task or task episode.Whilst [9] gives an overview of multi-agent systems approaches to this prob-lem, most of the mobile agent related work in this area is con�ned to simpleexamples describing the use of the coordination media above{ Organisational Approaches: organisational techniques are de�ned as build-ing relationships between agents which last for more than one problem solv-ing episode [8]. Very little work has been done in applying these techniques tomobile agent systems. One reason is perhaps that organisational structuresare generally too restrictive to make good use of the mobile agent paradigmThe organisational approach presented here is vital to the QoS routing taskbecause:{ It provides a way to maintain relationships between moving agents whichcan be used to tightly couple interactions between subsets of agents for briefperiods of time{ The only medium that is required to support this is a shared point to pointmessaging system (provided by the agent platforms), there is no need fora blackboard (as in [4]) or message broadcasts (as in several multi-agentsystem coordination mechanisms){ the organisation constrains the mobility of the agents to ensure that theinformation and control they hold in the network is always e�ectively dis-tributed to cover the whole networkThis goes beyond what can be achieved using coordination mechanisms basedon single tasks since these require signi�cant initial overhead for each task beforebeginning work (agents would need to continually keep re-�nding each other).It also has certain advantages over proposed mobile agent coordination mediasince these provide mainly asynchronous communication (information is postedin a common space such a tuple space or on a blackboard) for other agents to�nd. This incurs a signi�cant speed penalty over explicitly addressing individ-ual agents, and in the case of blackboards has strong centralising e�ect on thesystem.



5.2 On-going WorkCurrent work on the approach is focused on the following main areas:{ Extensive testing using larger networks, more realistic tra�c scenarios andcomparing the routing techniques to other standard routing approaches{ Adapting the ATM routing techniques for use in IP networks{ Investigating the dynamics of the organisationAn important weakness in the current approach is that organisational changecan only occur explicitly through the exchange of messages. This means that if amessage or an agent is lost, the whole organisation may be out of step and neverrecover. An signi�cant area of work is therefore adapting the agents to detectorganisational relationships by themselves and allow them to recover from suchfailures.6 ConclusionThis paper describes how giving mobile agents organisational models of theirrelationships to fellow agents enables them to perform tasks as complex as on-line, state-based QoS routing. The relationships maintained by the agents:{ Tightly couple interactions for individual tasks at given instants in time{ Enable fast coordination{ Ensure that the global behaviour of all agents is coherentThis coordination is achieved without imposing an external framework on theagents. As they move around the network, the agents are themselves responsiblefor keeping track of their relationships and all organisation, information andcontrol knowledge is encapsulated in the agents themselves.AcknowledgementsThis work is partly supported by the Swiss National Science Foundation underproject number 21-59081.99.References1. S. Appleby and S. Steward. Mobile Software Agents for Control in Telecommuni-cations Networks. British Telecom Technology Journal, 12(2), 1994.2. ATM-FORUM. P-NNI V1.0 - ATM Forum approved speci�cation, af-pnni-0055.000. ATM FORUM, 1996.3. M. Breugst and T. Magedanz. On the Usage of Standard Mobile Agent Platformsin Telecommunication Environments. In S. Trigila et al., editor, Proceedings of 5thInt. Conference on Intelligence in Services and Networks (IS&N), Lecture Notesof Computer Sciences 1430, Intelligence in Services and Networks: Technologiesfor Ubiquiteous Telecom Services, pages 275{286, Antwerp, Belgium, May 1998.Springer Verlag.
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