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Abstract—We analyze a special class of configurations is used, and”’ the rate when only uncoded transmission

with h sources and N receivers to demonstrate the gn is allowed. We are interested in Calculatii;ljé.
throughput benefits of network coding and deterministic e

code design. We show that the throughput benefits network N [2] it was shown that, for undirected graphs, the
coding offers can increase proportionally to \/N, with throughput benefit ifOl' all receivers is bounded by a
respect to theaverage as well as the minimum throughput. factor of two,i.e, ;:F < 2. This result does not apply
We also show that while for this class of configurations to directed graphs.“in fact, the authors in [3] provided
there exists a deterministic COding scheme that realizes an example network where the throughput benefits scale
these ben_efits using a binary alphabet, randomized coding proportionally to the number of sources, namely, there
may require an exponentially large alphabet size. exists a receiveR; such thatj?;i = % In other words, if

we compare the minimum raté guaranteed to all receivers

under routing with the rate that network coding can offer,

Consider a communication network represented adlg Penefits network coding offers are proportional to
directed graptG = (V, E) with unit capacity edges, angthe ngmber of sourgels. In [_4] it was shown that the'se
1, unit rate information sources;, ..., S, that simulta- Penefits equal the integrality gap of a standard linear
neously transmit information to receiversR, . .., Ry programming formulation for the dlrgcted st'elner tree
located at distinct nodes. Assume that the min-cut beroPlem. Known lower bounds on the integrality gap are
tween the sources and each receiver node Ehe max- (V) [5] andQ((logn/loglog ”_)2) [6] wheren is the
flow, min-cut theorem states that, if receivBr could NUmber of nodes in the underlying graph.
utilize the network resources by himself, he would be For applications that are robust to loss of packets, such
able to receive information at rafe as real time audio and video, we might be interested

Recently it has been realized that allowing nodes in comparing the average throughput we can achieve
communication networks to re-encode the informatiomith and without network coding, where the averaging
they receive in addition to re-routing, increases the performed over the rate that each individual receiver
capacity of the network. This type of coding is termedxperiences. This is especially true when the number
network coding [1], [2]. In fact it was shown that byof receivers is large and the throughput they experi-
liner re-encoding, the min-cut rate can be achieved @mce tends to concentrate around a much larger value
multicasting to several sinks [1], [2]. That is, using nethan the minimum. A recent paper [7], examined the
work coding, allows each receiver to retrieve informatioaverage throughput achieved with routing and calculated
at rate h, even whenN receivers share the networkhe ratio Z; , where>". T and >, T! is the sum
resources. This is generally not the case when we usge for network coding and routing respectively. Using
routing, i.e., when we allow intermediate nodes only tahis performance measure, we showed that for a large
forward and not to code. Thus network coding can offetass of configurations, including the example in [3],
throughput benefits as compared to routing. network coding can offer only a constant factor benefit

A central question in this area is whether we cass compared to routing. In [8], we show that the average
quantify how large these benefits are. Z&t denote the throughput benefits of network coding can also be related
rate that receivel?; experiences when network codingo the integrality gap of a standard linear programming

I. INTRODUCTION




formulation for the directed steiner tree problem.

The purpose of this paper is to describe and analyze a
class of directed graph configurations with receivers.
These configurations were originally constructed in [5]
to obtain a lower bound on the integrality gap for the
directed steiner tree problem. Our observation is that
these graphs can also be used to illustrate two interesting
points related to network coding. First, we show that
employing network coding over this class of directed
graphs can offer throughput benefits proportiona/ty,
where N is the number of receivers, with regard to the
average (and as a result to the minimum) throughput.
Second, we show that using randomizing coding over
these configurations may require an alphabet size expo- Fig. 1. Source transmits information 1§ receivers.
nentially larger than the minimum alphabet size required.

The idea in randomized network coding [3], [9] is
to randqmly combine over a finite field th_e_ mcomlngi Jfl) Two specific members of this family of networks
information flows and show that the probability of error? N .
can become arbitrarily small as the size of the finite ﬁe%'e shown in Fig. 2 and Fig. 3.
increases. We show that for this class of configurations, V& can compute the degrees of the nodes in the
to guarantee a small probability of error, we may need RtWork by simple combinatorics:
use an exponentially large alphabet size. In contrast, weProposition 1:
prove that a binary alphabet size is in fact sufficient for
network coding. We construct a deterministic algorithm
that has linear complexity, can be used to perform
network coding over this class of configurations, and
requires binary alphabet.

The paper is organized as follows. In Section NVe next compute the value of the min-cut between the
we describe the structure of these configurations, ag@urce node and each receiver node, or equivalently, the
prove an upper bound on the average throughput. nimber of edge disjoint paths between the source and
Section 1l we construct deterministic coding schemegach receiver.
and in Section IV we compare them against randomizedTheorem 1: There are exactly(];’jll) edge disjoint
coding schemes. paths between the source and each receiver.

Proof: Consider receivet. It is connected to the
Il. THE NETWORK (-}) distinct C-nodes indexed by the elements Bf
containingi. Each of theC-nodes is is connected to
gpe B-node with the same index. All paths between the
source and the receivéihave to go through thesg and

B as the set of alp-element subsets &f. We consider O—Eﬁders\.t;heref?re thr?dntl;mbrer O:/ erdgend;lsnt)lgt r?a:hsr
a class of networks, illustrated in Fig. 1, and defined prvee € source a € receiver can not be farge

N-1 S
two parametersV andp as follows: Sources' transmits ¢ an( ) To show that there that many of edge disjoint

p—1
information to N receiver nodesR; ... Ry through a _pat_hs, we proceed_ as, follows: After removiht.;_on;f?e
network of three sets of node$, B and C. A-nodes |r!d|f:es of the rec_ewerB-npdesz V\.'e are left W'tlﬁp—l)
are indexed by the elements df and 3 and C-nodes, distinct sets of Sizey — 1, i.e. distinct elements ofA.
by the elements o8. An A node is connected to B We use theA-nod.es'lndexed by these elements/bto
node if the index ofA is a subset of the index aB. A connect the receiver 5-nodes to the source. -
receiver node is connected to thenodes whose indices Therefore, the sum rate with network codifg. is equal
contain the index of the receiver. All edges in the gragb N(];fjll). We next find an upper bound to the sum rate
have unit capacity. The out-degree of the source nodenighout network codindl;,, and the to the ratid@’, /7,..

N—-p+

« the out-degree ofd nodes isN — (p — 1),

« the in-degree ofB nodes isp,

« the out-degree of’ nodes isp,

« the in-degree of the receiver nodes(fg;_‘ll).

Let N andp, p < N, be two integers and =
{1,2,..., N} be an index set. We define two more inde
sets: A as the set of al{p — 1)-element subsets @af and



Theorem 2: In a network in Fig. 1, wherk = (7~}) Il. DETERMINISTIC CODING
T 1 1 We show that network coding can be done by using
u p 1 . . . . .
Te ~k—pt1 + " M) the binary alphabet. We first explain how the coding is

done for two special cases pf case wherp = 2 and

Proof: If only routing is permitted, the information .
y gisp ase whem = N —1, and then proceed with the general

is transmitted from the source node to the receivé
through a number of trees, each carrying a differefit>¢-
information source. Let; be the number ofA-nodes A , =2
T e e oo COTSUr the case e — 2 o ariany . A
= example forN = 4 is shown in Fig. 2. In this case the
of the a; A-nodes. Therefore, we can count the number
of the receivers spanned by the tree as follows: Let
n:(A(j)) be the number of”-nodes connected to the

j-th A-node in the tree. Note that

> ni(AG)) = e

j=1
The maximum number of receivers the tree can reach
through thisA-node isn.(A(j)) + p — 1. Consequently,
the maximum number of receivers the tree can reach is

> In(AG) +p =1 =ap—1) + e

j=1
To find and upper bound to the routing throughput, we
need to find the number of receivers that can be reached
by a set of disjoint trees. Note that for any set of disjoint

trees we have Fig. 2. N=4, p=2
k k
Zat AV and th —\p) number of information sources is = N — 1. We can
¢ t code over the binary field as follows: Since the number
Therefore,T,, can be upper-bounded as of edges going out od into A nodes isN, we can
T, = Z(at(p 1t send theV — 1 sources over the firg¥ — 1 of this edge_s
- and not use théV-th edge. In other words, the coding

N L vector of thei-th of this edges is thé-the basis vector
=p-1> a+> a<(p- 1)( B 1) + < ) e; for i = 1,2,...,N — 1. The B-nodes merely sum
t P b their inputs overF?, and forward the result to the'-
The sum rate with network coding,. is equal to nodes. Consequently, the coding vectors on the branches
N(]I\f__ll). Thus we get that going to receiverV are theN — 1 basis vectors, and the
T coding vectors on the branches going to receivéor
u p—1 1

—_— + . ;1 =1,2,....N—1 aree; ande;+¢; forj =1,... , N—1
Tnc_N—p+1+p ? y 4y , € ej+e; J s )

andj # i.
[
For a fixed N, the LHS of the above inequality isB. p=N —1
minimized for Consider the case whem = 2 for arbitrary N. An
b N+1 VN example forN = 5 is shown in Fig. 2. In this case
VN +1 ’ the number of information sources is= N — 1. The
and for this value of, number ofC-nodes isN. Each subset oV — 1 C-nodes
is observed by a receiver. Therefore coding vectors of the
T _ 2 VN < i (2) edges between the andC-nodes must belong to an arc,
The 1+ N~ VN namely anyN — 1 of them must be linearly independent.



Consider a-node that theV-th receiver is connected
to. Its label, say, is ap-element subset ¢f containing
N. Because of of our edge removal, the odlynode that
this C-node is connected to is the one with the label
w \ {N}. Therefore, allC-nodes that theéV-th receiver
is connected to have a single input, and all those inputs
are different. Consequently, th¥-th receiver observes
all the sources directly.

Each of the receiverk, 2, ..., N —1 will have to solve
a system of equations. Consider one of these receivers,
say j. Some of theC-nodes that thej-th receiver is
connected to have a single input: those are the nodes
whose label containgv. There are(N:2) such nodes,
and they all have different labels. For the rest of the
proof, it is important to note that each of these labels
Fig. 3. N=5, p=4 containsj, and the(];j;) labels are al(p — 1)-element
subsets off which contain; and do not contairV. Let
us now consider the remamu@j) -V = (]Xjf)

p—2
C-nodes that thg-th receiver is connected to. Each of

The following maximal arc oveG(N — 2,2) has N

points: these nodes is connecteditel-nodes. The labels gf—1
(1] (1) 8 of theseA-nodes contairy, and only one does not. That
label is different for allC-nodes that the receiver is
- (3) connected to. Consequently, tji¢h receiver gets{N_*QQ)
00 ... 1 sources directly, and each source of the remailﬁfgﬁjf)
1.1 as a sum of that source and some- 1 of the sources

We can obtain this arc by coding as follows: To tNe-1 received directly.
edges going from the source to thenodes whose label b A | ower Bound to the Throughput 7,
does not contaiV, we assignV —1 basis vectors of over .
F(N — 1). We remove all other edges outgoing of the e ean de.”"e a lower bound to the sum rate when
2 . : . only routing is used as follows: Assume that we route
source, and then all-nodes which lost their connec'uonhd,Sources into thed-nodes as we did for the coding
VAV'LhOt;]:SS%Lgﬁ;aSSr:Ee f:ggfsfz;ntggnzlégrtlggfriqmv&‘escribed in the previous section and forward them to
: . > Y : . through only thoseB-nodes which have a single input.
inputs. By addition, of these inputs the coding vectolrhen one receiver will receive aﬂN‘l) sources and
between thisB and its corresponding’ node becomes ) _ . N_o Pl
(11...1). The rest of theB-nodes have only one input.y — 1 receiver will receive(,~,) sources. We have

Thus we get the binary arc 3) at the last set of edges. N—1 N —2
n=(y50) o0 (50)
C. The General Case - p—2
For arbitrary values op and N, network coding can :<N N 1) +(p—1) (N N 1)
be done as follows: We first remove the edges going p—1 p—1
out of S into those A-nodes whose labels contail. :p<N - 1)
There are(gjgl) such edges. Since the number of edges p—1)’

going out of S into A-nodes is( ), the number of and consequently

remaining edges iip]fl) — (]Zj;) = (];7:11). We label Ty >

these edges by thie= (];[jll) different basis elements of
2. We further remove ali-nodes which have lost their
connection with the sourc#, as well as their outgoing
edges. TheB-nodes merely sum their inputs ovek,
and forward the result to th€-nodes.




IV. RANDOM CODING will observe a linear combination of only the — 1

A. General Networks sources directly received with probability/q, namely
only if the coefficient zero is chosen for the additional
source. Thus the receivei receives an independent
MHear combination from a' node with p inputs with
probability 1 — 1/¢. Since the linear combining at each
multi-input B node is performed independently, receiver
j will be able do decode alk sources with probability

Pr{single receiver decodgs- (1 — §>(”_1).

We can also compute the probability that all receivers
be able to decode all sources. Note that this happens
when all multi-inputB nodes use a nonzero coefficient

For a general network withV receivers in which
coding is performed by random assignment of codi
vectors over the alphabef,, a lower bound to the
probability P¢ that all N receivers will be able to decode
is derived in [9] to be

d~ (1_ Nyn
P > (1 q) ,
where n is defined in [9] to be the number of edges
where coding is performed. In our case> (1), and
the lower bound becomes

d N () ~ _2G) for the not-directly received source. Since there are
PN Z 1 ~ € a . N N—_1 N )
q (p) — (p—l) = (p—l) such nodes, we obtain
We next look into randomized coding for the class 1N CY)
of networks under investigation. We first consider the Pr{all receiver decode= (1 — —) e
case when randomized coding is used at all nodes with q

multiple inputs, namely the source node and all fhe Thus similarly with before, if we want this probability
nodes, and then the case when the coding at the soufc&€ greater than~!, we need to choose > (pjfl)-
node is done deterministically as in Sec. IlI-C, and
randomized coding is done at tli#nodes with multiple
inputs after the removal of edges as in Sec. IlI-C.
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