Permeability of open-pore microcellular materials
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Abstract

A simple microstructure-based model is proposed for the permeability of open-pore microcellular materials. The permeability of aluminium open-pore foams produced using the replication process is measured using water or glycerine as the fluid, varying the average cell size (75 and 400 \( \mu \)m) and the relative density from 12% to 32%. Data show the expected dependence on the square of the pore size and agree with other experimental data in the literature for coarser aluminium foams produced by a casting process. The analysis agrees well with present and published experimental data over the entire density range. The model also agrees with the predictions of Du Plessis et al. for low-density foams.
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1. Introduction

When pores of a metal foam are interconnected, a fluid such as air or water can be made to flow through the material. Heat can then be exchanged between the fluid and the solid foam, or alternatively the foam can be used to change the fluid, acting as a filter, mixer, electrode or catalyser. Open-cell metal foams can thus provide performance advantages in forced convection heat-exchangers for electronics or aerospace applications [1–9], in the flow-field of bipolar/end plates of stacked polymer electrolyte fuel cells [10], in aerospace fluid storage tanks, and as battery electrodes [11,12].

In many such applications, the resistance to fluid flow through the porous material is an important parameter. The lower this resistance is, the less energy is spent pushing the fluid through the foam; however, high resistance to flow can also bring benefits, such as a desirable transition in reactant mass transport mode in fuel cells [10], or an increased effectiveness of heat transfer between fluid and solid in compact heat-exchangers [5,6].

Flow resistance of an incompressible Newtonian fluid through a porous medium is generally measured by the excess pressure \( \Delta P \) that must be applied on the fluid to cause it to flow at steady state with a given unidirectional average velocity through a unit length of the porous medium. For velocity and pore size ranges generally encountered in engineering, the law governing such unidirectional fluid flow is the Dupuit–Forchheimer modification of Darcy’s law:

\[
-\frac{\partial P}{\partial x} = \frac{\mu}{K} v_0 + \rho C v_0^2,
\]

(1)

where \( P \) is pressure in the fluid and \( x \) is distance along the direction of macroscopic fluid flow, \( \mu \) is the dynamic viscosity of the fluid and \( \rho \) its density. The Darcian permeability \( K \) and the form coefficient \( C \) are characteristics of the porous medium. Velocity \( v_0 \) is the “superficial” (or “Darcian” or “seepage”) fluid velocity, defined as the number of cubic metres of fluid seeping in one second through one square meter of porous medium cut perpendicularly to the average direction of fluid flow.
Eq. (1) implies a transition from viscosity-dominated flow at low velocities to inertia-dominated flow at higher velocities. For a given porous medium, the transition takes place around a certain value of the fluid Reynolds’s number \( Re \), defined on the basis of a characteristic dimension \( \delta \) of the porous medium (\( \delta \) is often taken as \( \sqrt{K} \) or otherwise is the diameter of pores or solid elements making the porous medium). This transition \( Re \) value is often taken to be near 0.1: however, in practice it depends strongly on the choice made in defining \( \delta \) and on the nature of the porous medium, varying significantly as these parameters vary (by roughly three orders of magnitude [13]). At yet higher values of \( Re \), roughly one hundred to one thousand times above that which characterizes the first transition away from purely viscous flow, turbulence sets in. This causes \( C \) to become velocity-dependent in a transition region (an effect at times expressed by a cubic term) and then to settle at a different value for very high flow rates. Underlying fundamentals can be found in [13–16].

At low fluid velocities, Eq. (1) simplifies to Darcy’s law:

\[
v_0 = -\frac{K}{\mu} \frac{\partial P}{\partial x}
\]  

(2)

and flow is entirely governed by viscous friction within the fluid. Assuming a non-deforming solid, governing equations are the Stokes and continuity equations in the fluid, with an imposed average flow velocity and the condition that, everywhere along the fluid/porous medium interface, the fluid velocity be zero. The permeability \( K \) is thus the basic linear property characterizing porous media with regard to fluid flow; it is analogous in that sense to elastic constants with regard to deformation [17]. Elementary dimensional analysis dictates that \( K \) always be proportional to the square of any characteristic dimension \( \delta \) of the porous medium, such as its average pore or particle size.

The permeability of open-pore cellular materials has been the subject of several prior investigations. Metal foams have often been studied in such investigations, either because they are far more convenient to use than polymer foams (polymer foams are weak, so they often deform as they are traversed by a flowing fluid, e.g. [18–21]), or because of their potential in specific engineering applications mentioned above. Characteristic foam parameters \( K \) and \( C \) of Eq. (1) have thus been measured by various authors for nickel foams [22,23] or for ERG’s cast aluminium foams, at times compressed beforehand by plastic deformation along one direction to improve their heat-transfer characteristics (this, of course, renders the foams anisotropic) [3,5,6,9,16,24–27].

Several approaches have been used to predict the permeability of open-pore foams. Tube-bundle theories (e.g. [28–30]) are one option; however, these lack a solid theoretical foundation and require a “structural” or “geometrical” (i.e., a fitting) parameter, which reduces their utility. One can assimilate the open-pore microcellular material to an assemblage of fibres, on the reasoning that an open-pore metal foam is mostly composed of straight elongated rods resembling randomly oriented fibres; this approach was followed by Lu et al. [4].

An approach specifically conceived for open-pore cellular materials was proposed by Du Plessis et al. [31–33]. Their model uses the volumetric averaging approach to calculate the resistance to flow of a Newtonian fluid through a periodic unit cell shaped as a cube containing three perpendicular solid rods of rectangular cross-section situated along three of its edges. The model shows good predictive power when confronted with experimental data on open-cell ERG aluminium foams of high porosity; however, the porosity range explored is rather narrow, i.e., between 92% and 96%. Also, pre-calibration of the model against experimental data was needed to fix the ratio between the edge length of the assumed cubic unit cell and the average foam pore diameter; in other words, the model contained an adjustable parameter [32]. Fourie and Du Plessis et al. [24] later resolved the issue by calculating the ratio between their cubic cell size and that of a more realistic tetrakaidecahedral foam unit cell having the same specific surface. The resulting expression showed good agreement with cited data; however, these data were for flow at velocities above the Darcian regime.

Bhattacharya et al. [26] also adapted the model of Du Plessis et al. with a different estimation of the unit cell size, additionally modifying the evaluation of the tortuosity parameter to account for the finite size of nodes in the foam. These authors also found good agreement with their own experimental data. More recently, Boomsmma et al. [34] have simulated flow through a tetrakaidecahedral unit cell representative of open-pore foams, the precise shape of which was calculated to respect capillary equilibrium (and was hence very realistic). Their predictions were compared with data for a slightly more dense foam of identical pore size in the Darcian flow regime. Agreement between calculated and measured pressure drops (and hence between permeabilities) was within 25%, which is very good since permeability data generally vary over wide ranges. Poor agreement between experiment and theory was on the other hand found in a recent study of flow through open-pore ceramic foams, motivating the authors to propose a semi-empirical correlation involving fitting parameters [35].

We present in what follows a somewhat different approach towards modelling the permeability of open-pore cellular materials. The analysis is both simple and realistic, and is applicable also to foams of high volume fractions solid. We then present experimental data for the permeability of aluminium foams produced by the replication process. We finally confront the model with these data and also with data from the literature.
2. Theory

There exist several approaches to estimate the permeability of porous media; one is to identify, when possible, “bottlenecks” along the flow path of the fluid, and assimilate the total resistance to flow of the porous medium to that encountered at the bottlenecks only. This is reasonable in estimating permeability, because the linear dependence of flow resistance on the square of the fluid passage diameter ensures that bottlenecks, if they exist, mostly govern the overall rate of flow (as we all know from pouring liquid out of a bottle). As an example of the approach, a “lubrication theory” approximation of flow past the narrowest constriction between parallel fibres works quite well in estimating the permeability of fibre bundles in cross-flow at high solid volume fraction [36–39].

Many open-pore cellular materials contain nearly spherical pores connected with one another through more or less circular “windows”, each delineated by solid struts that narrow to a thin edge along the perimeter of the window. Two types of open-pore cellular material fall in this category, Fig. 1. Open-pore polymeric (e.g. polyurethane) foams produced from closed-cell froths by bursting the thin cell walls are one, Fig. 1(a). Metal or ceramic foams produced by casting into a mold shaped by using such polymeric foams as a fugitive pattern obviously fall in the same category. Also, foams produced by coating such polymeric foams with a thicker layer (several \( \mu \)m) of metal or ceramic (e.g. [40,41]) have a closely related structure. A second type of foam falling into this category is that of replicated foams. These are produced by infiltrating the open space left between bonded leachable particles with a liquid that is later solidified [42–44]; Fig. 1(b) provides an example.

In open-cell foams such as these, there are obvious “bottlenecks”, namely the windows that connect one pore to the next. Representing these as circular holes of uniform size cut through a thin solid plane, we can use the expression given by Happel and Brenner [45] for the pressure drop \( \Delta P \) experienced by a fluid of viscosity \( \mu \) traversing, at volumetric rate \( Q \) (m³/s) and in creeping flow, a circular aperture of radius \( c \):

\[
\Delta P = \frac{3Q\mu}{c^3}.
\]  

(3)

The orientation of these circular windows is random in the foam; as a consequence the local rate of flow of the fluid through the windows varies from near-zero for windows oriented along the average flow direction, to a value well above the average fluid velocity for windows oriented perpendicular to the macroscopic direction of fluid flow. There are at least seven windows per pore, the number being nearer 14 in low-density foams [46]: clearly each pore has, on each side, one window that is close to being perpendicular to the average direction of fluid flow (this is quite apparent when observing the structures of Fig. 1). We therefore assume that, of all windows lining a pore, there is one on either side that is far better oriented than all others with regard to the average direction of fluid flow: essentially all fluid passing through the pore thus enters through a single inlet window on one side and exits through a single outlet window on the opposite side of the pore. If there are \( n \) pores in a given volume of foam, each window belonging to two pores, there then is an equal number \( n \) of “active” windows, i.e., of windows that are crossed by a significant flux of flowing fluid.

The size of the windows can be calculated by drawing a parallel between the shape of pores in these foams and that of sintered or pressed equisized (initially) spherical particles in a dry powder compact. The microstructure is essentially the same, except that solid and pore are inverted in space. We can then use relationships that have been derived for the latter situation, giving the average
window area (equal to the average contact area at necks between two particles), \(a\) [47] as

\[
a = \frac{\pi}{3} \left( \frac{A - A_0}{1 - A_0} \right) r^2,
\]

(4)

where \(A\) is the solid density in a particle compact (the pore volume fraction in a foam), \(A_0\) is the initial packing density of the spherical particles (\(A_0 = 0.64\) for random dense packing of monosized spheres) and \(r\) is the initial particle radius (close to the average pore radius in a foam).

The average window radius \(c\) in the foam is thus

\[
c = \frac{a}{\pi} = \frac{1}{\sqrt{3}} \left( \frac{A - A_0}{1 - A_0} \right)^{1/2} r.
\]

(5)

Consider now a thin square slab of open-pore microcellular foam material, of thickness \(2r\) and of 1 m side lengths. The number of (whole) pores contained in this slab, \(n\), is given by

\[
n = \frac{3A}{2\pi r^2}.
\]

(6)

Essentially all fluid flowing through this thin slab of foam traverses one and only one window (since the slab is \(2r\) thick). With the assumptions made above, the total number of windows being traversed by fluid in this thin slab of material is also \(n\). If \(Q\) is the volumetric rate of fluid flowing through each active window, the superficial velocity \(v_0\) is then

\[
v_0 = nQ = \frac{3A}{2\pi r^2} Q.
\]

(7)

Since across this slab the average pressure difference \(\Delta P\) is simply \(2r\) times the macroscopic pressure gradient \((-\partial P/\partial x)\), insertion of Eqs. (3) and (5) into Eq. (7) yields

\[
v_0 = -\frac{\Delta \pi}{\pi \mu} \frac{1}{3(1 - A_0)} \left( \frac{A - A_0}{1 - A_0} \right)^{1/2} \partial P/\partial x.
\]

(8)

By comparison with Darcy’s law, Eq. (2), the permeability \(K\) is

\[
K = \frac{\Delta \pi}{\pi} \frac{1}{3(1 - A_0)} \left( \frac{A - A_0}{1 - A_0} \right)^{3/2}.
\]

(9)

We have used the simplified expression for \(a\) given in [47]. The derivation is repeated in Appendix A using the full expression derived by Arzt [46], to show that the simplification in expression (4) makes an insignificant difference in the final result (Eq. (9)).

3. Experimental procedures

Pure sodium chloride was sieved to obtain particles of controlled size and then cold isostatically pressed at various pressures to produce porous preforms from 67% to 86% dense. Two average salt particle sizes were used, namely 75 \(\mu\)m (CP1 salt, >98% NaCl with 1–2 pct. Ca(PO4)2 anticaking agent, purchased from Salines de Bex, Bex, Switzerland) and 400 \(\mu\)m (Fluka 71382, >99.5% NaCl, from Fluka Chemie GmbH, Buchs, Switzerland). The particle size distribution for each of these two batches of sieved powder was measured with a laser diffraction analyser (Mastersizer from Malvern, Worces-
tershire, UK). This technique derives particle diameters from measured equivalent projected sphere areas for each particle characterized. Resulting particle diameter distributions featured an average value of 74 µm and a standard deviation of 22 µm for the finer powder, and an average diameter of 383 µm with a standard deviation of 190 µm for the coarser powder. In what follows the designations “75” and “400 µm” are used to designate these two salt particle types and by implication the average size of pores in each of the resulting foams. In the calculations, however, the measured average diameter values given above were used.

Preforms were infiltrated at 710 °C with molten aluminium (99.99% pure, from VAW, Grevenbroich, Germany) under argon gas pressurized to 80 bars for the 75 µm particles and 2 bars for the 400 µm particle preforms. The resulting Al–NaCl composites were then machined into cylinders 20 mm in length and 25 mm in diameter. The salt was subsequently removed by dissolution in distilled water, leaving cylindrical samples of open-cell pure aluminium foam.

The permeability was measured by flowing liquid at steady state through the foams using the set-up sketched in Fig. 2. The liquid was distilled water for the specimen with pores 75 µm in diameter and a solution of 85% of glycerine in 15% water for the specimens with 400 µm pores. The fluid pressure at the entry of the specimen, \( P_i \), was set at a fixed value up to 5 bars. The pressure at the outlet was simply the atmospheric pressure \( P_0 \); it was measured before each experiment. To ensure that no fluid flows along the outer side-surface of the specimens, the foam cylinders were sealed into a heat-shrinkable polymer tube designed to fit perfectly to the specimen shape and squeeze it along its sides when contracting. For given pressures the fluid volumetric flow rate \( R \) was determined by measuring the time to fill a container of precisely known volume. To check for constancy of the flow rate, 5–10 successive measurements of the flow rate were performed for each experiment.

Darcy’s original law [48] modified to account for the properties of the porous medium and the fluid [49,50] can then be written in the following form [13,14]:

\[
\frac{R}{A} = q = \frac{K}{\mu} \left( \frac{P_i - P_0}{L} \right),
\]

where \( R \) is the volumetric flow rate (m³/s); \( A \) the cross-section of the specimen (m²); \( q \) the apparent flow velocity (equal to the superficial velocity \( v_0 \)) (m/s); \( K \) the permeability (m²); \( \mu \) the viscosity of the fluid (Pa s); and \( L \) is the length of the specimen (m).

The viscosity of the water–glycerine solution was measured as a function of temperature using a parallel plate rheometre (ARES from Rheometric Scientific, TA instruments, Alzenau, Germany) and was found to be \( \mu = 157 \times 10^{-3} \) (Pa s) at 20 °C. The viscosity of water is taken to be equal to \( 1.002 \times 10^{-3} \) (Pa s) at 20 °C [51].

4. Results

Plots of the measured flow rate versus applied pressure gradient are given in Fig. 3. These plots are linear, showing that flow is indeed in the regime of validity of Darcy’s law. Multiplying the slope of these lines with the viscosity \( \mu \) of the fluid yields the permeability \( K \). Resulting values for \( K \) are given in Table 1. These values, normalized by the pore size squared \( d^2 \), are plotted as a function of the foam volume fraction solid \( V_s \) (or relative density, equal to \( 1 - \Delta \)), Fig. 4. One sees that \( K \) decreases rapidly above \( V_s = 0.30 \), corresponding to \( \Delta \) values approaching \( \Delta_{0} = 0.64 \). Additional data points

![Fig. 3. Pressure gradient (–\( \Delta P/\Delta x \)), measured on foams of different density \( V_s \) plotted as a function of the superficial fluid velocity \( v_0 \). (a) shows the results for 75 and (b) 400 µm pore foams. Note that according to Eq. (1) the slope of the dotted lines (regression straight lines) corresponds to \( K/\mu \).](image-url)
from the literature for cast open-pore aluminium foams
[5, 21, 25–27, 32] are added to the plot after division of reported permeabilities by reported average pore diameters squared.

5. Discussion

Defining a Reynolds number for flow in these experiments as

$$Re = \frac{\rho \sqrt{K}}{\mu q},$$

(11)

where $\rho$ is the density of the fluid, one finds that $Re$ is under 0.5 for all specimens tested here. It is, hence, not surprising that flow remain in the Darcian regime for all present experimental data.

Measured values for the permeability adimensionalized by dividing measured values for $K$ by the average salt particle (and hence pore) diameter squared, $d^2$, collapse onto a single curve, Fig. 4, as expected from dimensional analysis. Also, with the exception of data by Kim, Paek et al., permeability data from the present study and the literature are consistent with one another, within experimental scatter.

Predictions of Eq. (9) are also plotted in Fig. 4. Agreement with experiment is found to be very satisfying, especially in view of the simplicity of the final expression obtained. That the model overpredicts somewhat the permeability of the foams is not unexpected: as seen in Fig. 1(b), the present aluminium foams are more irregular in their structure than is assumed in a model that supposes all “windows” to be circular and regular, and all pore surfaces to be smooth.

Predictions from another expression for the permeability of microcellular materials are also plotted in Fig. 4, namely the model of Du Plessis et al. [31–33] as improved by Fourie and Du Plessis, Eq. (35) in [24]. As seen, in the range $5% = V_s = 20\%$, Eq. (9) and the expressions derived by Du Plessis et al. agree very well.

At higher densities, i.e., for $V_s > 20\%$, Eq. (9) exhibits a gradual decrease in permeability, a feature that is indeed shown by the experimental data but not predicted by Du Plessis’s model. The reason is that, contrary to that model, the present derivation predicts that, as $V_s$ approaches 36%, the average inter-pore window shrinks and closes off. This conforms with reality, since pores in a foam become isolated spherical bubbles above 64% porosity.

Finally, an isolated diamond-shaped data point is seen in the lower-half of Fig. 4. This is the permeability deduced by extrapolation to zero strain of measurements reported in [21] for the permeability to flowing ethylene glycol of hydrostatically compressed polyurethane foams. As seen, this experimental point lies far below values for other foams and predictions. The reason for this discrepancy is clear on examination of the microstructure of the foam, Fig. 3 of [21]: although the foam structure is overall that assumed here, namely of spherical voids connected by roughly circular windows, the windows are very small. These windows are small perforations in otherwise intact bubble membranes of the closed-cell foam precursor to this open-pore foam. This points to the importance of respecting, in the application of Eq. (9), the premise of its derivation, namely that all membrane material in the closed-cell froth from which the open-pore foam may be produced be broken (the slight anisotropy along the rise direction in polymer foams is, comparatively, of minor importance).

As the foam density tends to zero the present model fails, since predicted permeabilities remain finite. This
is an obvious consequence of the assumption made in the derivation: no matter how low the density of the foam, the assumed windows remain and constrain flow – this, of course, cannot be. Eq. (9) is therefore only to be used for solid foams containing at least a few percent solid by volume. This is in contrast with Eq. (35) of [24], which behave properly as \( V_s \) approaches zero. We note in passing that replicated foams containing only a few percent solid are unrealistic: pores in the leachable powder preform close off and therefore cannot be infiltrated when they represent only a few percent of volume [49].

6. Conclusion

- A simple “bottleneck” model of the Darcian permeability \( K \) of open-pore microcellular materials made of fully interconnected near-spherical pores is used to derive a simple expression for \( K \) as a function of foam density and pore diameter (Eq. (9) above).
- Fluid permeability tests have been conducted on replicated open-cell aluminium foams with porosities comprised between 60% and 90% and with two different pore sizes, i.e., 75 and 400 \( \mu \)m. Experimental data normalized by the pore diameter squared collapse onto a single curve and agree with other data reported in the literature for metal foams of higher pore volume fraction.
- The derived expression for \( K \) presented in Eq. (9) agrees well with experimental data for the permeability of microcellular open-pore metal foams.
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Appendix A

Eq. (9) predicts the permeability of a porous material as a function of its porosity and pore size. This equation can be written as a function of the average surface area, \( a \), of windows between two pores, i.e., of bottleneck limiting the rate of viscous fluid flow through the foam:

\[
K = \frac{(a/\pi)^{3/2} \Delta}{\pi \rho},
\]

keeping the same notation as above. Eq. (9) is a special case of Eq. (A.1), derived using Ashby’s expression [47] for evaluating the window surface area, \( a \). Ashby’s equations are a simplification of Arzt’s rigorously derived but more complex equations [46]. In particular, Arzt distinguishes between two modes of material redistribution during powder densification, namely long-range and short-range redistribution. In the present case, the long range redistribution hypothesis is suitable since pressure densification was used in preparing the NaCl preforms. Predictions for the foam permeability normalized by the square of the pore size \( d^2 \) are compared in Fig. A.1. Clearly, evaluating \( K \) via Eq. (A.1) using Ashby’s or Arzt’s equations for the window area \( a \) as a function of foam relative density \( \Delta \) leads to essentially the same result; the simpler expression in Eq. (9) is thus fully adequate.
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