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Abstract

Graph theory experienced a remarkable increase of interest among the scientific community during the last decades. The vertex coloring problem (Min Coloring) deserves a particular attention since it has been able to capture a wide variety of applications. For mathematicians, it is interesting for an additional reason: it is extremely hard to solve it in an efficient way.

In this thesis, we introduce several problems generalizing the usual vertex coloring problem, and hence, extending its application domain. We say that a graph is \((p,k)\)-colorable if its vertex set can be partitioned into \(p\) cliques and \(k\) stable sets. Then, for a given \(p\) (respectively \(k\)), one may ask the following questions: how to choose \(p\) cliques (respectively \(k\) stable sets) to be removed from the graph such that the number of stable sets (respectively cliques) partitioning the remaining vertices is minimized? These are called \((p,k)\)-coloring problems. We also introduce Min Split-coloring which is, given a graph \(G\), the problem of minimizing \(k\) such that \(G\) is \((k,k)\)-colorable. Along the same line, given a graph \(G\), the objective of the problem Min Cocoloring is to minimize \(p + k\) such that \(G\) is \((p,k)\)-colorable. All these problems, called together generalized coloring problems, are obviously at least as difficult as Min Coloring. The purpose of this dissertation is to study generalized coloring problems in some restricted classes of graphs in order to bring a new insight on the relative difficulties of these problems. To this end, we detect in a more precise way the limits between \(\mathcal{NP}\)-hard and polynomially solvable problems.

Chapter 1 introduces generalized coloring problems by emphasizing some preliminary results which will guide the questions to handle in the following chapters.

Chapter 2 exposes the first class of graphs, namely cacti, where Min Split-coloring is shown to be polynomially solvable. We also observe that generalized coloring problems can be polynomially solved in triangulated graphs.

The main result of Chapter 3 is a new characterization of cographs: it is equivalent to say that \(G\) is a cograph, and to state that, for every subgraph \(G' \subseteq G\), \(G'\) is \((p,k)\)-colorable if and only if \(G'[V \setminus K]\) is \((p - 1,k)\)-colorable, where \(K\) induces a maximum clique of \(G'\). This result implies simple combinatorial algorithms to solve all generalized coloring problems; the one for Min Cocoloring improves the best time complexity known so far.

In Chapter 4, we handle the recognition of polar graphs which can be seen as a particular \((p,k)\)-coloring, where \(p\) cliques are independent (i.e., not linked at all) and \(k\) stable sets
form a complete $k$-partite graph. It is known that the recognition of polar graphs is $\mathcal{NP}$-complete. Here, we determine the first class of graphs, namely cographs, where the polar graphs can be recognized in polynomial time, more precisely in time $O(n \log n)$. We also give a characterization by forbidden subgraphs. In the same manner, we characterize monopolar cographs, i.e., cographs admitting a polar partition with at most one clique or at most one stable set.

Chapter 5 is devoted to generalized coloring problems in line graphs. Here, we detect the first classes of graphs, namely line graphs of trees, line graphs of bipartite graphs and line graphs of line-perfect graphs, where generalized coloring problems diverge in terms of $\mathcal{NP}$-hardness.

In Chapter 6 we study the approximability of generalized coloring problems in line graphs, in comparability graphs and in general graphs. We derive approximation algorithms with a performance guarantee using both the standard approximation ratio and the differential approximation ratio. We show that both Min Split-coloring and Min Cocoloring are at least as hard as Min Coloring to approximate from the standard approximation ratio point of view, whereas, they admit a polynomial time differential approximation scheme and Min Coloring only a constant differential approximation ratio. We also show that Min Cocoloring reduces to Min Split-coloring in all classes of graphs closed under addition of disjoint cliques and under join of a complete $k$-partite graph.

In Chapter 7, we handle two different applications of Min Split-coloring in permutation graphs. They give birth to a new problem, called Min Threshold-coloring, that we study in the same spirit as the other generalized coloring problems.

In the last chapter, we present several open questions arising from this thesis.

**Keywords**: Generalized vertex coloring, Split-coloring, Cocoloring, Polar graphs, Approximation
Résumé

La théorie des graphes a eu en essor remarquable dans la communauté scientifique pendant les dernières décennies. Le problème de coloration de sommets (Min Coloration) mérite une attention particulière puisqu’il a de nombreuses applications. Il intéresse les mathématiciens pour une raison de plus : il est extrêmement difficile à résoudre de manière efficace.

Dans cette thèse, nous introduisons plusieurs problèmes qui généralisent le problème usuel de coloration de sommets, et par conséquent, étendent son domaine d’application. Un graphe est \((p,k)\)-colorable si son ensemble de sommets peut être partitionné en \(p\) cliques et \(k\) ensembles stables. Pour un \(p\) (respectivement \(k\)) donné, nous considérons les problèmes suivants : comment choisir les \(p\) cliques (respectivement \(k\) ensembles stables) à enlever du graphe de manière à minimiser le nombre d’ensembles stables (respectivement cliques) qui partitionnent les sommets restants ? Ces problèmes sont appelés les problèmes de \((p,k)\)-coloration. Nous introduisons aussi le problème Min Coloration Scindée qui consiste, pour un graphe \(G\) donné, à minimiser \(k\) tel que \(G\) soit \((k,k)\)-colorable. Par ailleurs, pour un graphe \(G\) donné, l’objectif du problème Min Cocoloration est de minimiser la somme \(p+k\) tel que \(G\) soit \((p,k)\)-colorable. Tous ces problèmes qui se nomment problèmes de coloration généralisée, sont évidemment au moins aussi difficile que Min Coloration. Le but de cette thèse est d’étudier les problèmes de coloration généralisée dans des classes de graphes restreintes afin de pouvoir mettre en évidence les difficultés relatives de ces problèmes. Pour y parvenir, on détermine de façon précise les limites entre les problèmes \(\mathcal{NP}\)-difficiles et ceux qui sont solubles polynomiallement.

Le premier chapitre présente les problèmes de coloration généralisée en mettant en évidence certains résultats préliminaires qui vont guider les questions considérées dans les chapitres suivants.

Le second chapitre présente la première classe de graphes, à savoir les cactus, où on peut résoudre Min Coloration Scindée en temps polynomial. De plus, nous observons que les problèmes de coloration généralisée peuvent être résolus en temps polynomial dans les graphes triangulés.

Le résultat principal du troisième chapitre est une nouvelle caractérisation des cographe : il est équivalent de dire que \(G\) est un cographe et d’affirmer que, pour tout sous-graphe \(G' \subseteq G\), \(G'\) est \((p,k)\)-colorable si et seulement si \(G'[V \setminus K]\) est \((p-1,k)\)-colorable, où \(K\) est une clique maximum de \(G'\). Ce résultat implique des algorithmes combinatoires simples pour
résoudre tous les problèmes de coloration généralisée ; celui proposé pour Min Cocoloration améliore la meilleure complexité de temps connue jusqu’à présent.

Dans le quatrième chapitre, nous considérons la reconnaissance des graphes polaires que l’on peut également voir comme une \((p, k)\)-coloration particulière, où les \(p\) cliques forment une union disjoints de cliques (i.e., sans aucune arête entre elles) et les \(k\) ensembles stables forment un graphe \(k\)-parti complet. Il a déjà été démontré que la reconnaissance des graphes polaires est \(NP\)-complète. Nous déterminons la première classe de graphes, à savoir les cographes, où les graphes polaires peuvent être reconnus en temps polynomial, plus précisément en temps \(O(n \log n)\). Nous caractérisons également les cographes polaires par des sous-graphes interdits. De la même manière, nous caractérisons les cographes monopolaires, i.e., les cographes qui admettent une partition polaire avec au plus une clique ou au plus un ensemble stable.

Le cinquième chapitre est consacré aux problèmes de coloration généralisée dans les graphes aux arêtes. Nous déterminons les premières classes de graphes où les problèmes de coloration généralisée divergent en termes de \(NP\)-complétude. Ces classes sont les graphes aux arêtes des arêtes, les graphes aux arêtes des graphes bipartis et les graphes aux arêtes des graphes arête-parfaits.


Dans le septième chapitre, nous considérons deux applications de Min Coloration Scindée dans les graphes de permutations. Elles donnent naissance à un nouveau problème, appelé Min Coloration avec Seuil, que nous abordons avec la même méthodologie que celle utilisée pour les autres problèmes de coloration généralisée.

Dans le dernier chapitre, nous présentons plusieurs questions ouvertes qui surgissent de cette thèse.

**Mots-clés :** Coloration de sommets généralisée, Coloration Scindée, Cocoloration, Graphes polaires, Approximation
Özet

Graf teorisi son yıllarda daha da artan bir ilgi ile gelişimini sürdürmektedir. Tepe boyama problemi, geniş bir uygulama alanına sahip olmasının yaması, etkin bir çözümünün bulunmasının son derece zor olması nedeniyle de bu gelişmede özel bir yere sahiptir.

Bu çalışmada, tepe boyama problemi ve dolayısıyla uygulama alanını genelleştiren yeni problemler incelenmiştir. Tepe kümesi, p tane kliğe ve k tane bağımsız kümeye parçalanabilen bir graf \((p,k)\)-boyanabilir olarak adlandırılmıştır. Verilen bir \(p\) (ya da \(k\)) doğal sayısı için, graftan silinecek \(p\) kliği (ya da \(k\) bağımsız küme), geriye kalan tepeleri parçalayabilecek bağımsız küme (ya da klikt) sayısının en azındık şekilde nasıl seçmeliyiz sorusu gözönüne alınmıştır. Bu çalışmada, ifade edilen \((p,k)\)-boya problemi olarak adlandırılmıştır. Bununla birlikte, verilen bir \(G\) grafının \((k,k)\)-boyanabilir olacak şekilde \(k\) sayısının en küçük değerini bulma problemi \(yark-boya\) problemi bağlığı altında tanımlanmıştır. \(Tam-boya\) problemi olarak tanımlanan, verilen bir \(G\) grafının \((p,k)\)-boyanabilir olması sağlanayacak en küçük \(p+k\) doğal sayısının bulunması problemi de incelenmiştir. Yukarıda ifade edilen problemler \(genelleştirilmiş boya problemleri\) bağlığı altında toplanırsa, bunların en az “klasik” boyama problemi kadar zor olduklarını açıklar. Bu tezin amacı, genelleştirilmiş boyama problemlerini kesitlenmiş bazı graf sınıflarında incelyerek, incelendikleri sınıflardan kaynaklanan \(NP\)-zor veya polinomyal olmalarına yol açan nedenleri ortaya koymak ve bu şekilde, belirtilen problemlerin birbirlerine göre zorluklara açıklik getirmektir.

Birinci bölüm, genelleştirilmiş boyama problemlerine ait tanım ve özelliklerle, daha sonraki bölümlerde kullanılabilecek temel bilgileri içermektedir.

İkinci bölüm, yark-boya probleminin polinomyal çözülebilir olduğu graf sınıflarından bilinen ilk sınıf olan kaktüsleri ele almaktadır. Bu bölümde ek olarak, genelleştirilmiş boyama problemlerinin üçgensel grafların için polinomyal çözülebilir olduğu gözlemlemiştir.

Üçüncü bölümde elde edilen en önemli sonuç kografların yeni bir karakterizasyonudur. Buna göre, bir \(G\) grafının kograf olması eşdeğer biçimde şu şekilde ifade edilebilir: her bir \(G'\subseteq G\) altgrafta için, \(G'\)'ın bir \((p,k)\)-boyanabilir graf olabilmesi için gereklilik ve yeten koşul, \(K\) kliği \(G'\) grafının bir maksimum kliği olmak üzere \(G'[V\setminus K]\)'nın \((p-1,k)\)-boyanabilir olmasıdır. Bu sonuc yardımcıla genelleştirilmiş boyama problemlerini çözen kombinatoryal algoritmaları sunmuştur. Buna göre, tam-boyama problemi için literatürdeki algoritmalarla kıyaslandığında en iyi zaman karmaşıklığı elde edilmiştir.

Dördüncü bölümde, \(p\) kliğin ayrık olduğu (aralarında hiçbir ayrıt bulunmadiği) ve \(k\) bağımsız
siz kümenin tam \( k \)-parçalı bir graf oluşturduğu (aralarında mümkün olan tüm aşıtların bulunduğu) özel bir \( (p, k) \)-boyma problemi olarak da düşünülebilecek olan, bir grafın kutupsal olup olmadığını belirleme (tanma) problemi ele alınmıştır. Kutupsal grafların tanınmasının \( N'P \)-tam olduğu bilinmektedir. Kutupsal grafların kograflar içinde \( O(n \log n) \) zamanda tanımlığı gösterilerek, kutupsal grafların polinomyal zamanda tanımlığı bilinen ilk kışılı graf sınıfı bulunmuştur. Bunun yanı sıra, yasak altgraflar ile kutupsal grafların karakterizasyonu verilmiştir. Benzer şekilde, en fazla bir klik ya da en fazla bir bağımsız küme bulunduğun kutupsal parçalanması olan, diğer eylemler tek-kutupsal, kograflar karakterize edilmiştir.

Beşinci bölüm ayrıntı graflar sınıfında genelleştirilmiş boyama problemlerine ayrılmıştır. Genelleştirilmiş boyama problemlerinin, ağaçların, iki-parçalı grafların ve ayrıntı-mükemmellik grafların ayrıntı graflarında \( N'P \)-zorlu açıdan farklı davranışlı ortaya konmuştur.

Altıncı bölümde ise, ayrıntı graflar, karıştırmalı graflar ve genel graflar içinde genelleştirilmiş boyama problemlerinin yaklaşıklık analizi yapılmıştır. Hem standart hem de diferansiyel yaklaşımların kullanarak performans garantisi veren yaklaşım algoritmaları türetilmiştir. Yarık-booyma ve tam-boyma problemlerinin standart yaklaşım oranı açıdan en az klasik boyama problemi kadar zor oldukları, ancak her ikisinin de polinomyal zamanlı diferansiyel yaklaşım şemasına, bununla birlikte klasik boyama probleminin ise sadece sabit diferansiyel yaklaşım oranına sahip oldukları gösterilmiştir. Diğer yandan, ayrıntı klikler eklemesi ve tam \( k \)-parçalı bir grafın tam bağıntı işlemleri olgunluk gösterecek olan tüm graf sınıflarında, tam-boyma probleminin yarık-boyama problemine indirgendiği gösterilmiştir.


Son bölümde, bu tür çalışmasında karşılaşılan cevabı açık olan sorulara yer verilmiştir.

**Anahtar kelimeler**: Genelleştirilmiş tepe boyama, Yarık-booyma, Tam-booyma, Kutupsal graf, Yaklaşım
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Introduction

Combinatorial optimization problems are studied in a broad variety of fields. They are of great use for modeling several real world problems occurring in telecommunication, transportation, distribution systems, robotics, stock management, production systems and scheduling. Indeed, setting an appropriate model for a particular problem is a difficult task; but, mostly, solving it in an efficient way appears to be even more difficult. This is why the combinatorial optimization problems are at the heart of many research topics in discrete mathematics, theoretical computer science and operations research.

Most combinatorial optimization problems of great practical relevance are shown to be extremely hard to solve; this means, with a very strong evidence, that there is no polynomial time \textit{exact} algorithm to solve them (in an exact way). These problems are said to be \textit{NP-hard} (or equivalently, they belong to the complexity class of \textit{NP-hard}) and the time required to obtain their optimal solutions grows very quickly beyond the time limits of the human life. Therefore, from a practical point of view, showing that a combinatorial optimization problem is \textit{NP}-hard or not has a crucial importance.

There are several ways of handling \textit{NP}-hard problems. In the first method, one may focus on some particular cases and reduce the analysis of the problem to this framework. The question is then to know whether the problem remains \textit{NP}-hard or else, it becomes \textit{polynomially solvable} under these specific assumptions. Detecting such restricted cases where the problem can be efficiently solved contributes to the localization of the border between “hard” and “tractable”, and gives a deeper insight on the real difficulty of the problem. Secondly, one may cope with the computational hardness by aiming at obtaining some approximate solutions, that is a solution which is “close” to the optimal one, by means of some polynomial time \textit{approximation algorithms}. The guarantee of performance of an approximate solution is then evaluated considering a worst possible case; this tells us how far the approximate solution can be from an optimal solution in the worst case. The quality of the best approximation algorithm that a problem admits, is another tool to measure the intrinsic difficulties of combinatorial optimization problems. In the third approach, one may concentrate on the sole objective of obtaining, in a reasonable time, some “good” solutions, which are not necessarily optimal but the best possible among a set of acceptable solutions for a real world application. Guiding rules of such algorithms are usually based on some intuitive ideas; thus, this field is known as \textit{heuristics}. On the contrary to the second method, in general, no theoretical performance guarantee is known beforehand for a
heuristic; its quality is tested empirically.

In this dissertation, we adopt the first two approaches to deal with some \( \mathcal{NP} \)-hard problems which arise in graph theory. The latter is a powerful tool of extended use in operations research not only for modeling real world problems, but also for developing new methods in problem solving.

Graph theory originates with a 1736 paper “The Seven Bridges of Königsberg” by Euler [54] and since then, the field has undergone a tremendous development. Vertex coloring is one of the most extensively studied problems in graph theory for both its power of modeling a wide range of real world problems (see [36, 122]) and its theoretical interests (see for instance [10, 11, 81, 99, 23]). Given a graph, Min (vertex) Coloring is the problem of covering its vertex set with a minimum number of stable sets (i.e., sets of pairwise non-adjacent vertices).

In this work, our main concern is to generalize Min Coloring in order to cover an even wider field of applications. To this end, we introduce Min Split-coloring which is the problem of covering the vertices of a given graph with a minimum number of split graphs, that is, a graph whose vertex set can be partitioned into one stable set and one clique (i.e., a set of pairwise adjacent vertices). More generally, we consider the problem of covering the vertex set of a given graph with \( p \) cliques and \( k \) stable sets; several optimization problems (called generalized coloring problems) arising from this definition are studied, including Min Cocoloring [98, 53, 78]. To our knowledge, there is no study on these problems (except Min Cocoloring) in the literature; this thesis is a contribution to this field (see [50, 40, 41, 39, 42, 51]). We detect new polynomially solvable cases for Min Cocoloring and for some other problems. We also give approximation results for generalized coloring problems. In this manner, we provide a new insight on the relative difficulties of these problems and open the way to extensions of the application field of the coloring problem.

Let us briefly describe a problem occurring in robotics which can be modeled with Min Split-coloring but for which Min Coloring is not appropriate. Suppose that items to be collected are aligned along a storage corridor. There is a robot to collect these items with the constraint that the robot makes a two-way trip along the corridor and that the sizes of the items collected should be decreasing for the whole trip of the robot to ensure the stability of the pile. We assume that the robot can start its trip from either end of the corridor. The objective is to minimize the number of two-way trips that the robot makes in order to collect all the items while satisfying the constraint of decreasing sizes. One can show that this problem can be modeled as Min Split-coloring in the class of permutation graphs which is a subclass of perfect graphs. More precisely, the sizes of the items aligned on a corridor constitute a permutation. One can define the graph of this permutation by representing each item (of a certain size) by a vertex and by linking two vertices if the item having a larger size comes before the other one in the permutation. Then, the subgraph representing the items collected by the robot during one two-way trip corresponds to a split graph. This topic is studied in Chapter 7.

Let us sketch the contents of this dissertation. Chapter 1 introduces in a formal way the
generalized coloring problems and some preliminary results. Chapters 2, 3 and 5 are devoted to the detection of polynomially solvable cases in cacti and triangulated graphs, cographs, and line graphs, respectively. Chapter 4 studies several problems such as recognition and forbidden subgraph characterization, related to the polar cographs. In Chapter 6, we develop approximation algorithms for generalized coloring problems in several classes of graphs where they remain $\mathcal{NP}$-hard. Finally, Chapter 7 deals with some applications of Min Split-coloring and some problems resulting from them. We conclude in the last chapter and mention some avenues for future research.
Chapter 1

Definitions and preliminary results

1.1 Basic definitions

1.1.1 Computational Complexity

Combinatorial optimization consists of finding the best among a finite (or at least countable) set of choices. In other words, it is minimizing or maximizing a function on a discrete set while satisfying some constraints. We note that all the problems considered in this dissertation are combinatorial optimization problems.

In combinatorial optimization, the computational complexity of an algorithm is of crucial importance from a practical point of view. The theory of \( \mathcal{NP} \)-completeness deals with the classification of combinatorial problems in terms of the computational difficulties of the exact algorithms that they admit.

A problem is formally defined by a general description of its parameters and the statement of the properties that its answer, or its solution, is required to satisfy. An instance is just a realization of the problem parameters. We distinguish two types of problems: decision problems are those having an answer of the form “yes” or “no”, whereas optimization problems require a solution of the best value, i.e., minimum or maximum value, among all possible solutions. In the latter case, a solution of the best value is called an optimal solution.

An algorithm is a step-by-step procedure giving a solution for a particular problem. An (exact) algorithm is said to solve a problem if it gives a true answer (or an optimal solution) for every possible instance of the problem under consideration. The time complexity function of an algorithm expresses the time requirements in the size of the problem, which is typically measured by the input length of the problem. It gives, for any possible size, the largest amount of time needed for the algorithm to solve a problem instance of that size.

If a problem \( \Pi \) admits an exact algorithm whose complexity function is polynomial, then we say that \( \Pi \) is “well solved” and it belongs to the class \( \mathcal{P} \) of polynomially solvable problems. Roughly speaking, we say that problems for which the only known exact algorithms have an exponential time complexity (in the size of the problem) are “difficult”, since the exponential growth of time requirement makes the problem intractable in a “reasonable”
amount of time. We define the class $\mathcal{NP}$ to classify these “difficult” problems; we denote by $\mathcal{NP}$ the class of decision problems that can be solved by a “non-deterministic” polynomial algorithm. In other words, $\mathcal{NP}$ is the class of decision problems for which there is a polynomial time algorithm verifying the correctness of the proof of an answer “yes”. Most problems not known in $\mathcal{P}$ belong to this class. Finally, there is a class of “hardest” decision problems in $\mathcal{NP}$, denoted by $\mathcal{NP}$-complete; every problem in $\mathcal{NP}$ is polynomially reduced to every problem in $\mathcal{NP}$-complete. It means that if one could solve a problem in $\mathcal{NP}$-complete by a polynomial time algorithm $A$, then all the problems in $\mathcal{NP}$ could be polynomially solved by performing $A$ only a polynomial number of times and by doing a polynomial number of elementary operations.

An optimization problem whose decision version is $\mathcal{NP}$-complete is $\mathcal{NP}$-hard since, obviously, it can be used to solve the associated decision problem.

The foundations for the theory of $\mathcal{NP}$-completeness were stated by S. Cook in 1971 [27]. Further developments containing a collection of $\mathcal{NP}$-complete problems can be found in [95]. The book of Garey and Johnson [70] published in 1979 remains the first reference for the theory of $\mathcal{NP}$-completeness.

Since a major part of this dissertation is devoted to the classification of several problems in $\mathcal{P}$ and $\mathcal{NP}$-complete, the reader is referred to [70] any time more information is needed on the theory of $\mathcal{NP}$-completeness, and to [28] for algorithms and time complexity computations.

1.1.2 Graph theory

In this section, we give some fairly standard definitions on graph theory. More specific notions will be defined in corresponding chapters.

A graph is nothing but a finite set of points and a set of lines joining some pairs of points. Let us put it in a more formal way as follows.

**Definition 1.1 (graph).** A graph $G = (V, E)$ is defined by its vertex set $V = \{v_1, \ldots, v_n\}$ and its edge set $E = \{v_iv_j : v_i, v_j \in V\}$.

Figure 1.1 shows an example of graph where vertices are linked by some edges.

![Graph Example](image)

Figure 1.1: A graph with 5 vertices and 8 edges.

In this dissertation, graphs are undirected (edges are unordered pairs) and simple (no mul-
tiple edges, no loops), unless stated otherwise.

The size of a graph \( G = (V, E) \) is the cardinality of \( V \). We say that two vertices are adjacent if they are linked by an edge. A neighbor of a vertex \( v \) is a vertex which is adjacent to \( v \). Then, \( N(v) \) denotes the neighborhood of \( v \), i.e., the set of all neighbors of \( v \). The cardinality of \( N(v) \) is called the degree of \( v \) and is denoted by \( d(v) \). \( \Delta(G) \) is the maximum degree of a vertex in \( G \). The non-neighborhood of a vertex \( v \) is given by \( \overline{N}(v) = V \setminus (N(v) \cup \{v\}) \). Two edges are said to be adjacent if they have a common vertex. Also, we say that an edge \( v_iv_j \) is incident to \( v_i \) and \( v_j \) (or equivalently \( v_i \) and \( v_j \) are incident to the edge \( v_iv_j \)).

Given a graph \( G = (V, E) \), the complement of \( G \), denoted by \( \overline{G} \), is defined by the same vertex set and two vertices in \( \overline{G} \) are linked by an edge if and only if they are not linked in \( G \).

**Definition 1.2 (path).** Let \((v_1, \ldots, v_k)\) be a sequence of distinct vertices such that \( v_i v_{i+1} \in E, i = 1, \ldots, k-1 \). Then, it is a path of length \( k - 1 \), denoted by \( P_k \).

**Definition 1.3 (cycle).** Let \((v_1, \ldots, v_k)\) be a sequence of distinct vertices such that \( v_i v_{i+1} \in E, i = 1, \ldots, k-1 \) and \( v_1 v_k \in E \). Then, it is a cycle of length \( k \), denoted by \( C_k \).

**Definition 1.4 (clique).** Given a graph, a clique is a set of pairwise adjacent vertices.

**Definition 1.5 (stable set).** Given a graph, a stable set is a set of pairwise non-adjacent vertices.

Given a graph \( G \), \( \omega(G) \) and \( \alpha(G) \) denote respectively the size of a largest clique and the size of a largest stable set in \( G \). \( \alpha(G) \) is also called the stability number of \( G \). In general, \( K_k \) and \( S_k \) denote respectively a clique and a stable set of size \( k \); in other words a \( k \)-clique and respectively a \( k \)-stable set. Given a graph \( G \), finding \( \omega(G) \) and \( \alpha(G) \), called respectively Max Clique and Max Stable Set, are \( \mathcal{NP} \)-hard.

**Definition 1.6 (vertex coloring).** A vertex coloring (or simply coloring) of a graph \( G = (V, E) \) is a function \( c : V \rightarrow C \) from the set of vertices to a set of colors (which is typically represented by a set of integer numbers) in such a way that \( c(v_i) \neq c(v_j) \) whenever \( v_i v_j \in E \). A \( k \)-coloring of \( G \) is a coloring using at most \( k \) colors.

If a graph \( G \) admits a \( k \)-coloring, then we say that \( G \) is \( k \)-colorable.

**Definition 1.7 (Min Coloring).** Given a graph \( G \), Min Coloring is the problem of finding the smallest \( k \) such that \( G \) is \( k \)-colorable.

The optimal value of Min Coloring is called chromatic number and is denoted by \( \chi(G) \). Note that, in a graph coloring, each color class corresponds to a stable set. Hence, minimum coloring of a graph \( G = (V, E) \) can be seen as a partition of \( V \) into a minimum number of stable sets. 3-colorability is known to be \( \mathcal{NP} \)-complete [71] implying that Min Coloring is \( \mathcal{NP} \)-hard in general.
Definition 1.8 (Min Clique Cover). Given a graph $G = (V, E)$, Min Clique Cover is the problem of finding the smallest number of cliques partitioning $V$.

The optimal value of Min Clique Cover, which is also $\mathcal{NP}$-hard, is called clique cover number and is denoted by $\theta(G)$.

For a set $V' \subseteq V$, $G[V']$ denotes the subgraph of $G$ induced by $V'$, meaning that $G[V'] = (V', E')$ where $E' = \{v_iv_j : v_i \in V', v_j \in V' \text{ and } v_iv_j \in E\}$. Whereas, a partial subgraph of $G$ has a vertex set and an edge set, which are respectively subsets of the vertex set and the edge set of $G$. In what follows, a subgraph $H$ of $G$, denoted by $H \subseteq G$, is always an induced subgraph of $G$, unless stated otherwise. Note that we sometimes denote $G[V \setminus \{v\}]$ and $G[V \setminus V']$ respectively by $G \setminus v$ and $G \setminus V'$, for the sake of simplicity.

Let $G$ and $H$ be two graphs. We say that $G$ is $H$-free if $G$ does not contain $H$ as an induced subgraph.

In the analysis of problems such as Min Clique Cover, Min Coloring, Max Clique and Max Stable Set, there is a particularly important class of graphs, called perfect graphs.

Definition 1.9 (Perfect graphs). A graph $G$ is perfect if and only if for all $H \subseteq G$, we have $\chi(H) = \omega(H)$.

In particular, for the class of perfect graphs, the stability number as well as the chromatic number can be determined in polynomial time (see [81]). It was shown by Lovász in 1972 [99] that a graph $G$ is perfect if and only if its complement is perfect (this was known as the weak perfect graph conjecture (see [111]). Therefore, a graph $G$ is perfect if and only if for all $H \subseteq G$, we have $\theta(H) = \alpha(H)$. Let us also state the following theorem known as the Strong Perfect Graph Conjecture from 1961 (formulated by Berge [10]) until it has been proven by Chudnovsky, Robertson, Seymour and Thomas in 2002 [23].

Theorem 1.10 ([23]). A graph $G$ is perfect if and only if it does not contain any odd hole (i.e., $C_{2k+1}, k \geq 2$), or odd antihole (i.e., the complement of $C_{2k+1}, k \geq 2$) as an induced subgraph.

Note that in this dissertation, we will be dealing mostly, but not always, with subclasses of perfect graphs.

Given a graph, the problem of covering its vertex (or edge) set by disjoint sets (with some property) is called a partitioning problem, whereas finding a vertex (or edge) set of maximum size verifying some property is a packing problem.

Each time we mention that a set is maximal or minimal, we mean inclusionwise; a set $L$ is maximal (respectively minimal) with respect to a certain property $P$ if $P$ holds for $L$ but the addition (respectively the removal) of an element transforms $L$ into a set not verifying $P$. Whereas the terms maximum and minimum refer to the size of a set.

A graph $G$ is called connected if there is a path linking any pair of vertices in $G$. A connected component of $G$ is then a maximal connected subgraph of $G$. A graph which is not connected is called disconnected.
Let $H$ be a graph, we denote by $kH$ a graph consisting of $k$ connected components isomorphic to $H$. In other words, $kH$ is the graph obtained by taking disjoint union of $k$ copies of $H$; it is denoted by $kH = \bigcup_{i=1}^{k} H_i$, where each $H_i$ is isomorphic to $H$. We also define the join of two graphs $G_1$ and $G_2$; it is the graph $G_1 \cup G_2$ denoted by $G_1 \oplus G_2$.

A class of graphs $\mathcal{G}$ is called hereditary if every subgraph of a graph in $\mathcal{G}$ also belongs to $\mathcal{G}$. Note that in this dissertation, only hereditary classes of graphs are considered, unless otherwise stated.

In what follows, for a given graph $G = (V, E)$, we have $|V| = n$ and $|E| = m$. See [11] for all graph theoretical notions not given here.

## 1.2 Generalized vertex coloring problems

### 1.2.1 Definitions and basic properties

The problems we deal with in this dissertation are all some generalizations of Min Coloring. Roughly speaking, given a graph, we want to cover its vertex set not only with stable sets but also with cliques. We obtain different problems according to the objective function we choose. In this section, we define the main problems commonly studied in all chapters; namely $(p, k)$-coloring problems, Min Split-coloring and Min Cocoloring. We also introduce the notion of polar graphs, exclusively studied in Chapter 4, which is a particular way of partitioning the vertices of a given graph into cliques and stable sets. In the sequel, let us present our basic problem in the most general form.

**Definition 1.11** ($\langle p, k \rangle$-coloring). A graph $G = (V, E)$ is $(p, k)$-colorable if $V$ can be partitioned into $p$ cliques and $k$ stable sets of $G$, i.e., $V = \left( \bigcup_{i=1}^{p} K^i \right) \cup \left( \bigcup_{j=1}^{k} S^j \right)$ where $K^i$’s are cliques and $S^j$’s are stable sets. Such a partition $(K^1, \ldots, K^p, S^1, \ldots, S^k)$ is called a $(p, k)$-coloring of $G$.

We denote by $\mathcal{K}_p\mathcal{S}_k$ the class of $(p, k)$-colorable graphs. Obviously, if $G \in \mathcal{K}_p\mathcal{S}_k$ then $G \in \mathcal{K}_{p'}\mathcal{S}_{k'}$ for all $p' \geq p$ and $k' \geq k$. Given a class $\mathcal{G}$ of graphs, $\mathcal{G} \cap \mathcal{K}_p\mathcal{S}_k$ is said to be polynomially determined if there exists a polynomial time algorithm computing, for every graph $G \in \mathcal{G}$, a $(p, k)$-coloring of $G$ whenever $G \in \mathcal{K}_p\mathcal{S}_k$ or recognizing that $G \notin \mathcal{K}_p\mathcal{S}_k$. Here are the two optimization problems that we call $(p, k)$-coloring problems.

**Definition 1.12** ($\langle p_{\min}, k \rangle$-coloring). Given a graph $G$ and an integer $k$, $(p_{\min}, k)$-coloring is the minimization problem of finding

$$p_{\min}(G) = \min\{p : G \in \mathcal{K}_p\mathcal{S}_k\}.$$ 

In a similar way we define the symmetric problem.

**Definition 1.13** ($\langle p, k_{\min} \rangle$-coloring). Given a graph $G$ and an integer $p$, $(p, k_{\min})$-coloring is the minimization problem of finding

$$k_{\min}(G) = \min\{k : G \in \mathcal{K}_p\mathcal{S}_k\}.$$ 
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The recognition of \((p,k)\)-colorable graphs has been already studied in the literature [16, 18, 58, 96]. Nevertheless, the first results on the corresponding optimization problems that we call \((p,k)\)-coloring problems are given in [40, 41] and gathered in this thesis.

Let us now define the problem of Min Split-coloring which is our main concern in this dissertation.

**Definition 1.14 (Min Split-coloring).** Given a graph \(G\), Min Split-coloring consists in finding

\[
\chi_S(G) = \min \{ \max(p,k) : G \in \mathcal{K}_{pS_k} \} = \min \{ k : G \in \mathcal{K}_{kS_k} \}
\]

where \(\chi_S(G)\) is called the split-chromatic number of \(G\). A partition of the vertex set of \(G\) into \(k\) cliques and \(k\) stable sets is called a \(k\)-split-coloring of \(G\).

Note that the second term defining \(\chi_S(G)\) is equivalent to the first one since in a split-coloring, one may always suppose that there are empty cliques or stable sets.

**Definition 1.15 (Split graph).** A graph \(G = (V,E)\) is a split graph if its vertex set \(V\) can be partitioned into a clique \(K\) and a stable set \(S\). The pair \((K,S)\) is called a split partition.

The reason why the problem defined in Definition 1.14 is called Min Split-coloring is that, it amounts to covering the vertex set of a given graph by a minimum number of split graphs. Min Split-coloring was recently defined in [50] by Ekim and de Werra. Later on, various papers giving first results on Min Split-coloring were published [40, 41, 44]; they are all integrated in this dissertation.

Finally, the last problem we deal with consists in minimizing the total number of cliques and/or stable sets covering all the vertices of a graph.

**Definition 1.16 (Min Cocoloring).** Given a graph \(G\), Min Cocoloring is the problem of finding

\[
z(G) = \min \{ p + k : G \in \mathcal{K}_{pS_k} \}
\]

where \(z(G)\) is called the cochromatic number of \(G\). A partition of the vertex set of \(G\) into \(p\) cliques and \(k\) stable sets is called a \((p+k)\)-cocoloring of \(G\).

Contrary to Min Split-coloring, Min Cocoloring is widely studied in the literature; first defined in [98] by Lesniak and Straight, \(\mathcal{NP}\)-completeness proofs and polynomial cases are given in [76, 78, 117], approximation results are derived in [65] and extremal graph theoretical results are given in [53, 77].

In all these generalizations of Min Coloring, taking cliques and stable sets together has the nice property of complementarity: the problem is basically the same whether we consider the graph \(G\) or its complement \(\overline{G}\). In fact, \(G \in \mathcal{K}_{pS_k}\) if and only if \(\overline{G} \in \mathcal{K}_{kS_p}\). This implies that \(z(G) = z(\overline{G})\), \(\chi_S(G) = \chi_S(\overline{G})\), \(p_{\min}(G) = k_{\min}(\overline{G})\) and \(k_{\min}(G) = p_{\min}(\overline{G})\) (for \(k = p\)). Restricted to Min Split-coloring, we come up with the auto-complementarity property, which means that solving Min Split-coloring in a graph is equivalent to solve it in its complement. Moreover, \((p,k)\)-coloring problems, Min Split-coloring and Min Cocoloring are all hereditary.
since any induced subgraph of a split graph, a clique and a stable set are respectively a split graph, a clique and a stable set. It follows that if a graph $G$ is $(p,k)$-colorable then for all $H \subseteq G$, $H$ is also $(p,k)$-colorable.

We also associate a packing problem with the $(p,k)$-coloring of a graph.

**Definition 1.17 (Max $(p,k)$-colorable subgraph).** Given a graph $G$, Max $(p,k)$-colorable subgraph consists in finding an induced $(p,k)$-colorable subgraph of maximum size in $G$. Its optimal value is denoted by $\alpha_{p,k}(G)$.

By convention, $\alpha_{0,0}(G) = 0$. Also, by definition, $\alpha_{1,0}(G) = \omega(G)$ and $\alpha_{0,1}(G) = \alpha(G)$. Note that $\alpha_{1,1}(G)$, called the split-independence number of $G$ and also denoted by $\alpha_S(G)$, is the size of a largest induced split graph in $G$.

We remark that in the context of $(p,k)$-coloring problems and Min Cocoloring, a color corresponds to either a clique or a stable set whereas a color is equivalent to a split graph in the case of split-coloring.

One may immediately derive some natural relations between the optimal values of the above problems: we have clearly $\chi_S(G) \leq z(G)$ and also $z(G) \leq \min(\chi(G), \theta(G))$ since any coloring or covering by cliques is also a cocoloring. Furthermore, we have $z(G) \leq 2\chi_S(G)$ because a split-coloring with $\chi_S(G)$ colors is a cocoloring with $2\chi_S(G)$ colors. Finally, the relation $\alpha_{p,0}(G) + \alpha_{0,k}(G) - pk \leq \alpha_{p,k}(G) \leq \alpha_{p,0}(G) + \alpha_{0,k}(G)$ holds since $p$ cliques and $k$ stable sets may meet in at most $pk$ vertices.

Now, let us introduce polar graphs which are a natural extension of some classes of graphs like bipartite graphs, split graphs and complements of bipartite graphs. Their definition follows from [21].

**Definition 1.18 (Polar graph).** A graph $G = (V,E)$ is called polar if its vertex set $V$ can be partitioned into $(A,B)$ ($A$ or $B$ may possibly be empty) such that $A$ induces a complete multipartite graph (it is a join of stable sets) and $B$ a (disjoint) union of cliques (it is the complement of a join of stable sets).

It can be easily seen that polar graphs admit a particular $(p,k)$-coloring for some $p$ and $k$; complete links among stable sets and no links among cliques are two conditions that such a $(p,k)$-coloring should verify. We also use the following definition.

**Definition 1.19 ($(s,t)$-polar).** A graph is $(s,t)$-polar if it admits a polar partition $(A,B)$, where $A$ is a join of at most $s$ stable sets and $B$ is a union of at most $t$ cliques.

It can be easily noticed that $(1,1)$-polar graphs are just split graphs.

In this section, we will restrain ourselves to this introduction on polar graphs. Since polar graphs are exclusively studied in Chapter 4, their definition will be recalled and their basic properties will be discussed in a brief introduction of that chapter.
1.2.2 General framework of our study

Obviously, the decision versions of all the generalized coloring problems mentioned above are \( \mathcal{NP} \)-complete in arbitrary graphs. Considering 3-colorability which is \( \mathcal{NP} \)-complete, it is easily seen that deciding whether a graph is \((p, k)\)-colorable is \( \mathcal{NP} \)-complete for \( p \geq 3 \) or \( k \geq 3 \). It follows immediately that finding \( \alpha_{p,k} \) is also \( \mathcal{NP} \)-hard. Moreover, Min Cocoloring and Min Split-coloring are \( \mathcal{NP} \)-hard since they contain as a special case both Min Coloring and Min Clique Cover. Later in this chapter, more precisely in Corollary 1.39, we will also see that there is a class of graphs, where, although \( \alpha_{1.0}, \alpha_{0.1}, \alpha_{0.2} \) and \( \alpha_{0.3} \) can be computed in polynomial time, it is \( \mathcal{NP} \)-hard to find \( \alpha_{1.1} \). In what follows, since all the generalized coloring problems are clearly in \( \mathcal{NP} \), we simply omit this in some of the \( \mathcal{NP} \)-completeness proofs.

Several extensions of the usual vertex coloring problem have been introduced during the last decades. One of the most relevant to our study is the problem of coloring the vertices of a given graph in such a way that each color class verifies a given property \( P \). This problem originated with Folkman [64] and was extensively studied since then (see [20] for the state of the art on this topic). In [20], Brown considered the complexity status of this problem for various properties; he paid a special attention to the property of not containing an induced subgraph isomorphic to \( H \), where \( H \) is a graph fixed from the beginning. This is referred to as \textit{H-free coloring} in the literature. Along the same line, Achlioptas showed that \textit{H-free k-coloring} is \( \mathcal{NP} \)-complete for any graph \( H \) other than \( K_2 \) and \( K_2 \) for all \( k \geq 2 \) [2].

A generalization of \textit{H-free coloring} is due to Kratochvíl et al. [97]; a graph is \((\mathcal{P}_1, \ldots, \mathcal{P}_p)\)-\textit{colorable} if it admits a partition \((U_1, \ldots, U_p)\) of its vertex set, where each \( U_i \) verifies the property \( \mathcal{P}_i \). Kratochvíl et al. conjectured in [97] that for any additive hereditary graph properties \( \mathcal{P}_i \), recognizing \((\mathcal{P}_1, \ldots, \mathcal{P}_p)\)-colorable graphs is \( \mathcal{NP} \)-complete with the obvious exception of bipartite graphs. Note that a property \( P \) is \textit{additive} if for any two vertex-disjoint graphs verifying \( P \), their union also verifies \( P \). They also proved the conjecture in some special cases. Several subcases have already been settled by various authors (see [55]).

Farrugia proved this conjecture in [55] for all induced-hereditary additive properties. More generally, a graph is called \((\mathcal{P}_1, \ldots, \mathcal{P}_p, \mathcal{Q}_1, \ldots, \mathcal{Q}_k)\)-\textit{colorable} if its vertex set can be partitioned into sets \((U_1, \ldots, U_p, W_1, \ldots, W_k)\) where each \( U_i \) verifies the co-additive property \( \mathcal{P}_i \) and each \( W_j \) verifies the additive property \( \mathcal{Q}_j \) (a property \( P \) is \textit{co-additive} if its complement, that is the property verified by the complement of the graphs with property \( P \), is additive). Recently, Alekseev et al. discussed in [3] the complexity status of recognizing \((\mathcal{P}_1, \ldots, \mathcal{P}_p, \mathcal{Q}_1, \ldots, \mathcal{Q}_k)\)-colorable graphs where \( \mathcal{P}_i \)'s and \( \mathcal{Q}_j \)'s are also hereditary properties. In this case, the authors show that recognizing \((\mathcal{P}_1, \ldots, \mathcal{P}_p, \mathcal{Q}_1, \ldots, \mathcal{Q}_k)\)-colorable graphs is \( \mathcal{NP} \)-complete whenever the recognition of \((\mathcal{P}_1, \ldots, \mathcal{P}_p)\)-colorable graphs or the recognition of \((\mathcal{Q}_1, \ldots, \mathcal{Q}_k)\)-colorable graphs is \( \mathcal{NP} \)-complete. The \( \mathcal{NP} \)-completeness of \((p, k)\)-coloring problems for \( p \geq 3 \) or \( k \geq 3 \) also follows from this result; it suffices to consider \( \mathcal{P}_i \)'s as \( K_2 \)-free, and \( \mathcal{Q}_j \)'s as \( K_3 \)-free.

As it will be explained at the end of this subsection, our methodology differs from these studies where the focus is on the properties a color class is required to verify and the com-
plexity status is settled for various types of properties. We will rather fix the problems on which we work and decide their complexities in some restricted cases. Before explaining the framework of our study, let us point out some facts on the relative difficulties of the generalized coloring problems that we have introduced.

**Remark 1.20.** Min Split-coloring and Min Cocoloring are reduced to \((p, k)\)-coloring problems in the class of all finite graphs.

**Remark 1.21.** \((p_{\min}, k)\)-coloring is reduced to \((p, k_{\min})\)-coloring and vice versa in the class of all finite graphs.

Notice that a polynomial time algorithm for \((p_{\min}, k)\)-coloring or \((p, k_{\min})\)-coloring (for any given \(p\) and \(k\)) would immediately imply polynomial time algorithms for Min Split-coloring and Min Cocoloring. In fact, solving one of the general \((p, k)\)-coloring problems, say for instance \((p, k_{\min})\)-coloring (respectively \((p_{\min}, k)\)-coloring), for at most \(n\) (but in reality much less) different values of \(p\), one can solve \((p_{\min}, k)\)-coloring (respectively \((p, k_{\min})\)-coloring), Min Split-coloring and Min Cocoloring by choosing the value of \(p\) which allows to optimize the subjective function of the problem under consideration. In other words, \((p, k)\)-coloring problems are more difficult than Min Split-coloring and Min Cocoloring and moreover, \((p, k_{\min})\)-coloring and \((p_{\min}, k)\)-coloring always belong to the same complexity class independently from the class of graphs in which we restrict our analysis. In return, there is no such comparison between Min Split-coloring and Min Cocoloring; this topic will be discussed in more details in Chapters 5, 6 and 7.

Although split graphs have been extensively studied by many authors (see [62, 63, 82, 9, 22]), Min Split-coloring does not seem to have been studied to our knowledge. The only coloring problem related to split graphs which appears extensively in the literature deals with the case where the edge set of a graph has to be covered [22, 100]. However, this problem of edge coloring by split graphs has neither the hereditary character nor the auto-complementarity property mentioned above.

In a similar way, to our knowledge, the optimization problems of \((p, k)\)-coloring, namely \((p_{\min}, k)\)-coloring and \((p, k_{\min})\)-coloring, were not defined before [40] although they appear implicitly in some algorithms of [78] and [87].

This dissertation consists in a systematic study of generalized coloring problems defined in this section by restricting our analysis to different classes of graphs. Each time, either we derive polynomial time algorithms solving efficiently the problem under consideration, or we show that, even under these particular assumptions, the problem we handle remains \(\mathcal{NP}\)-hard. In the latter case, an approximation algorithm will be derived and its approximation ratio will be analyzed. When appropriate, non approximability results will also be established. Then, our purpose will be to compare the behavior of each problem in order to determine in a best possible way the limits between \(\mathcal{NP}\)-completeness and polynomiality, and also to study their relative computational difficulties (in terms of admitting polynomial time exact algorithms or the quality of the approximation ratios).

Getting back to polar graphs, it was shown in [21] that recognizing whether an arbitrary
graph is polar is $\mathcal{NP}$-complete. In our work, we detect the first class of graphs, to our knowledge, where the recognition of polar graphs becomes polynomial.

### 1.3 2-split-colorability

The $\mathcal{NP}$-completeness of $k$-split-coloring for $k \geq 3$ was stated in the previous section. In the sequel, we handle the problem of 2-split-colorability and we show that it is polynomially solvable in all finite graphs. Before adopting an algorithmic approach, we first attempt to give a forbidden subgraph characterization of 2-split-colorable graphs; we derive partial results in this direction.

Now, let us introduce the notion of split-critical graphs.

**Definition 1.22 ($k$-split-critical).** A graph $G = (V, E)$ is called $k$-split-critical if $\chi_S(G) = k$ and for all $v \in V$, $\chi_S(G[V \setminus v]) = k - 1$.

We say that a graph is triangulated, or equivalently chordal, if every cycle of length at least 4 contains a chord, i.e., an edge linking two non-adjacent vertices of the cycle. Let us state the following theorem characterizing split graphs.

**Theorem 1.23 ([62]).** For every graph $G = (V, E)$, the following conditions are equivalent:

1. $G$ is a split graph;
2. $G$ and $\overline{G}$ are triangulated;
3. $G$ does not contain $2K_2$, $C_4$ or $C_5$.

According to this definition, $2K_2$, $C_4$ and $C_5$ are obviously the unique 2-split-critical structures. Moreover, the recognition of split graphs can be done by a $O(n^2)$ algorithm given in [100]. Also, a recent result in [87] shows that split graphs can be recognized by a linear algorithm in time $O(n + m)$; this topic will be developed in Section 2.2.

In order to characterize some 3-split-critical graphs and as a preliminary for further developments, we mention the following three facts. In what follows, we denote by $OC$ an odd cycle, i.e., a cycle of length $2k + 1$ with $k \geq 1$.

**Fact 1.24.** For any odd cycle $OC$ of length at least 5, we have $\chi_S(OC) = 2$; a 2-split-coloring is obtained by choosing one clique (of size one or two) and two stable sets.

**Fact 1.25.** For any two induced odd cycles $2OC$ of length at least 5, we have $\chi_S(2OC) = 2$; a 2-split-coloring is obtained by choosing one clique on each cycle and two stable sets in the remaining graph.

**Fact 1.26.** The graph $3OC$ consisting of three induced odd cycles is not 2-split-colorable, i.e., $\chi_S(3OC) \geq 3$.  
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Fact 1.26 follows from the fact that each clique can contain vertices of at most one cycle and that an odd cycle is not 2-colorable in the classical sense. Therefore, we have to assign a new color to at least one vertex of the third odd cycle as shown in Figure 1.2. Note that in all figures representing a split-coloring, cliques are encircled so that one may distinguish them from the stable sets of same color.

\[ \text{Figure 1.2: } 3OC \text{ is not 2-split-colorable.} \]

**Proposition 1.27.** A graph \( G \) consisting of three induced odd cycles \( 3OC \) or its complement \( \overline{G} = 3OC \) is 3-split-critical.

**Proof.** It suffices to notice that the way one can partition the vertices of a \( 3OC \) as in Figure 1.2 is the best possible and that in this way, the inequality of Fact 1.26 turns to be an equality. The criticality of \( 3OC \) is just routine to check. In addition, the auto-complementarity of the split-coloring gives the result. \( \square \)

The above proposition implies in particular that \( 3K_3 \) and \( 3K^c_3 \) are 3-split-critical graphs.

Now, let us open a parenthesis on \( k \)-split-critical graphs for \( k \geq 4 \) and generalize this result.

**Proposition 1.28.** \( kK_k \), disjoint union of \( k \) cliques of size \( k \), and \( \overline{kK_k} \), join of \( k \) stable sets of size \( k \) with complete links, are \( k \)-split-critical.

**Proof.** One sees immediately that \( kK_k \) is not \( (k - 1) \)-split-colorable. We obtain a \( k \)-split-coloring of \( kK_k \) by assigning repetitively a new color to a split graph consisting of an inclusion-wise maximal uncolored (sub-)clique of a \( K_k \) and a stable set having one vertex in each remaining maximal (sub-)clique. One may observe that removing any vertex makes our graph \( (k - 1) \)-split-colorable. In addition, the criticality of \( \overline{kK_k} \) is obtained by the auto-complementarity of the split-coloring. \( \square \)

Note that \( mK_k \) with arbitrary large \( m \) is still \( k \)-split-colorable, i.e., we do not increase \( \chi_S \) by adding new disjoint \( K_k \)'s, but it is no more \( k \)-split-critical. This fact can be observed for \( mK_4 \), with \( m > 4 \) in Figure 1.3.

Let us construct another \( k \)-split-critical graph which is also triangle-free. It makes use of Mycielski graphs that are constructed iteratively; we denote by \( M_k \) the Mycielski graph of iteration \( k \). We start with \( M_2 \) which consists of two vertices linked by an edge. At iteration \( k \), we take one copy \( v' \) of each vertex \( v \) in \( M_{k-1} \) and we link \( v' \) to all neighbors of \( v \). Then we add one more vertex \( z_k \) linked to all vertices introduced at iteration \( k \). One can show...
that for all $k$, $M_k$ is triangle-free and $\chi(M_k) = k$, moreover, it is $k$-critical in the usual sense (i.e., the removal of any vertex yields a $(k - 1)$-colorable graph) [105].

**Proposition 1.29.** $kM_k$ and $\overline{kM_k}$, where $M_k$ is the Mycielski graph of iteration $k$, are $k$-split-critical.

**Proof.** A $k$-split-coloring of $kM_k$ is obtained by taking at most $k$ cliques (one from each disjoint $M_k$) and by partitioning the remaining vertices into $k$ (or $k - 1$, if exactly $k$ cliques are set) stable sets. Moreover, for all $v \in kM_k$, we have $\chi_S(kM_k \setminus v) = k - 1$. An optimal split-coloring is obtained by taking $k - 1$ cliques, each one consisting in $z_k$ in a $M_k$ except the one where the vertex $v$ is removed, and $k - 1$ stable sets covering $M_k \setminus v$ and $(k - 1)(M_k \setminus z_k)$ (which is possible since $M_k$ is $k$-critical). Moreover, $kM_k$ is not $(k - 1)$-split-colorable since each $M_k$ is not $(k - 1)$-colorable unless we remove a clique containing $z_k$ and there are exactly $k$ of them. The $k$-split-criticality of $\overline{kM_k}$ follows from the autocomplementarity of $k$-split-coloring. \hfill $\square$

Let us go back to the case of 2-split-colorability. Proposition 1.27 means that whenever a graph $G$ contains three induced odd cycles or its complement, the split-chromatic number of $G$ is at least 3. However, the number of induced odd cycles do not play any key role in the determination of $\chi_S$ for $\chi_S \geq 3$ because $\chi_S(mOC) = 3$, $\forall m \geq 3$.

We know that the 3-split-critical graphs of Proposition 1.27 do not form a complete list of forbidden subgraphs characterizing 2-split-colorable graphs. For instance, a particular $C_5$-cactus described in Chapter 2, Section 2.1.2 (see Figure 2.4 a)) is another 3-split-critical graph not containing 3$OC$. Several other examples can be easily stated, for instance, the graph in Figure 1.4 on which a possible 3-split-coloring is represented. It would be interesting to be able to complete this (not finite) list of forbidden subgraphs to characterize 2-split-colorable graphs.

One can observe that the 2-split-colorability problem is closely related to the graph bipartization problem (see [61] for a survey), where we are looking for a minimum vertex set such that its removal gives a bipartite graph. In return, in our problem, we relax the minimality requirement and instead, we impose on the vertex set hitting every odd cycle to have the property of being covered by two cliques.

Let us describe the basic idea of a polynomial time algorithm for any graph, which ends, if any, with a $(2,2)$-coloring of a given graph and, if not, with a negative answer. To this
purpose, we need to be able to decide whether a given subgraph is in $K_{1,S_2}$ or in $K_{2,S_1}$. In the first part of the algorithm recognizing a $(1,2)$-colorable graph, we set a necessary partition of vertices by applying a test on the neighborhood and on the non-neighborhood of every vertex. In fact, in a $(1,2)$-coloring of a graph, if a vertex $x$ is in a clique then $\overline{N}(x) \in K_{0,S_2}$, and if $x$ is in a stable set then $N(x) \in K_{1,S_1}$. It implies that for a vertex $x$, if $\overline{N}(x) \notin K_{0,S_2}$ then necessarily $x$ is in a stable set and, similarly, if $N(x) \notin K_{1,S_1}$ then necessarily $x$ is in a clique. The second part consists in finding a final $(2,2)$-coloring via testing only a polynomial number of modifications on the necessary partition. Note that the detection of $(1,2)$-colorable and $(2,1)$-colorable graphs are given in [16] and detailed in [19]. In return, the complete proof for 2-split-colorability with its exact complexity has never been published; Brandstädt has just mentioned in [19] that this problem is also polynomial and that details can be found in his technical reports [15]. This method enables us to decide the 2-split-colorability of any graph in polynomial time. We do not detail this algorithm here; instead, we propose, in the next section, the generalization of this approach in order to obtain an algorithm deciding (under some conditions) the $(p,k)$-colorability of general graphs for any fixed $p$ and $k$.

1.4 $(p,k)$-coloring of general graphs

In this section, we emphasize some particular cases where $(p,k)$-colorability can be polynomially determined: we will observe that this happens for fixed $p$ and $k$ together with some additional conditions.

We have already seen that $(p,k)$-colorable graphs for $(1, 2)$ and $(2, 1)$ are shown to be polynomially determined [19]. Besides, the cases for $(1,0)$, $(0,1)$, $(1,1)$, $(2,0)$ and $(0,2)$ are obviously known to be polynomially determined. Let us recall that a graph $G$ is in $K_pS_k$ if and only if $\overline{G}$ is in $K_kS_p$; consequently, for every class of graphs $\mathcal{C}$ closed under complementation, $K_pS_k \cap \mathcal{C}$ is polynomially determined if and only if $K_kS_p \cap \mathcal{C}$ is polynomially determined.

The main idea of the algorithm of $(p,k)$-coloring of general graphs is based on the following remark.

\footnote{The exact time complexity is polynomial with a high degree.}
**Chapter 1. Definitions and preliminary results**

**Remark 1.30.** If \((K^1, \ldots, K^p, S^1, \ldots, S^k)\) is a \((p, k)\)-coloring of \(G\), where \(p, k \geq 1\), then for all \(x \in \bigcup_{j=1}^{k} S^j\), \(G[N(x)]\) is \((p, k - 1)\)-colorable, and for all \(x \in \bigcup_{i=1}^{p} K^i\), \(G[N(x)]\) is \((p - 1, k)\)-colorable.

Here we give an explicit form of an algorithm deciding whether a given graph is in \(\mathcal{K}_p S_k\) or not, and, whenever it is, giving a \((p, k)\)-coloring of the graph. Then, polynomially solvable cases will be exhibited from this exact algorithm.

**Algorithm 1** \((p, k)\)-coloring of general graphs

**Input:** graph \(G, (p, k) \in \mathbb{N} \times \mathbb{N}\)

**Output:** a \((p, k)\)-coloring of \(G\) if any, answer "\(G\) is not in \(\mathcal{K}_p S_k\)" otherwise

1. \(S' \leftarrow \emptyset, K' \leftarrow \emptyset;\)
2. **Phase 1**
3. **for all** \(x \in V\) **do**
   4. **if** \(G[\{x\} \cup \overline{N(x)}] \notin \mathcal{K}_{p-1} S_k\) **then**
   5. \(S' \leftarrow S' \cup \{x\};\)
   6. **else**
   7. **if** \(G[N(x)] \notin \mathcal{K}_p S_{k-1}\) **then**
   8. \(K' \leftarrow K' \cup \{x\};\)
   9. **if** \(G[S'] \notin \mathcal{K}_0 S_k\) **or** \(G[K'] \notin \mathcal{K}_p S_0\) **then**
   10. print "\(G\) is not in \(\mathcal{K}_p S_k\)\", **exit.**
11. **Phase 2**
12. **if** \(G[V \setminus S'] \in \mathcal{K}_p S_0\) **then**
13. deduce a \((p, k)\)-coloring, **exit.**
14. **else**
15. **for all** \(x \notin K' \cup S'\) **do**
16. \[\[K_x^1, \ldots, K_x^p, S_x^1, \ldots, S_x^{k-1}\]\] **a** \((p, k - 1)\)-coloring of \(G[N(x)];\)
17. \[\[K_x^p, \ldots, K_x^{p-1}, S_x^1, \ldots, S_x^k\]\] **a** \((p - 1, k)\)-coloring of \(G[\{x\} \cup \overline{N(x)}];\)
18. **for all** \((W_x, Z_x, W_{\overline{x}}, Z_{\overline{x}})\) such that
19. \(W_x \subseteq \bigcup_{j=1}^{p} S_x^j, |W_x| \leq (k - 1)p\)
20. \(Z_x \subseteq N(x) \setminus \bigcup_{j=1}^{k-1} S_x^j, |Z_x| \leq (k - 1)p\)
21. \(W_{\overline{x}} \subseteq \bigcup_{j=1}^{k} S_{\overline{x}}^j, |W_{\overline{x}}| \leq pk\)
22. \(Z_{\overline{x}} \subseteq \{x\} \cup \overline{N(x)} \setminus \bigcup_{j=1}^{k} S_{\overline{x}}^j, |Z_{\overline{x}}| \leq (p - 1)k\) **do**
23. \(S'' \leftarrow S' \cup (\bigcup_{j=1}^{k} S_x^j \setminus W_x) \cup Z_x \cup (\bigcup_{j=1}^{k} S_{\overline{x}}^j \setminus W_{\overline{x}}) \cup Z_{\overline{x}};\)
24. **if** \(G[S''] \in \mathcal{K}_0 S_k\) **and** \(G[V \setminus S''] \in \mathcal{K}_p S_0\) **then**
25. deduce a \((p, k)\)-coloring of \(G, \text{ exit.}\)
26. **print** "\(G\) is not in \(\mathcal{K}_p S_k\)\", **exit.**

**Theorem 1.31.** Let \(\mathcal{G}\) be a hereditary class of graphs, let \((p, k) \in \mathbb{N} \times \mathbb{N}\), \(p, k \geq 1\). If \(\mathcal{K}_{p-1} S_{k-1} \cap \mathcal{G}, \mathcal{K}_{p-1} S_k \cap \mathcal{G}, \mathcal{K}_0 S_k \cap \mathcal{G}\) and \(\mathcal{K}_p S_0 \cap \mathcal{G}\) are polynomially determined, then \(\mathcal{K}_p S_k \cap \mathcal{G}\) is also polynomially determined by Algorithm 1.
1.4. \((p,k)\)-COLORING OF GENERAL GRAPHS

**Proof.** Algorithm 1 gives a \((p,k)\)-coloring of a given graph in polynomial time when the hypotheses of the theorem are satisfied. Remark 1.30 implies that **Phase 1** works by necessary conditions. This means that if \(G\) is \((p,k)\)-colorable then vertices placed in \(S'\) (respectively \(S')\) during the first phase necessarily belong to some clique (respectively stable set) in every \((p,k)\)-coloring of \(G\). Consequently \(G \in K_pS_k\) if and only if \(K'\) and \(S'\) can be completed to a partition \((K,S)\) of \(V\), where \(G[K] \in K_pS_0\) and \(G[S] \in K_0S_k\). This is namely the aim of **Phase 2** where the existence of such a completion is tested through any possible partition of vertices respecting \(S'\) and \(K'\). Note that every vertex \(x \in V \setminus \(K' \cup S'\) satisfies \(G[[x] \cup \overline{N}(x)] \in K_{p-1}S_k\) and \(G[N(x)] \in K_pS_{k-1}\). A \((p,k)\)-coloring of \(G\) is detected in line 13 if the set of vertices not included in \(S'\) can be partitioned into \(p\) cliques, given the fact that \(S' \in K_0S_k\).

If line 13 is not executed, then, in every \((p,k)\)-coloring of \(G\) (if any), at least one vertex of \(V \setminus (K' \cup S')\), say \(x_0\), belongs to a stable set. Therefore, \((K \cup S) \cap N(x_0) \in K_pS_{k-1}\). Then, let \((K_1^{x_0}, \ldots, K_p^{x_0}, S_1^{x_0}, \ldots, S_{k-1}^{x_0})\) and \((K_1^{x_0}, \ldots, K_p^{x_0}, S_1^{x_0}, \ldots, S_{k}^{x_0})\) respectively be a \((p,k-1)\)-coloring of \(G[N(x_0)]\) and a \((p-1,k)\)-coloring of \(G[[x_0] \cup \overline{N}(x_0)]\).

Since every stable set intersects \(K\) in at most \(p\) vertices, and every clique intersects \(S\) in at most \(k\) vertices, we obtain \(S'' = S\) for an execution of line 19. Then, a \((p,k)\)-coloring of \(G\) is detected during the related execution of line 21, which concludes the proof. \(\square\)

We remark that Algorithm 1 gives a priority to stable sets. Note that line 13 can be replaced by a test on \(K'\) and not on \(S'\); namely, if \(G[V \setminus K'] \in K_0S_k\) then deduce a \((p,k)\)-coloring of \(G\). In such a “clique version", \((W_x, Z_x, W_z, Z_z)\) are of sizes \(p(k-1), pk, (p-1)k\) and \((p-1)k\), respectively.

**Corollary 1.32.** If \(K_iS_0 \cap G\) and \(K_0S_j \cap G\) are polynomially determined for \(i \leq k\) and \(j \leq p\), then \(K_iS_j \cap G\) is polynomially determined for \(i \leq k\) and \(j \leq p\).

If \(G\) is a class of graphs for which Min Coloring and Min Clique Cover are polynomially solvable, then for every fixed \((i,j)\), \(K_iS_0 \cap G\) and \(K_0S_j \cap G\) are polynomially determined. This is for example the case if \(G\) is a subclass of perfect graphs.

A special case of this result is the test of 2-split-colorability [19].

**Corollary 1.33.** (\(G\) is the class of all finite graphs) Since \(K_iS_0\) and \(K_0S_j\) are polynomially determined for \(i, j \leq 2\), \(K_2S_2\) is also polynomially determined.

The above algorithm is a nice generalization of the idea in [19] for recognizing \((1,2)\) and \((2,1)\)-colorable graphs. Nevertheless, there is a simpler algorithm by Feder et al. giving the same result with a lower time complexity in [58]. Their result works in a more general framework where the objective is to partition the vertex set of a given graph into a sparse and a dense graph. In [58], \(S\) and \(D\) are defined as two classes of graphs, respectively called *sparse* and *dense*, satisfying the following conditions: both \(S\) and \(D\) are hereditary classes, and there exists a constant \(c\) such that the intersection \(S \cap D\) has at most \(c\) vertices for any \(S \in S\) and \(D \in D\). A *sparse-dense partition* of a graph \(G\) with respect to the classes \(S\) and
\(D_i\) is a partition of the vertex set of \(G\) into two parts where one induces a sparse graph and the other one induces a dense graph. Their result is stated as follows.

**Theorem 1.34 ([58]).** All sparse-dense partitions of a graph with \(n\) vertices can be found in time \(O(n^{2c+2}T(n))\), where \(T(n)\) is the time for recognizing sparse and dense graphs. \(\square\)

Obviously, a \((p,k)\)-coloring is a sparse-dense partition where the constant \(c = pk\); a \((p,0)\)-colorable graph is a dense graph and a \((0,k)\)-colorable graph is a sparse graph. In this particular case, Theorem 1.34 can be restated as follows.

**Corollary 1.35.** Let \(\mathcal{G}\) be a hereditary class of graphs, let \((p,k) \in \mathbb{N} \times \mathbb{N}, p,k \geq 1\). If \(K_pS_0 \cap \mathcal{G}\) (respectively \(K_0S_k \cap \mathcal{G}\)) is determined in time \(O(T_p(n))\) (respectively \(O(T_k(n))\)), then \(K_pS_k \cap \mathcal{G}\) can be determined in time \(O(n^{2kp+2}\max(T_p(n),T_k(n)))\).

Their idea is based on the fact that a graph with \(n\) vertices has at most \(n^{2kp}\) different \((p,k)\)-colorings. To show this, let \((K,S)\) be a particular \((p,k)\)-coloring of \(G\) where \(K\) induces \(p\) cliques and \(S\) induces \(k\) stable sets. Then, any other \((p,k)\)-coloring \((K',S')\) of \(G\) verifies \(|K \cap K'| \leq kp\) and \(|K' \cap S| \leq kp\). In other words, if we know a particular \((p,k)\)-coloring then we can find all \((p,k)\)-colorings by \(2kp\)-local searches. Then, the idea is to find a \((0,k)\)-colorable induced subgraph as large as possible (in any possible \((p,k)\)-coloring) by performing (at most \(n\)) \((2kp+1)\)-local searches from a smaller \((0,k)\)-colorable subgraph. This procedure ends with a \(S'\) having the same size as the unknown \(S\). The rest of the algorithm consists of performing a \(2kp\)-local search on \(S'\) until we find a \((p,k)\)-coloring of \(G\) or, when the case fails to rise, we conclude that there is no such partition since we tested all possibilities.

The following result is then implied by both Theorem 1.31 and Corollary 1.35 since \((0,k)\)-colorability and \((p,0)\)-colorability are polynomially determined in the class of perfect graphs.

**Corollary 1.36.** If \(\mathcal{G}\) is a subclass of perfect graphs, then \(K_pS_k \cap \mathcal{G}\) is polynomially determined for any fixed \(p\) and \(k\).

This corollary also follows from a result of [96] which states that, for any fixed \(p\) and \(k\), hereditary families of \((p,k)\)-colorable perfect graphs have a finite list of forbidden subgraphs, and hence a polynomial time recognition algorithm.

Another consequence of Theorem 1.34 concerns polar graphs.

**Corollary 1.37.** For any graph \(G\), and for fixed \(s\) and \(t\), it can be recognized in polynomial time whether \(G\) is \((s,t)\)-polar.

**Proof.** First, note that a join of \(s\) stable sets is a sparse graph and that a union of \(t\) cliques is a dense graph. Then, one can observe that for fixed \(s\) and \(t\), there can be at most \(c = \min(s,t)\) vertices in the intersection of a \((s,0)\)-polar graph and a \((0,t)\)-polar graph. Furthermore, \((s,0)\)-polar and \((0,t)\)-polar graphs can be recognized in polynomial time; \(G\) is \((0,t)\)-polar if and only if \(G\) does not contain induced \(P_3\) and it has \(t\) connected components; \(G\) is \((s,0)\)-polar if and only if \(\overline{G}\) is \((0,s)\)-polar. Note that the complexity is no more polynomial if \(s\) and \(t\) are not fixed. \(\square\)
Let us note that the condition “$\mathcal{G}$ is hereditary” in Corollary 1.35 is needed unless $\mathcal{NP} = \mathcal{P}$. In fact, let us consider the class $\mathcal{G}$ of graphs obtained by adding a $K_4$ to an arbitrary graph $G$ (without any edge between $G$ and $K_4$). $\mathcal{G} \cap K_0 S_3$ is trivially polynomially determined since such graphs are never $(0, 3)$-colorable. On the other hand, $\mathcal{G} \cap K_4 S_0$ is also polynomially determined (recognition of a clique). But it is $\mathcal{NP}$-complete to decide whether a graph of $\mathcal{G}$ is $(1, 3)$-colorable. In fact a graph $G$ is $(0, 3)$-colorable if and only if the graph obtained by adding a $K_4$ to $G$, which is not connected to $G$, is $(1, 3)$-colorable.

We observe that Corollaries 1.36 and 1.37 are also consequences of a result of Alekseev et al. in [3], which is obtained, independently from sparse-dense partitions, in the framework of recognizing $(P_1, \ldots, P_p, Q_1, \ldots, Q_k)$-colorable graphs (this notion is mentioned in Subsection 1.2.2).

In [40], we also point out that recognizing a $(1, 3)$-coloring remains difficult even if a maximum induced $(p, k)$-colorable subgraph with $(p, k)$ equal to $(1, 0), (0, 1), (0, 2)$ and $(0, 3)$ can be polynomially computed.

**Proposition 1.38.** There exists a class of graphs $\mathcal{G}$ such that a maximum clique, a maximum stable set, a maximum induced bipartite and also a maximum 3-colorable induced subgraph can be polynomially computed on $\mathcal{G}$, while it is $\mathcal{NP}$-complete to decide whether a graph in $\mathcal{G}$ is $(1, 3)$-colorable.

**Proof.** Let us revisit the proof of $\mathcal{NP}$-completeness of graph 3-colorability by reduction to 3-SAT [71]. Given an instance of 3-SAT with $p$ clauses $(C_1, \ldots, C_p)$ and $n$ boolean variables $(x_1, \ldots, x_n)$, one constructs a graph $G = (V, E)$ defined by:

$$V = V_1 \cup V_2 \cup V_3,$$

where $V_1 = \{R, T, F\}$, $V_2 = \bigcup_{i=1}^{n} \{x_i, \bar{x}_i\}$ and $V_3 = \bigcup_{j=1}^{p} \{y_1^j, y_2^j, y_3^j, y_4^j, y_5^j\}$. $V$ contains two vertices per literal, five vertices per clause and three color vertices $R, T$ and $F$ (standing for Red, True and False). Moreover,

$$E = E_1 \cup E_2 \cup E_3 \cup E_4,$$

where $E_1 = \{RT, RF, TF\}$, $E_2 = \bigcup_{i=1}^{n} \{Rx_i, R\bar{x}_i, x_i\bar{x}_i\}$ and $E_3 = \bigcup_{j=1}^{p} \{Ty_1^j, Ty_2^j, Ty_3^j, Ty_4^j, Ty_5^j, y_1^jy_3^j, y_2^jy_4^j, y_3^jy_1^j, y_2^jy_3^j\}$. For every clause $C_i = (z_1, z_2, z_3)$, $E_4$ contains three edges linking the vertices of $V_2$ associated with $(z_1, z_2, z_3)$ to $(y_1^j, y_2^j, y_3^j)$, respectively.

$G$ is 3-colorable if and only if the related 3-SAT instance is satisfiable. Moreover, denoting by Red, True and False the respective colors of $(R, T, F)$ in this coloring, vertices in $V_2$ are either True or False, which defines a truth assignment to boolean variables satisfying every clause. It is also straightforward to verify that, for every 3-SAT instance, the related graph $G$ admits a 4-coloring using the 4th color only for vertex $T$ (in other words the graph obtained from $G$ by removing vertex $T$ is 3-colorable).

We denote by $r = 2n + 5p + 3$ the order of $G$, then we consider the graph $\tilde{G} = (\tilde{V}, \tilde{E})$ defined as follows: for every vertex $v$ in $V$ we introduce four copies $u^v_1, u^v_2, u^v_3, u^v_4$ in $\tilde{V}$. Finally, we add two vertices $u^T_4, u'^T_4$ in $\tilde{V}$. Hence we have $\tilde{V} = \{u^T_4, u'^T_4\} \cup_{v \in V} \{u^v_1, u^v_2, u^v_3, u^v_4\}$, while
\( \bar{E} \) is defined as follows: \( \bar{G}[[u^1_v, v \in V]], \bar{G}[[u^2_v, v \in V]] \) and \( \bar{G}[[u^3_v, v \in V]] \) are three copies of \( G \), \( \bar{G}[[u^4_v, v \in V] \cup \{u^n_T, u^{n+1}_T\}] \) is a \((r + 2)\)-clique, and finally, \( \{u^1_v, u^2_v, u^3_v, u^4_v\} \) where \( v \in V \setminus \{T\} \) and \( \{u^n_T, u^{n+1}_T, u^{n+2}_T, u^{n+3}_T\} \) induce cliques in \( \bar{G} \).

By using a 3-coloring of \( G[V \setminus \{T\}] \), it is easy to compute three disjoint stable sets \( S^1, S^2 \) and \( S^3 \) of \( \bar{G} \), each of cardinality \( r \) and containing respectively \( u^n_T, u^{n+1}_T \) and \( u^{n+2}_T \). Moreover, \( \alpha(\bar{G}) = r \) and consequently \( S^1 \) is a maximum stable set of \( \bar{G} \), \( S^1 \cup S^2 \) is a maximum induced bipartite subgraph of \( \bar{G} \), and \( S^1 \cup S^2 \cup S^3 \) is a maximum 3-colorable induced subgraph of \( \bar{G} \). On the other hand, \( \{u^1_v, v \in V\} \cup \{u^n_T, u^{n+1}_T\} \) is the unique maximum clique of \( \bar{G} \). Consequently maximum stable set, maximum clique, maximum induced bipartite subgraph and maximum induced 3-colorable subgraph can be polynomially computed for every graph \( \bar{G} \) associated to 3-SAT instances. \( \mathcal{G} \) is the class of such graphs. A graph in \( \mathcal{G} \) is \((1, 3)\)-colorable if and only if the related 3-SAT instance is satisfiable, which is \( \mathcal{NP} \)-complete to verify.

The proof of Proposition 1.38 suggests the following result.

**Corollary 1.39.** There exists a class of graphs \( \mathcal{G} \) such that a maximum clique, a maximum stable set, a maximum bipartite subgraph and a maximum tripartite subgraph can be polynomially computed on \( \mathcal{G} \), whereas it is \( \mathcal{NP} \)-hard to find a maximum split graph.

**Proof.** It suffices to remark in the proof of Proposition 1.38 that we have;

\[
\alpha_{1,1}(\bar{G}) = \begin{cases} 
    r + (r + 2) & \text{if } \mathcal{G} \text{ is 3-colorable,} \\
    r + (r + 1) & \text{otherwise.}
\end{cases}
\]

This follows from the observation that \( \bar{G} \) admits a maximum stable set (of size \( r \)) which does not intersect with its unique maximum clique (of size \( r + 2 \)) if and only if \( \mathcal{G} \) is 3-colorable. \( \square \)
1.5 Min Split-coloring by integer programming

One may suggest the following integer programming model for Min Split-coloring in a given graph \( G = (V, E) \) with \( |V| = n \).

\[
\begin{align*}
\text{min} & \sum_j z_j \\
x_{ij} & = \begin{cases} 1 & \text{if vertex } i \text{ is in the clique of split graph } j \\ 0 & \text{otherwise} \end{cases} \quad (1.1) \\
y_{ij} & = \begin{cases} 1 & \text{if vertex } i \text{ is in the stable set of split graph } j \\ 0 & \text{otherwise} \end{cases} \quad (1.2) \\
x_{ij} + x_{kj} & \leq 1 \text{ if } ik \notin E, \ j = 1, \ldots, l \quad (1.3) \\
y_{ij} + y_{kj} & \leq 1 \text{ if } ik \in E, \ j = 1, \ldots, l \quad (1.4) \\
\sum_{i=1}^n (x_{ij} + y_{ij}) & \leq nz_j, \ j = 1, \ldots, l \quad (1.5) \\
\sum_{j=1}^l (x_{ij} + y_{ij}) & = 1, \ i = 1, \ldots, n \quad (1.6) \\
z_j & \in \{0, 1\}, \ j = 1, \ldots, l
\end{align*}
\]

Here \( l \) is an upper bound of \( \chi_S(G) \). We may choose \( l = \lfloor n/3 \rfloor \) since \( G \) is trivially \( \lfloor n/3 \rfloor \)-split-colorable by assigning one color to any triple of vertices.

Constraints (1.1) and (1.2) define the decision variables \( x_{ij} \) which give the vertices of \( G \) to be assigned to the clique of the split graph \( j \), and \( y_{ij} \) the vertices in \( G \) to be assigned to the stable set of the split graph \( j \). Constraints (1.3) express that no two vertices not linked in \( G \) can be in a same clique and, conversely, constraints (1.4) mean that no two vertices linked in \( G \) can be in a same stable set. Constraints (1.5) say that the number of vertices assigned to one split graph can not exceed \( n \) if this split graph exists, and 0 otherwise. Finally, constraints (1.6) make sure that every vertex is colored by exactly one color. The number of used colors is then given by the variables \( z_j \); \( z_j = 1 \) means that color \( j \) is used in a solution and \( z_j = 0 \) says that the color \( j \) is not used.

One can notice that this model has \( O(n^2) \) decision variables and \( O(n^3) \) constraints. Advanced techniques have to be applied in order to solve this integer program for graphs having a large number of vertices. However its interest is theoretical and this formulation may be a basis for more efficient formulations involving additional constraints.

The above formulation suggests the following representation of Min Split-coloring: let \( k \) be a positive integer and let \( 1, \ldots, n \) be the vertices of \( G \). We construct a graph \( G(k) \) by first taking \( k \) copies \( G^1, \ldots, G^k \) of \( G \); let \( \hat{y}_{ij} (i = 1, \ldots, n) \) be the vertices of \( G^j \). Then we take \( k \) copies \( \overline{G}^1, \ldots, \overline{G}^k \) of \( \overline{G} \) (the complement of \( G \)); let \( \hat{x}_{ij} (i = 1, \ldots, n) \) be the vertices of \( \overline{G}^j \). Then for each \( i (i = 1, \ldots, n) \), we form a clique on vertices \( \hat{y}_{i1}, \ldots, \hat{y}_{ik}, \hat{x}_{i1}, \ldots, \hat{x}_{ik} \). The resulting graph is \( G(k) \). We can then state the following proposition.

**Proposition 1.40.** \( G \) has a k-split-coloring if and only if \( G(k) \) has a stable set \( S \) with
\( |S| = n. \)

**Proof.** There is a one-to-one correspondence between stable sets \( S \) with \( n \) vertices in \( G(k) \) and \( k \)-split-colorings of \( G \) or, equivalently, integral solutions of the integer linear programming model (where \( k \) colors are used):

\[
\mathbf{y}_{ij} \in S \iff y_{ij} = 1; \\
\mathbf{x}_{ij} \in S \iff x_{ij} = 1.
\]

This means that \( \mathbf{y}_{ij} \) is in \( S \) if and only if vertex \( i \) is in the stable set of the split graph \( j \) and, similarly, \( \mathbf{x}_{ij} \) is in \( S \) if and only if vertex \( i \) is in the clique of the split graph \( j \).

Remark that if we simply consider \( G(1) \) then one sees that there is a one-to-one correspondence between (maximum) split graphs in \( G \) and (maximum) stable sets in \( G(1) \). It is interesting to notice that as soon as \( G \) contains an induced \( P_3 \), \( G(1) \) is not perfect (it contains an induced \( C_5 \)).

It is clear that solving Min Split-coloring by using the above integer programming model necessitates some elaborate techniques as for instance branch-and-cut. Development of such methods is not explored in this dissertation; the above integer programming model is only given in order to suggest new research fields in the study of Min Split-coloring. For instance, classes of graphs for which the integer programming formulation of Min Split-coloring has some nice properties which make it easy to solve can be studied.
Chapter 2

Cacti and triangulated graphs

In this chapter, we exhibit a class of graphs, called cacti, where Min Split-coloring is solved in polynomial time. In the first section, we derive polynomial time algorithms to solve Min Split-coloring and to find the split-independence number in cacti. These are based on the article [50].

In the second section, we mention similar results in triangulated graphs. Polynomial time algorithms for generalized coloring problems are easily derived from the results of Hell et al. [87], and the split-independence number follows from some structural properties of triangulated graphs.

2.1 Cacti

A cactus is defined as a connected simple graph where no two elementary cycles share an edge. In other words, no two elementary cycles have more than one common vertex. Let us remark that a tree is a cactus. Conversely, when each cycle of a cactus is contracted to a vertex, then we get a tree.

Note that in cacti, the size of a clique is at most three. For the split-coloring of cacti, we will focus on elementary odd cycles since the only connected components remaining after coloring odd cycles are even cycles, paths and trees, and once again, they are 2-colorable in the classical sense, i.e., 2-split-colorable by choosing only two stable sets. Moreover, we know that a cactus is bipartite if it contains no (elementary) odd cycles and hence it is 2-split-colorable. On the other hand, cacti are always 3-split-colorable because they are 3-colorable in the classical sense. In conclusion, the split-coloring of cacti boils down to be a decision between 2 and 3-split-colorability.

In the process of finding the split-independence number of a cactus, the assignment of a vertex to a stable set and/or to a clique associated with a split graph is strongly related to the structure (even or odd cycle, bridge, i.e., edge not contained in any cycle) to which this vertex belongs. Again, we will see that we have to proceed differently for vertices located in an odd cycle than for others.
For the reasons just mentioned, first, we need a procedure listing all odd cycles in a cactus. Although in arbitrary graphs, the number of odd cycles can grow exponentially with the number of vertices, their number is bounded above by \( (m - 1)/2 \) in cacti. This bound corresponds to the number of odd cycles in a cactus where a single central vertex is shared by all cycles of length three formed by the other \( n - 1 \) vertices. In order to include odd cycles of a cactus \( G = (V, E) \) with \( |V| = n, \ |E| = m \) in a list \( \mathcal{L} \), we first observe that any 2-connected component (that is, a subgraph \( H \) of \( G \) which can be disconnected from \( G \) with the removal of at least two vertices) of a cactus is a cycle. Then we apply the algorithm of Tarjan \[111\] to detect all separating vertices and all cycles. This is a depth first search algorithm which provides a list of blocks and a list of separating vertices for any arbitrary graph in time linear in \( O(m) \). Note that a separating vertex is a vertex whose removal gives a disconnected graph, and a block is a maximal non-separable subgraph, so it may be either a 2-connected component or an isthmus, i.e., an edge whose removal increases the number of connected components \[11\]. Having a list of all blocks, it suffices to eliminate edges and cycles of even length to obtain the list \( \mathcal{L} \) of odd cycles.

### 2.1.1 Split independence number in cacti

In this section, we concentrate on the problem of finding an induced split graph of maximum size in a cactus \( G = (V, E) \), where \( |V| = n, \ |E| = m \). In other words, we try to find a stable set \( S \) and a clique \( C \) in \( G \) such that \( |S \cup C| \) is maximum. For this purpose, we will first describe a simple algorithm to find a maximum stable set in a cactus, since, to our knowledge, such an algorithm has not been given elsewhere. We adopt a dynamic programming approach. Given a cactus \( G \) and its lists of cycles and separating vertices, one can construct a corresponding arborescence \( A \) using the block-cutpoint tree (see \[83\]):

- each cycle, each edge not contained in a cycle and each separating vertex in \( G \) is represented by a vertex in \( A \);
- two vertices are linked in \( A \) if and only if they correspond to a block and a separating vertex contained in it;
- all the edges in \( A \) are oriented towards a chosen separating vertex (preferably one closest to a leaf).

Note that vertices corresponding to two cycles, or two separating vertices in \( G \) are not linked in \( A \). Having such an arborescence \( A \), one can label separating vertices \((v_j)\) in increasing order according to the direction of exploration of \( A \). Then, another label may be given to vertices representing cycles in such a way that labels of cycles linked to and oriented towards \( v_j \) would be smaller than the labels of cycles linked to and oriented towards \( v_i \) whenever \( j < i \). An example of labeling can be seen in Figure 2.1 where the labels of cycles, edges and separating vertices (black ones) of \( G \) are determined by means of the arborescence \( A \). This
way of labeling \( G \) is not unique but perfectly defines a direction for exploring the original graph \( G \) by dynamic programming.

![Diagram of graphs A and G]

Figure 2.1: An arborescence \( A \) corresponding to graph \( G \).

One may proceed in the exploration order of separating vertices and compute the stability number in the subgraph \( G_j \) lying in the lower part of \( v_j \) (which consists of cycle(s) oriented towards \( v_j \)) according to two scenarios: \( v_j \) is excluded in the maximum stable set of \( G_j \) or it is authorized. Hence, for any separating vertex \( v_j \), we will compute two weights; \( w^e(v_j) \) = maximum weight of a stable set in \( G_j - v_j \), and \( w^a(v_j) \) = maximum weight of a stable set containing \( v_j \) in \( G_j \), where the weight of a stable set is simply the sum of the weights of its vertices. Having computed \( w^e(v_j) \) and \( w^a(v_j) \) for a separating vertex, we can replace \( G_j - v_j \) by one vertex \( v(G_j) \) of weight \( w^e(v_j) \) since its best contribution to a maximum stable set of \( G \), which, in this case, does not contain \( v_j \), is equal to \( w^e(v_j) \). On the other hand, putting \( v_j \) in a stable set will imply that we add \( w^a(v_j) \) vertices in a maximum stable set of \( G \), and that \( v(G_j) \) cannot be put in the same stable set. Consequently, the weight of the vertex \( v_j \) will be equal to \( w^a(v_j) \).

One can explore a whole cactus \( G \) repeating this procedure until we obtain a maximum stable set of \( G \). Note that both for computing \( w^e(v_j) \) and \( w^a(v_j) \), the problem with which we have to deal is exactly the maximum weighted stable set problem in a caterpillar (i.e., a tree with the property that the removal of its leaves results in a path); this is easily solved. Once an optimal solution is obtained, this maximum weight contains, as information, the set of vertices giving the corresponding maximum stable set. The number of calculations of this kind is equal to the number of separating vertices. Algorithm 2 describes the application of the above idea in order to find a maximum stable set in a cactus. In Figure 2.2, the method is represented for the graph \( G \) of Figure 2.1. At each step, only the weights that we need are shown in brackets. Note that the remaining graph after the application of Algorithm 2 is either a path or a cycle with an edge pending from one of its vertices; therefore the final computation of the algorithm is trivial.

The above discussion leads to the following result.

**Lemma 2.1.** For a cactus \( G \), \( \alpha(G) \) can be found in time linear in \( O(m + k) \), where \( k \) is the number of separating vertices in \( G \).
Algorithm 2 Maximum stable set in cacti

Input: a cactus $G$

Output: a maximum stable set of $G$

1. set the weights of all vertices to $1$;
2. determine separating vertices and the list $L$ of odd cycles in $G$;
3. construct an arborescence $A$;
4. for all separating vertex $v_j$ (considered in the exploration order of $A$) do
   5. compute $w^e(v_j)$ = weight of a maximum weighted stable set of $G_j$ not containing $v_j$;
   6. compute $w^o(v_j)$ = weight of a maximum weighted stable set of $G_j$ containing $v_j$;
   7. replace $G_j - v_j$ by a vertex $v(G_j)$ of weight $w^e(v_j)$, assign the weight $w^o(v_j)$ to $v_j$,
      link $v(G_j)$ to $v_j$;
   8. compute the weighted stability number of the remaining graph and return the corresponding stable set.

Figure 2.2: Computing the stability number of a cactus $G$.

Theorem 2.2. For a cactus $G$, an induced split graph of maximum size can be found in linear time.

Proof. First of all, Algorithm 2 returns a maximum stable set $S_{max}$ giving $\alpha(G)$. Observe that we have $\alpha(G) + \omega(G) - 1 \leq \alpha_S(G) \leq \alpha(G) + \omega(G)$ for any graph. Having the list $L$ of all odd cycles, we search for a triangle $K_3^i$ in it which verifies $\alpha(G - K_3^i) = \alpha(G)$ for a maximum stable set $S_{max}^i$ of $G - K_3^i$. If such a pair ($K_3^i, S_{max}^i$) exists then it constitutes a split graph of maximum cardinality $\alpha_S(G) = \alpha(G) + 3$ in $G$. Otherwise any pair ($K_3^i, S_{max}^i$) is a split graph of maximum cardinality $\alpha_S(G) = \alpha(G) + 2$. Whenever $L$ contains no $K_3$, a clique of size 2 can be chosen in such a way that none of its vertices is contained in a maximum stable set $S_{max}$ of $G$. This claim is true since there would necessarily be two adjacent vertices of an odd cycle which do not appear in $S_{max}$. Finally, if $L$ contains no odd cycles then obviously $\alpha_S(G) = \alpha(G) + 1$. \hfill $\Box$
2.1.2 Split-coloring of cacti

Having the list of all odd cycles of $G$, we will consider an auxiliary graph $G' = (V', E')$ where every vertex $v'_i \in V'$ corresponds to an odd cycle $OC^i$ of $G$, hence $|V'| = |\mathcal{L}| = L$. Two vertices $v'_i$ and $v'_j$ of $V'$ are linked if and only if the distance between $OC^i$ and $OC^j$ is at most 1, i.e., either $OC^i$ and $OC^j$ have a common vertex or there are vertices in $OC^i$ and $OC^j$ which are adjacent. Note that if $G$ is a cactus then so is $G'$ since, by construction, two cycles sharing an edge in $G'$ implies that there are cycles sharing at least one edge in $G$.

**Algorithm 3 Split-coloring of cacti**

**Input:** a cactus $G$

**Output:** $\chi_S(G)$

1. construct $G'$; //as already described in the proof of Theorem 2.3
2. if there is a stable set of size three in $G'$ then
   print “$\chi_S(G) = 3'$, exit.

4. else
5. choose $v'_1$ and $v'_2$ such that $v'_1v'_2 \notin E'$, set $K'^1 = \{v'_1\}$, $K'^2 = \{v'_2\}$ and $R = \emptyset$;
6. for all vertex $v'_i \in V'$ do
7. if $v'_i v'_1 \in E'$ and $v'_i v'_2 \notin E'$ then
   store $v'_i$ in $K'^1$;
8. else if $v'_i v'_2 \in E'$ and $v'_i v'_1 \notin E'$ then
   store $v'_i$ in $K'^2$;
9. else
10. store $v'_i$ in $R$;
11. for all vertex $v'_i \in R$ do
12. if $v'_i$ is adjacent to every vertex in $K'^1$ (respectively in $K'^2$) then
   remove $v'_i$ from $R$ to $K'^1$ (respectively to $K'^2$);
16. if $R = \emptyset$ then
17. $K'^1$ and $K'^2$ are both cliques;
18. print “$\chi_S(G) = 2'$, exit.
19. else
20. $\exists v \in V'$ which constitutes a clique neither with $K'^1$ nor with $K'^2$;
21. print “$G$ is a $OC_3$-cactus and $\chi_S(G) = 3'$, exit.

**Theorem 2.3.** Algorithm 3 decides in $O(L^3)$ time whether a cactus is 2 or 3-split-colorable.

*Proof.* We first remark that the stability number of $G'$ is the largest number of induced disjoint union of odd cycles in $G$. More precisely, we are not interested in the exact value of $\alpha(G')$ because we know that if $\alpha(G') \geq 3$ then $\chi_S(G) \geq 3$, due to Fact 1.26. Therefore, a simple procedure which tests for every triplet in $G'$, in $O(L^3)$ time, whether it forms a stable set or not does the job. Having such a triplet, we may claim that our cactus is
3-split-colorable.

Otherwise we fix an arbitrary pair of non-adjacent vertices \( \{v'_1, v'_2\} \) corresponding to two induced odd cycles in \( G \), and we try to partition the vertex set \( V' \) into two cliques \( K'^1 \) and \( K'^2 \) containing respectively \( v'_1 \) and \( v'_2 \). One can observe that having two cliques covering the vertex set \( V' \) of \( G' \), we can trivially exhibit a 2-split-coloring of \( G \). More precisely, the existence of a clique in \( G' \) implies that there is a set of odd cycles in \( G \) which are pairwise at distance at most 1, and that there is a clique in \( G \) of size 1, 2 or 3, which contains at least one vertex of each odd cycle of this set. In other words, the two cliques \( K'^1 \) and \( K'^2 \) in \( G' \) found by Algorithm 3 tell us exactly how to choose two cliques \( K^1 \) and \( K^2 \) in \( G \), each one associated with a split graph covering together the vertex set of \( G \) according to Fact 1.24. That is why Algorithm 3 searches for a partition into \( K'^1 \) and \( K'^2 \) that we would like to be cliques. Therefore, \( K'^1 \) (respectively \( K'^2 \)) contains only vertices which are adjacent to \( v'_1 \) (respectively \( v'_2 \)). We can see in Figure 2.3 an illustration of how Algorithm 3 gives a 2-split-coloring of the graph given in a).

![Diagram](image)

**Figure 2.3:** An example of split-coloring of a cactus.

In general, the phase of vertex assignment yields two cliques \( K'^1 \) and \( K'^2 \) because of the fact that we have at most two induced odd cycles. There is only one case which is easily detected by Algorithm 3, where we do not obtain this result. It is due to the possible type of connection between two fixed induced odd cycles \( OC^1 \) and \( OC^2 \): \( OC^1 \) and \( OC^2 \) linked by a \( C_5 \). This exception, called \( C_5 \)-cactus, consists in a central cycle of length 5 sharing each one of its vertices with at least one other odd cycle; an example of \( C_5 \)-cactus appears in Figure 2.4. We observe that there is no way to partition the vertices of the auxiliary graph of a \( C_5 \)-cactus into two cliques.

It follows that a cactus \( G \) is 2-split-colorable if and only if there are at most two induced
odd cycles and $G$ is not a $C_5$-cactus; it will be 3-split-colorable otherwise.

Here we find an other 3-split-critical structure in addition to the ones given in Chapter 1, Section 1.3: a $C_5$-cactus with unique odd cycles linked to each vertex of the central $C_5$ is 3-split-critical.

Finally, let us notice that for Min Ccoloring, we have obviously $z(G) \leq 3$ for any cactus $G$ by taking a usual coloring. Moreover, we have $z(G) = 2$ if and only if either $\chi(G) = 2$, or $\theta(G) = 2$, or it is a split-graph. Note that all of these cases are trivially detected. One can also easily see that general $(p,k)$-coloring problems can be solved by methods similar to the one of Min Split-coloring. Nevertheless, they do not seem to be interesting to develop because of the chromatic number of cacti which is bounded above by three.

\section{Triangulated graphs}

Recall that a graph $G$ is triangulated if any induced cycle $C_k$ of $G$ with $k \geq 4$ has a chord.

In what follows, we exhibit the results on all $(p,k)$-coloring problems in triangulated graphs.

First, let us introduce some notions that will be used in the sequel.

\begin{definition}[Simplicial vertex]
Given a graph $G = (V,E)$, a vertex $v \in V$ is called simplicial if $N(v)$ is a clique in $G$.
\end{definition}

\begin{definition}[Perfect elimination order]
Given a graph $G$, an order $(1,2,\ldots,n)$ is a perfect elimination order if for all $i$, $N_i = \{j : j \in N(i) \text{ and } j > i\}$ is a clique, i.e., $i$ is a simplicial vertex in the graph induced by vertices $i+1,\ldots,n$.
\end{definition}

It is known that a graph $G$ is triangulated if and only if it admits a perfect elimination order \cite{46,67}. Moreover, given a triangulated graph $G$, one can find $\chi(G)$ and all maximal cliques of $G$ in time $O(n + m)$ \cite{112} and also $\alpha(G)$ in the same time complexity \cite{72}, all with algorithms based on a perfect elimination order. Finally, note that an optimal coloring is obtained by a reverse greedy algorithm which proceeds in the order $n,n-1,\ldots,1$ and assigns to each vertex the smallest available color.
2.2.1 Split-independence number in triangulated graphs

**Theorem 2.6.** For a triangulated graph $G = (V, E)$, the split-independence number $\alpha_s(G)$ can be obtained in $O(D(n + m))$ time, where $D$ is the number of maximum cliques in $G$.

*Proof.* It is easily seen that a maximum stable set and a maximum clique cannot share more than one vertex, hence $\alpha(G) + \omega(G) - 1 \leq \alpha_s(G) \leq \alpha(G) + \omega(G)$. Having the list of all maximum cliques $K^i$'s, obtained from the list of all maximal cliques by eliminating the ones which are not maximum, it suffices to find a maximum stable set $S^i$ in $G - K^i$. It should be trivially noted that $\alpha(G) - 1 \leq |S^i| \leq \alpha(G)$. If there exists $S^i$ such that $|S^i| = \alpha(G)$ for some $i$, then $S^i$ is also a maximum stable set in $G$ and $K^i \cup S^i$ is a maximum split graph of size $\alpha_s(G) = \alpha(G) + \omega(G)$. Otherwise, we can conclude that there is no pair of maximum clique and maximum stable set having no common vertex. In this case, any pair $(K^i, S^i)$ forms a maximum split graph of size $\alpha_s(G) = \alpha(G) + \omega(G) - 1$. To decide, we only run once the algorithm finding all maximal cliques in $G$, and $D$ times the algorithm finding a maximum stable set in $G - K^i$, where $D$ is the number of maximum cliques. \[\square\]

Let us note that, in triangulated graphs, it is rather hard to generalize this result to find $\alpha_{p,k}$ in polynomial time for given $p$ and $k$; in fact, it is already $\mathcal{NP}$-hard to find $\alpha_{p,0}$ and $\alpha_{0,k}$ in split graphs which are triangulated and co-triangulated (i.e., their complement is triangulated) [120]. In return, this problem becomes interesting for fixed $p$ and $k$ since both finding $\alpha_{p,0}$ and $\alpha_{0,k}$ are polynomially solvable in triangulated graphs for fixed $p$ and $k$ [120]. This direction can be explored in a future research.

2.2.2 $(p,k)$-coloring of triangulated graphs

In this section, we derive polynomial time algorithms for all $(p,k)$-coloring problems based on the results of Hell et al. [87]. The following theorem characterizes $(p,k)$-colorable triangulated graphs by forbidden subgraphs.

**Theorem 2.7 ([87]).** A triangulated graph is $(p,k)$-colorable if and only if it does not contain $(p + 1)K_{k+1}$ as an induced subgraph. \[\square\]

Note that if an arbitrary graph contains $(p + 1)K_{k+1}$ as an induced subgraph then it is trivially not $(p,k)$-colorable. Nevertheless, the converse is true only for triangulated graphs. Algorithm 4 is then derived in [87] for the recognition of $(p,k)$-colorable triangulated graphs. Note that $c_j$ and $s_j$ are the colors corresponding respectively to the $j$’th clique and the $j$’th stable set used to color the vertices of a given graph. We denote by $S^i$ the set consisting of $i$, together with all vertices among $1, 2, \ldots, i - 1$ colored $s_1, s_2, \ldots, s_p$.

**Corollary 2.8.** $(p,k)$-coloring problems, Min Split-coloring and Min Cocoloring are polynomially solvable in triangulated graphs.
2.2. TRIANGULATED GRAPHS

Algorithm 4 Recognition of \((p, k)\)-colorable triangulated graphs [87]

\textbf{Input:} a triangulated graph \(G\) with a perfect elimination ordering \(1, 2, \ldots, n\) of its vertices, an integer \(p\)

\textbf{Output:} a \((p, k_{\min})\)-coloring of \(G\)

1. color the vertex 1 by \(s_1\);
2. \textbf{if} vertices 1, 2, \ldots, \(i - 1\) are colored without using color \(c_1\) \textbf{then}
3. \hspace{1em} if \(G[{1, \ldots, i}]\) is \(p\)-colorable \textbf{then}
4. \hspace{2em} remove the colors from 1, 2, \ldots, \(i - 1\) and color 1, 2, \ldots, \(i\) with colors \(s_1, s_2, \ldots, s_p\); \textit{//using the reverse greedy algorithm}
5. \hspace{1em} else
6. \hspace{2em} keep the coloring of 1, 2, \ldots, \(i - 1\) and color \(i\) with \(c_1\);
7. \textbf{if} vertices 1, 2, \ldots, \(i - 1\) are colored having used colors \(c_1, c_2, \ldots, c_a\) \textbf{then}
8. \hspace{1em} if \(\exists b \leq a\) which is the least subscript such that \(i\) is adjacent to the first vertex colored with \(c_b\) \textbf{then}
9. \hspace{2em} color \(i\) with \(c_b\);
10. \hspace{1em} else if \(S^i\) is \(p\)-colorable \textbf{then}
11. \hspace{2em} remove the colors from the vertices of \(S^i \setminus i\) and color \(S^i\) with colors \(s_1, s_2, \ldots, s_p\); \textit{//using the reverse greedy algorithm}
12. \hspace{1em} else
13. \hspace{2em} keep the coloring of 1, 2, \ldots, \(i - 1\) and color \(i\) with \(c_{a+1}\).

\textbf{Proof.} Although Algorithm 4 is conceived to recognize a \((p, k)\)-colorable triangulated graph, in fact, it minimizes \(k\) such that the graph is \((p, k)\)-colorable for any given \(p\); we set \(k_{\min}\) to be the largest value of \(a\), such that there is a vertex colored \(c_a\), or \(k_{\min} = 0\) if all vertices are colored with \(s_1, s_2, \ldots, s_p\). Furthermore, it is done in time \(O(n(n + m))\) since it works with at most \(n\) applications of reverse greedy algorithm. The solutions for \((p_{\min}, k)\)-coloring, Min Split-coloring and Min Cocoloring in triangulated graphs can be then computed in time \(O(n^2(n + m))\) according to Remarks 1.20 and 1.21.

An algorithm with better time complexity, namely \(O(n(n + m))\), for Min Cocoloring is derived in [78]. It explores the characterization of triangulated graphs which states that they are exactly the intersection graphs of subtrees in a tree [73]. The question of whether Min Split-coloring admits an algorithm with time complexity better than \(O(n^2(n + m))\) in triangulated graphs is an interesting question that we leave for future research. Also, a natural continuation of these results would be to consider the generalized coloring problems in classes of graphs containing triangulated graphs, like quasi-triangulated graphs\(^1\) and weakly triangulated graphs\(^2\).

\textbf{Note} finally that Hell et al. give also a simplification of Algorithm 4 for \(p = k = 1\) in [87].

\(^1\)A graph \(G\) is \textit{quasi-triangulated} if it admits an order of its vertices such that for any subgraph \(H\) of \(G\), either the largest vertex in \(H\) is simplicial in \(H\) or the smallest vertex in \(H\) is simplicial in \(\overline{H}\).

\(^2\)A graph \(G\) is \textit{weakly triangulated} if neither \(G\) nor \(\overline{G}\) contains chordless cycles of length greater than or equal to five.
This allows to derive a recognition algorithm of split graphs in time $O(n + m)$, which is a better time complexity than the algorithm in time $O(n^2)$ given in [100].
Chapter 3

Cographs

In this chapter which exhibits the results obtained in [40], we focus on a subclass of perfect graphs: the cographs. Cographs are intensively studied in the literature with respect to various partitioning problems. Thanks to their nice structural properties (we introduce them in Section 3.1 that follows), they generally admit polynomial time algorithms for problems (including Min Coloring, Min Clique Cover, Max Stable Set and Max Clique) which are not always that easily solvable in other classes of graphs. For instance, precoloring extension can be solved in linear time in cographs [92] while it is $\mathcal{NP}$-complete in bipartite graphs [90]. In a similar way, there is a linear time algorithm solving chromatic sum in cographs while the same problem is $\mathcal{NP}$-complete in the class of bipartite graphs [91]. But, contrary to this first impression, there is also a significant number of $\mathcal{NP}$-complete problems in cographs: for instance achromatic number\(^1\) [12], list coloring [92], partition into three stable sets of size at most $l$ [13] and generalized chromatic sum [91]. In this context, the complexities of generalized coloring problems appear as an open problem far from being trivial.

In this chapter, we give a new characterization of cographs which leads to efficient algorithms for solving $(p,k)$-coloring problems, Min Split-coloring and Min Cocoloring respectively in $\mathcal{O}(n^2 + nm)$ time, $\mathcal{O}(n^2 + nm)$ time and $\mathcal{O}(n^{3/2})$ time. Here, we improve the time bound given in [78] for Min Cocoloring of cographs by answering an open question of [65]: we show that the greedy cocoloring algorithm given in [65] is an exact algorithm only for cographs. We also give a dynamic programming algorithm to find the maximum induced $(p,k)$-colorable subgraph. In addition, we present characterizations of $(2,1)$- and $(2,2)$-colorable cographs by forbidden configurations\(^2\). Damaschke proves in [34] that there cannot be infinitely many cographs without having one as an induced subgraph of another. This implies that any hereditary subfamily (e.g. $(p,k)$-colorable cographs or polar cographs) must be characterized by a finite set of forbidden induced subgraphs. Finally, we also mention some results of Feder et al. [57] concerning different generalized colorings of cographs and

---

\(^1\)Given a graph $G = (V,E)$, its achromatic number is the maximum number of stable sets $V_1, \ldots, V_k$ partitioning $V$ and such that, for each pair of distinct sets $V_i$ and $V_j$, $V_i \cup V_j$ is not a stable set.

\(^2\)These ideas have been used since then by Francisco et al. in [66] to characterize $(p,k)$-colorable cographs, for all $p$ and $k$. 

---
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determining in particular \((p,k)\)-colorability of cographs in linear time for fixed \(p\) and \(k\).

### 3.1 Preliminaries on cographs

We will consider cographs, also called \(P_4\)-free graphs, which are defined as graphs without induced path on four vertices, i.e., without \(P_4\).

Cographs were first introduced as complement reducible graphs by Corneil et al. in [29]. Note that the complement of a cograph is a cograph as well since \(\overline{P_4}\) is isomorphic to a \(P_4\).

They are a subclass of perfect graphs admitting linear time algorithms for Min Coloring, Min Clique Cover, Max Stable Set and Max Clique [30]. In fact, it is shown in [25] that, given a graph, while applying the greedy coloring algorithm assigning the first available color to its vertices considered in some order, the only structure preventing the algorithm to give an optimal solution occurs on a particular ordering of vertices of an induced \(P_4\). Since there is no induced \(P_4\) in cographs, a greedy coloring algorithm gives an optimal coloring for all orderings of vertices; this is obtained in linear time in the size of the graph.

It is well-known that for a cograph \(G\), either \(G\) or \(\overline{G}\) is disconnected (see [29]). Furthermore, cographs are precisely the graphs that can be constructed from one vertex using the operations of taking disjoint unions and taking complements. Subsequently, a unique tree can be constructed with cograph \(G\) as the root and with internal vertices labeled to mark which of these two operations joins subgraphs. This tree is known as the cotree and can be constructed in time \(O(n + m)\) [29]. In the cotree \(T = (N,A)\) associated with a cograph \(G\), every leaf corresponds to a vertex and vice versa. Every internal vertex \(x\) is labeled by its type \(t(x)\) (either 0 or 1) and corresponds to the subgraph \(G(x)\) of \(G\) containing all children of \(x\). If \(t(x) = 0\) (i.e., \(x\) is a 0-vertex), then \(G(x)\) is disconnected and every connected component induces a child of \(x\). If \(t(x) = 1\) (i.e., \(x\) is a 1-vertex), then \(G(x)\) is connected and every connected component of \(\overline{G(x)}\) induces a child of \(x\). If \(x\) denotes a vertex in the cotree, then \(c_1x, c_2x, \ldots\) are the children of \(x\) and \(C(x)\) is the set of its children. Given the cotree of a cograph, a maximum clique and a maximum stable set can be found in time \(O(n)\).

Let us finally remark that in cographs, induced split graphs reduce to threshold graphs; these are defined as a subclass of split graphs for which there is an ordering of vertices such that the neighborhoods form a nested family [100]. In other words, a threshold graph admits a split partition \((S,K)\) where for any two vertices \(v,u\) in \(S\), the sets of neighbors satisfy \(N(v) \supseteq N(u)\) or \(N(u) \supseteq N(v)\). In fact, threshold graphs are exactly \((2K_2, C_4, P_4)\)-free graphs [26].

### 3.2 Max \((p,k)\)-colorable subgraph in cographs

**Theorem 3.1.** A maximum induced \((p,k)\)-colorable subgraph can be computed in time \(O((p^2k + pk^3)n)\) in cographs defined by their cotree.
3.3. Max $(p, k)$-colorable subgraph in cographs

**Proof.** The algorithm which is based on dynamic programming moves from the leaves to the root of the cotree and computes the matrix $M(x) = (M_{i,j}(x))_{(i,j) \in \{0, \ldots, p\} \times \{0, \ldots, k\}}$ for every vertex $x$, where $M_{i,j}(x)$ is a maximum $(i, j)$-colorable subgraph of $G(x)$ (by convention $M_{0,0}(x) = \emptyset$).

Let us point out that, given a graph $G$ with $h$ connected components $G_1, \ldots, G_h$, $\alpha_{i,j}(G)$ is the optimal value of the following problem (with variables $(i_1, \ldots, i_h)$):

$$P_{\alpha_{i,j}} : \begin{cases}
\max \sum_{l=1}^{h} \alpha_{i_l,j}(G_l) \\
\text{s.t. } \sum_{l=1}^{h} i_l = i \\
i_l \in \{0, \ldots, i\}
\end{cases}$$

Moreover, if $(i_1, \ldots, i_h)$ is an optimal solution, then $G[V_1 \cup \ldots \cup V_h]$, where $G_i[V_i]$ is a maximum $(i, j)$-colorable subgraph of $G_i$, is a maximum $(i, j)$-colorable subgraph of $G$.

An optimal solution of $P_{\alpha_{i,j}}$ can be computed in time $O(i^2 h)$ by dynamic programming from the matrix $(\alpha_{i',j}(G_{h'}))_{(i', h') \in \{0, \ldots, i\} \times \{1, \ldots, h\}}$.

This leads to Algorithm 5 below based on two procedures called respectively Compose and Decompose. Procedure Compose computes the matrix $M(x)$ from matrices $M(cx)$, where $cx \in C(x)$, by solving problems of type $P_{\alpha_{i,j}}$. For every $i, j$, a maximum $(i, j)$-colorable subgraph $M_{i,j}(x)$ of $G(x)$ is computed by dynamic programming: $M^r_{i,j}$ (respectively $M^r_{i,s}$) denotes a maximum $(s, j)$-colorable subgraph of the graph induced by the first $r$ connected components of $G(x)$ (respectively a maximum $(i, s)$-colorable subgraph of the graph induced by the first $r$ connected components of $G(x)$). Procedure Decompose is a recursive procedure which uses the previous one and moves from the leaves to the root according to the dynamic programming principle.

**Algorithm 5** Maximum $(p, k)$-colorable subgraph in cographs

**Input:** a cograph $G$ and the corresponding cotree $T = (N, A)$ rooted in $x_0$, two integers $p$ and $k$

**Output:** a maximum $(p, k)$-colorable subgraph of $G$

1. Decompose($x_0$, $p$, $k$);
2. return $M_{p,k}(x_0)$.

A cograph $G$ and the related cotree $T = (N, A)$ are given as well as two integers $p$ and $k$. The execution of Procedure Compose for a vertex $x$ takes time $O(p^3 k |C(x)|)$ if $t(x) = 0$, and $O(pk^3 |C(x)|)$ if $t(x) = 1$. Let us finally notice that every internal vertex of a cotree has at least two children; consequently, the number of internal vertices is at most $F - 1$ where $F$ is the number of leaves; moreover, in the cotree associated with $G$, $F = n$ is the size of $G$. Consequently, the whole complexity is $O((p^3 k + pk^3)n)$, which concludes the proof. □
Procedure 6 Compose

Input: \( x \in N, (M(cx), cx) \in C(x) = \{ c_1 x, \ldots, c_{|C(x)|} x \} \), two integers \( p \) and \( k \)

Output: \( M(x) \)

1. if \( t(x) = 0 \) then
   2. for all \((i, j) \in \{0, \ldots, p\} \times \{0, \ldots, k\}\) do
      3. for \( s \leftarrow 0 \) to \( i \) do
         4. \( \tilde{M}^t_{i,j} \leftarrow M_{s,j}(c_1 x); \)
      5. for \( r \leftarrow 2 \) to \(|C(x)|\) do
         6. for \( s \leftarrow 0 \) to \( i \) do
            7. \( q_0 = \arg\max\{|\tilde{M}^r_{q,j}| + |M_{s-q,j}(c_r x)|, q \in \{0, \ldots, s\}\}; \)
            8. \( \tilde{M}^r_{s,j} \leftarrow \tilde{M}^{r-1}_{q_0,j} \cup M_{s-q_0,j}(c_r x); \)
            9. \( M_{i,j}(x) \leftarrow \tilde{M}^{r-1}_{i,j}; \)
      10. else \(/ / t(x)=1\)
      11. for all \((i, j) \in \{0, \ldots, p\} \times \{0, \ldots, k\}\) do
         12. for \( s \leftarrow 0 \) to \( j \) do
            13. \( \tilde{M}^t_{i,s} \leftarrow M_{i,s}(c_1 x); \)
         14. for \( r \leftarrow 2 \) to \(|C(x)|\) do
            15. for \( s \leftarrow 0 \) to \( j \) do
               16. \( q_0 = \arg\max\{|\tilde{M}^r_{i,q}| + |M_{i,s-q}(c_r x)|, q \in \{0, \ldots, s\}\}; \)
               17. \( \tilde{M}^r_{i,s} \leftarrow \tilde{M}^{r-1}_{i,q_0} \cup M_{i,s-q_0}(c_r x); \)
               18. \( M_{i,j}(x) \leftarrow \tilde{M}^{r-1}_{i,j}; \)

Procedure 7 Decompose

Input: \( x \in N \), two integers \( p \) and \( k \)

Output: \( M(x) \)

1. if \( C(x) = \emptyset \) then
   2. for all \((i, j) \in \{0, \ldots, p\} \times \{0, \ldots, k\}\) do
      3. if \( i + j = 0 \) then
         4. \( M_{i,j}(x) \leftarrow \emptyset; \)
      5. else
         6. \( M_{i,j}(x) \leftarrow \{x\}; \)
   7. else
      8. for all \( y \in C(x) \) do
         9. Decompose\( (y); \)
      10. Compose\( (x, (M(cx), cx) \in C(x)), p, k). \)
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3.3 \((p, k)\)-coloring of cographs

Here is the main result of this chapter which suggests a new characterization of cographs (Statement 3 of the following theorem) using their \((p, k)\)-colorability.

**Theorem 3.2.** For any graph \(G = (V, E)\), the following statements are equivalent:

1. \(G\) is a cograph;
2. \(\forall V' \subseteq V, \; \alpha_{1,1}(G[V']) = \alpha(G[V']) + \omega(G[V']) - 1;\)
3. \(\forall V' \subseteq V\) such that \(G[V'] \in \mathcal{K}_p \mathcal{S}_k\), where \(p \geq 1\), let \(K\) be a maximum clique of \(G[V']\), then \(G[V' \setminus K] \in \mathcal{K}_{p-1} \mathcal{S}_k\).

**Proof.** 1. \(\Rightarrow\) 2. It is shown in [29] that any cograph \(G\) has the clique-kernel intersection property, which means that every maximal clique of \(G\) has one vertex in common with every maximal stable set of \(G\). Thus, there is no disjoint pair of a maximum clique and a maximum stable set in a cograph and, obviously, this property is hereditary. 1. \(\Leftarrow\) 2. Assume that \(G\) is not a cograph, then it will contain at least one induced \(P_4\). It suffices to observe that \(\alpha_{1,1}(P_4) = \alpha(P_4) + \omega(P_4) = 2 + 2 = 4\) implying that Statement 2 does not hold. 3. \(\Rightarrow\) 1. It suffices to notice that a \(P_4\) with edges \(a_1a_2, a_2a_3\) and \(a_3a_4\) belongs to \(\mathcal{K}_1 \mathcal{S}_1\) but taking \(a_1a_2\) as a maximum clique does not yield a \((0, 1)\)-colorable graph. 1. \(\Rightarrow\) 3. Let \((K^1, \ldots, K^p, S^1, \ldots, S^k)\) be a partition of \(V\) into \(p\) cliques and \(k\) stable sets. One can decompose any maximum clique \(K\) into two parts \(K_C\) and \(K_S\), where \(K_C = K \cap (K^1 \cup \ldots \cup K^p)\) and \(K_S = K \cap (S^1 \cup \ldots \cup S^k)\). Obviously, \(K_S\) has at most \(k\) vertices. Without loss of generality, one can write \(K_S = \{x_1, \ldots, x_s\}\), where \(x_i \in S^i\) and \(s \leq k\). An illustration of the proof is given in Figure 3.1 where the clique \(K\) is shown by light shadowed sets and where the dotted lines describe stable sets.

On the other hand, there is a vertex set \(L \subseteq K^1 \cup \ldots \cup K^p\) with \(|L| \leq |K_S| = s\) such that \(K_C \cup L\) is a maximal clique of \(K^1 \cup \ldots \cup K^p\). Since \(G\) is a cograph, we can immediately say that \((K^1 \cup \ldots \cup K^p) \setminus (K_C \cup L) \in \mathcal{K}_{p-1} \mathcal{S}_0\) by coloring the complementary graph. Then, knowing that \((S^{s+1} \cup \ldots \cup S^k) \in \mathcal{K}_0 \mathcal{S}_{k-s}\), it suffices to show that \(L \cup ((S^1 \cup \ldots \cup S^s) \setminus K_S) \in \mathcal{K}_0 \mathcal{S}_s\) to obtain the assertion, namely \(G[V \setminus K] \in \mathcal{K}_{p-1} \mathcal{S}_k\).

Now, let us suppose that there is a clique \(K'\) of size \(s + 1\) in \((L \cup ((S^1 \cup \ldots \cup S^s) \setminus K_S)\). Clearly \(K' \cap L \neq \emptyset\) since \(S^1 \cup \ldots \cup S^s \in \mathcal{K}_0 \mathcal{S}_s\) and \(|K'| = s + 1\). In the same way, we know that \(K' \cap ((S^1 \cup \ldots \cup S^s) \setminus K_S) \neq \emptyset\) because \(|K'| > |L|\). In what follows, we define \(K'_L = K' \cap L = \{z_1, \ldots, z_v\}\) and \(K'_S = K' \cap ((S^1 \cup \ldots \cup S^s) \setminus K_S) = \{a_1, \ldots, a_h, a_{h+1}, \ldots, a_{s+1-n}'\}\) such that \(\forall i \leq h\), \(\{a_i\} \cup K_C\) is a clique \((a_i's\) are possibly re-indexed) and that \(\forall i \geq h + 1, \; \exists w_i \in K_C\) such that \(a_i w_i \notin E\) (possibly \(h = s + 1 - l'\)). \(K'\) is shown as dark shadowed sets in Figure 3.1. Now, let us observe the three following facts which will allow us to conclude.

**Fact 3.3.** \(\{a_j, z_i, w_j, x_j\}\) does not induce a \(P_4 \Rightarrow \forall h, \; h + 1 \leq j \leq s + 1 - l', \; \forall i \leq l', \; x_j z_i \in E.\)
Fact 3.4. $K_C \cup K'_L \cup \{x_1, \ldots, x_{s+1-l'}\}$ has $|K_C| + s + 1$ vertices thus it cannot be a clique \( \Rightarrow h \geq 1 \).

Fact 3.5. \( \forall i \leq h, \forall j \geq h + 1, \{a_j, a_i, w_j, x_j\} \) does not induce a $P_4$ \( \Rightarrow a_i x_j \in E \).

The above facts are illustrated in Figure 3.1 where dashed lines are forbidden edges and thick lines are the necessary edges. Then, it suffices to remark the following: Fact 3.3 and Fact 3.5 imply that $K_C \cup K'_L \cup \{a_j, j \leq h\} \cup \{x_j, h + 1 \leq j \leq s + 1 - l'\}$ is a clique of cardinality $|K| + 1$, represented by the sets with bold frames, which yields a contradiction.

The above result shows in particular that Statement 3 is true neither for comparability graphs (known also as transitively orientable graphs) which contain cographs as a subclass, nor for triangulated graphs.

Note also that, by the auto-complementarity of cographs, we have trivially that for all $V' \subseteq V$ such that $G[V'] \in \mathcal{K}_p S_k$ where $k \geq 1$, then $G[V' \setminus S] \in \mathcal{K}_p S_{k-1}$ where $S$ is a maximum stable set of $G[V']$.

One can observe in Figure 3.2 that in Theorem 3.2, if we take a maximal stable set instead of a maximum one, then the statement does not hold. The graph $G$ of Figure 3.2 is clearly $(1,1)$-colorable. But, $G[V \setminus S]$, where $S$ is a maximal stable set of $G$, is not $(1,0)$-colorable.

\[
G \xrightarrow{(1,1)} \hat{G} \xrightarrow{(1,0)} S
\]

Figure 3.2: Theorem 3.2 does not hold with a maximal stable set.
The proof of the following corollaries of Theorem 3.2, suggests some algorithms to solve
problems related to \((p,k)\)-coloring.

**Corollary 3.6.** In any cograph \(G\):

1. For any \(k\), \(p_{\min} = \min\{p : G \in \mathcal{K}_{p}S_{k}\}\) can be found in time \(O(n^2 + nm)\);

2. Min Split-coloring can be solved in time \(O(n^2 + nm)\).

**Proof.** For Statement 1, the algorithm consists in repetitively constructing a maximum
clique in the remaining graph and removing it as long as it is of size at least \(k + 1\). Then,
\(S_1, \ldots, S_k\) are determined by a greedy coloring algorithm on the remaining graph. It
suffices to observe that according to Theorem 3.2, when the algorithm has already set \(p_{\min}\) cliques,
the remaining graph is in \(K_0S_k\) and thus does not admit a clique of size \(k + 1\). Note that the
only computation consists in finding \(p_{\min}\) maximum cliques, which takes \(O(p_{\min}(n + m))\)
time, and running once the greedy coloring algorithm in the remaining graph, which takes
only linear time.

As for Statement 2, in step \(i\) of the algorithm, one will compute a maximum clique in the
remaining graph; if it is of size at least \(i + 1\) then it will be chosen and removed from the
graph before going to step \(i + 1\), otherwise an \(i\)-coloring will be computed in the remaining
graph. To conclude, note that in step \(i\), the number of fixed cliques is \(i\). Therefore, if
\(\chi_S(G) = k\) then in step \(k\), the remaining graph belongs to \(K_0S_k\). Obviously, the time
complexity is the same as the previous part of the corollary. \(\square\)

It is needless to say that \((p,k_{\min})\)-coloring is solved in a similar way with the same time
complexity in cographs.

One can also generalize the above corollary in the following way.

**Corollary 3.7.** For any cograph \(G\) and any function \(f : \mathbb{N} \rightarrow \mathbb{N}\), \(p_0 = \min\{p : G \in \mathcal{K}_{p}S_{f(p)}\}\) can be computed in polynomial time.

**Proof.** First of all, the existence of a \(p\) such that \(G \in \mathcal{K}_{p}S_{f(p)}\) is obvious since \(K_{p}S_1 \subset \mathcal{K}_{p}S_{i+1}\).

Now, let us consider the same algorithm as in Statement 2 of Corollary 3.6 with the only
difference that we test if the maximum clique in step \(i\) is of size at least \(f(i) + 1\) (and not
\(i + 1\)), and consequently the algorithm ends with an optimal coloring of the rest of the graph
in \(f(i)\) (and not \(i\)) colors. Once again, at step \(i\) we have set exactly \(i\) cliques. To complete
the proof, it suffices to remark that after \(p_{\min}\) steps \((i = p_{\min})\), the remaining graph belongs
to \(K_0S_{f(p)}\).

Note that for a constant function \(f\), we obtain Statement 1 of Corollary 3.6; \(f(p) = p\) gives
the second part; \(f = 0\) boils down to the problem of vertex covering by cliques and finally
if \(f = \chi(G)\) then \(p_{\min} = 0\), i.e., \(G \in K_0S_{\chi(G)}\).

Finally, this result is also true when interchanging cliques and stables sets by simply applying
the same algorithm to the complement of \(G\). \(\square\)
3.4 Ccoloring of cographs

Min Ccoloring has been solved in time $O(n^2)$ for cographs with a dynamic programming procedure visiting the vertices of their associated cotree from the leaves to the root [78]. In what follows, we use Theorem 3.2 to devise a simpler algorithm for Min Ccoloring in the class of cographs. More precisely, we show that the greedy algorithm for ccoloring given in [65] is exact for cographs and has a better time complexity than $O(n^2)$. It runs as follows.

<table>
<thead>
<tr>
<th>Algorithm 8</th>
<th>Greedy ccoloring</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> a graph $G = (V, E)$</td>
<td><strong>Output:</strong> a ccoloring $\mathcal{Z}$ of $G$</td>
</tr>
<tr>
<td>1. $\mathcal{Z} \leftarrow \emptyset$;</td>
<td>1. $\mathcal{Z} \leftarrow \emptyset$;</td>
</tr>
<tr>
<td>2. while $G \neq \emptyset$ do</td>
<td>2. while $G \neq \emptyset$ do</td>
</tr>
<tr>
<td>3. compute a maximum stable set $S$ and a maximum clique $K$ of $G$;</td>
<td>3. compute a maximum stable set $S$ and a maximum clique $K$ of $G$;</td>
</tr>
<tr>
<td>4. choose $X = \text{argmax}(</td>
<td>S</td>
</tr>
<tr>
<td>5. $G \leftarrow G[V \setminus X]$.</td>
<td>5. $G \leftarrow G[V \setminus X]$.</td>
</tr>
</tbody>
</table>

**Theorem 3.8.** For any cograph $G$ given by its cotree, a minimum ccoloring is obtained by the greedy ccoloring algorithm in time $O(n^{3/2})$.

**Proof.** Let $p, k$ be such that $G \in K_p S_k$ and that $z(G) = p + k$. Assume that the greedy algorithm does not give an optimal ccoloring. This means that there is a first step where we cannot get an optimal decomposition anymore. At this step, assume that we have already removed $p'$ cliques and $k'$ stable sets, and that we remove a maximum clique $K$ without loss of generality. If $G'$ is the remaining graph after $p' + k'$ removals, Theorem 3.2 implies that $G' \in K_{p-p'} S_{k-k'}$. By hypothesis, we have $z(G') = z(G) - p' - k'$ but $z(G' \setminus K) > z(G) - p' - k' - 1$. Note that we cannot have $p - p' < 0$ since at some earlier stage we would have faced the problem, neither $p - p' > 0$ because the problem would not occur yet. Therefore, we must necessarily have $p - p' = 0$. Now, one can derive the following inequalities using the facts that $G' \in K_0 S_{k-k'}$ and $z(G') = \chi(G') = \omega(G') = k - k'$:

$$\alpha(G') - 1 = \theta(G') - 1 \geq z(G' \setminus K) > z(G') - 1 = \chi(G') - 1 = \omega(G') - 1.$$

Hence, the greedy algorithm should have chosen $S$ instead of $K$ which means that this case is not possible.

As for the time complexity, it is well known that a maximum clique and a maximum stable set can be found on a cotree in time $O(n)$. On the other hand, the number of steps is exactly $z(G)$. If we denote by $n_i$ the number of vertices removed at step $i$ then the inequality $z(G) - (i - 1) \leq n_i$ holds for $i = 1, \ldots, z(G)$. Summing both sides of these inequalities for every $i$ yields the bound $O(\sqrt{n})$ on $z(G)$, which gives $O(n^{3/2})$ as overall complexity. \(\blacksquare\)
3.5 Characterizing (2, 1)- and (2, 2)-colorable cographs

In this section, we give forbidden configurations characterizing (2, 1)- and (2, 2)-colorable cographs. In this purpose, let us point out the following lemma.

**Lemma 3.9.** Every connected component of a triangle-free cograph is a complete bipartite graph.

**Proof.** Let \( G = (A \cup B, E) \) denote a triangle-free cograph which is obviously a bipartite graph. Consider a connected component of \( G \) where one vertex \( a_1 \in A \) is adjacent to \( b_1 \) and to \( b_2 \) of \( B \). It is easy to verify that if one of the neighbors of \( a_1 \) is adjacent to a vertex \( a_2 \in A \) then any other neighbor of \( a_1 \) has to be adjacent to \( a_2 \) as well, in order to avoid any possible \( P_4 \). Applying this argument to the vertices of both \( A \) and \( B \) yields a complete bipartite graph. \( \square \)

In what follows, we denote by \( H \) the bipartite graph \( H = (A \cup B, E_H) \) where \( A = \{a_1, a_2, a_3\} \), \( B = \{b_1, b_2, b_3\} \) and \( E_H = \{a_1b_1, a_2b_2, a_3b_3\} \). \( L \) is the tripartite graph \( L = (A \cup B \cup C, E_L) \) where \( A = \{a_1, a_2, a_3\} \), \( B = \{b_1, b_2, b_3\} \), \( C = \{c_1, c_2, c_3\} \) and \( E_L = \{a_ib_i, a_ic_i, b_ic_i, i = 1, 2, 3\} \). Both of these configurations are shown in Figure 3.3 where dashed lines represent forbidden edges and edges which do not appear in the figures are optional edges. One can notice that as soon as one of the optional edges links two connected components of \( H \) or \( L \), then, by Lemma 3.9, all of the optional edges between these connected components are present.

![Figure 3.3: Configurations H and L.](image)

**Proposition 3.10.** A cograph is \((2,1)\)-colorable if and only if it does not contain configuration \( H \).

**Proof.** If \( G \) contains \( H = (V_H, E_H) \) as configuration, then the subgraph \( G[V_H] \) is clearly not \((2,1)\)-colorable. Conversely, let us suppose that \( G \) does not contain configuration \( H \). Let
Let \( S^* \) be a maximum stable set. Then, let \( S' \) be a maximum stable set of \( G[V \setminus S^*], G[S' \cup S^*] \) is bipartite and admits \( S^* \) as maximum stable set; hence \( S' \) is a minimum vertex cover (a set of vertices covering all the edges of the graph) and there exists a matching of size \(|S'|\) by König’s theorem\(^3\). Since \( G \) does not contain \( H \), this matching is of size at most 2. It means that \( \alpha(G[V \setminus S^*]) \leq 2 \) and consequently (since cographs are perfect), \( G[V \setminus S^*] \in \mathcal{K}_2 \mathcal{S}_0 \), which implies \( G \in \mathcal{K}_2 \mathcal{S}_1 \).

**Proposition 3.11.** A cograph is \((2,2)\)-colorable if and only if it does not contain configuration \( L \).

**Proof.** If \( G \) contains \( L = (V_L, E_L) \) as configuration, then \( G[V_L] \) is clearly not \((2,2)\)-colorable. Conversely, let us suppose that \( G \notin \mathcal{K}_2 \mathcal{S}_2 \). Let \( S^* \) be a maximum stable set of \( G \), according to Theorem 3.2, \( G[V \setminus S^*] \notin \mathcal{K}_2 \mathcal{S}_1 \). Consequently (Proposition 3.10), \( \exists S^1 \cup S^2 \subset V \setminus S^* \), such that \( S^1 \) and \( S^2 \) are stable, \(|S^1| = |S^2| = 3 \) and \( G[S^1 \cup S^2] \) admits a perfect matching.

Since \( S^* \) is also a maximum stable set of the cograph \( G' = G[S^* \cup S^1 \cup S^2] \), this graph is not \((2,2)\)-colorable. In particular, it is not bipartite, consequently it contains a triangle \((a', b', c')\) with \( a' \in S^* \), \( b' \in S^1 \) and \( c' \in S^2 \). \((a', b', c')\) is a maximum clique of \( G' \), consequently (Theorem 3.2) \( G'' = G[(S^* \cup S^1 \cup S^2) \setminus \{a', b', c'\}] \notin \mathcal{K}_1 \mathcal{S}_2 \). Thus, \( G'' \) contains also a triangle \((a'', b'', c'')\) with \( a'' \in S^*, b'' \in S^1 \) and \( c'' \in S^2 \), and \( G''' = G[(S^* \cup S^1 \cup S^2) \setminus \{a', a'', b', b'', c', c''\}] \notin \mathcal{K}_0 \mathcal{S}_2 \) and contains a triangle \((a'''', b''', c'''')\) with \( a'''' \in S^*, b'''' \in S^1 \) and \( c'''' \in S^2 \). The subgraph \( G[\{a', a'', a''', b', b'', b'''', c', c'', c'''\}] \) contains configuration \( L \), which concludes the proof.

### 3.6 Characterizing \((p, k)\)-colorable cographs

Following the above ideas, the forbidden configurations given in the previous section can be generalized for \((p, k)\)-colorable cographs for any given \( p \) and \( k \) (see Francisco et al. [66]). In what follows, let \( l * K_r \) denote the configuration formed by \( l \) copies of a clique of size \( r \); if \( K^i \) is a clique of size \( r \) having vertices \( v^i_j \), where \( j = 1, \ldots, r \) then the sets \( \{v^i_1, \ldots, v^i_r\} \), where \( j = 1, \ldots, r \), are stable sets and the remaining edges are optional. For instance, the configurations \( H \) and \( L \) are respectively \( 3 * K_2 \) and \( 3 * K_3 \).

Francisco et al. first restate Lemma 3.9 with forbidden cliques of size \( l \).

**Lemma 3.12 ([66]).** Every connected component of a cograph without \( K_l \) is a \((l - 1)\)-partite graph, for \( l > 2 \).

Their second lemma consists in a generalization of Proposition 3.10.

**Lemma 3.13 ([66]).** A cograph \( G \) is \((p, 1)\)-colorable if and only if it does not contain the configuration \((p + 1) * K_2 \).

---

\(^3\)For a bipartite graph \( G \), the maximum number of edges in a matching is equal to the minimum number of vertices in a vertex cover.
Finally, they come up with the following theorem.

**Theorem 3.14 ([66, 57]).** A cograph $G$ is $(p, k)$-colorable if and only if it does not contain $(p + 1) \ast K_{k+1}$ as an induced subgraph.

### 3.7 Concluding remarks

The results obtained in this chapter show that generalized coloring problems are rather well solved in the class of cographs; they admit simple polynomial time algorithms. In particular, we show that the greedy cocoloring algorithm (given in Algorithm 8) provides an optimal cocoloring of a graph $G$ if and only if $G$ is a cograph.

Other results on partitioning the vertex set of a cograph into cliques and stable sets concern the more general framework of matrix partitions studied in [57] by Feder et al. Let $M$ be an $m$ by $m$ matrix over $0, 1, \ast$. An $M$-partition of a graph $G$ is a partition of its vertex set into $m$ parts $V_1, V_2, \ldots, V_m$ such that each $V_i$ is a clique (respectively a stable set) whenever $M(i, i) = 1$ (respectively $M(i, i) = 0$). There are all possible edges (respectively no edge) between parts $V_i$ and $V_j$ whenever $M(i, j) = 1$ (respectively $M(i, j) = 0$), and no condition is required on the edges between $V_i$ and $V_j$ if $M(i, j) = \ast$. When a graph does not admit an $M$-partition, it is said to be an $M$-obstruction. The authors also consider the $M$-partitioning problem with lists, i.e., under the condition that each vertex can be assigned to a restricted list of possible parts. A constant matrix is called as $(a, b, c)$-block matrix if $a, b$ and $c$ are chosen from $0, 1$ and $\ast$, and there is no diagonal $\ast$'s; $a$ indicates the links between stable sets, $b$ between cliques and $c$ between stable sets and cliques. Then, it is clear that a graph is $(p, k)$-colorable if and only if it admits an $M$-partition, where $M$ is a $(\ast, \ast, \ast)$-block matrix with $p$ cliques and $k$ stable sets. In [57], the authors give upper bounds (depending on $p$ and $k$) on the size of a largest minimal $M$-obstruction for different types of matrices $M$. They obtain as a result that in cographs, any $M$-partition problem can be solved in polynomial time for any fixed number of cliques and stable sets. In the case where $M$ is a $(\ast, \ast, \ast)$-block matrix, they precisely show that any minimal obstruction has exactly $(p + 1)/(k + 1)$ vertices and, furthermore, it is both $(k+1)$-colorable and partitionable into $(p+1)$ cliques; describing the forbidden configurations given in Theorem 3.14.\footnote{Note that list matrix partitions of triangulated graphs (see [59]) and perfect graphs (see [56]) are also studied in the same spirit.}

One can remark that polar graphs can also be expressed in terms of matrix partitions; a graph is $(s, t)$-polar if and only if it admits an $M$-partition where $M$ is a $(1, 0, \ast)$-block matrix with $s$ stable sets and $t$ cliques. In the next chapter, we explore polar cographs in terms of forbidden subgraphs and recognition algorithms.

Note finally that all $M$-partition problems are expressible in monadic second-order logic, and hence solvable in polynomial time for bounded treewidth graphs (see[32]). It is also shown in [33] that bounded cliquewidth graphs (and in particular cographs) allow a polynomial time solution for finding maximum subgraphs with any monadic second-order logic property (e.g. $\alpha_{p,k}$ for fixed $p$ and $k$, or a maximum $(s, t)$-polar subgraph for fixed $s$ and $t$).
Chapter 4

Polar cographs

As mentioned at the end of the previous chapter, recognizing polar graphs can be seen as a generalized graph coloring problem. Recognizing polar graphs amounts indeed to determining whether a given graph admits a partition of its vertices into stable sets and cliques allowing only some particular links among stable sets and among cliques; namely, stable sets have to be completely linked to each other, cliques not linked at all to each other, and no constraint is required on the links between cliques and stable sets.

In [21] it is shown that recognizing whether an arbitrary graph is polar is $NP$-complete. Thus, these graphs have not been extensively studied and no good characterization is known. Previous works on polar graphs concern some polynomial time recognition problems. In [103], the authors give a polynomial time recognition algorithm for polar graphs where the largest sizes of the stable sets and of the cliques are bounded. In this case, a result of [124] suggests that there is a finite list of forbidden subgraphs characterizing such polar graphs. Also, in [114], the authors claim that there is a polynomial time algorithm to recognize polar graphs, which admit a polar partition where all the cliques are of size 1. According to [69], polar graphs with stable sets of size 1 and cliques of size at most 2 admit a characterization with 18 forbidden subgraphs.

Alekseev et al. [3] set the complexity status of $(P_1, \ldots, P_p, Q_1, \ldots, Q_k)$-coloring problems\(^1\) for different types of properties. The authors point out that there is an unexplored gap when $P_i$'s are additive hereditary, and $Q_j$'s are co-additive hereditary\(^2\). We notice that the recognition of polar graphs is exactly in this gap since it corresponds to $(P_3$-free, $\overline{P_3}$-free)-coloring.

The question which arises is to find restricted classes of graphs where polar graphs can be recognized in polynomial time and admit nice characterizations. It turns out that for cographs, one can derive results of such type; this is a first step which could be followed by various extensions.

In this chapter, based on [51], we handle polar cographs and we provide their characterization.

\(^1\)Recall that a graph is $(P_1, \ldots, P_p, Q_1, \ldots, Q_k)$-colorable if it admits a partition $(U_1, \ldots, U_p, W_1, \ldots, W_k)$ of its vertex set, where each $U_i$ verifies the property $P_i$ and each $W_j$ verifies the property $Q_j$.

\(^2\)See Subsection 1.2.2 for the definitions of additive and co-additive properties.
in terms of forbidden subgraphs in Section 4.2. We also examine the monopolar cographs which are the $(s,t)$-polar cographs where $\min(s,t) \leq 1$. A characterization of these graphs by forbidden subgraphs is given in Section 4.3. Besides, in Section 4.4, we give a polynomial time algorithm for finding a largest induced polar subgraph in cographs using dynamic programming on cotrees. Finally, we derive a recognition algorithm for polar cographs in time $O(n \log n)$ in Section 4.5.

4.1 Introduction

Before discussing briefly some properties of polar graphs, let us first recall their definition.

**Definition 4.1 (polar graph, polar partition).** A graph $G = (V,E)$ is called polar if its vertex set $V$ can be partitioned into $(A,B)$ ($A$ or $B$ may possibly be empty) such that $A$ induces a complete multipartite graph (it is a join of stable sets) and $B$ a (disjoint) union of cliques (i.e., the complement of a join of stable sets). Such a partition $(A,B)$ is called a polar partition.

According to [21], a polar graph with polar partition $(A,B)$ is said to belong to the class $(\alpha,\beta)$ if the size of a stable set in $A$ does not exceed $\alpha$ and the size of a clique in $B$ does not exceed $\beta$. Here, we classify polar graphs rather in terms of numbers of stable sets and cliques in a polar partition $(A,B)$ that they admit. This choice is justified by both the results obtained in this chapter and the sake of compatibility with the notion of $(p,k)$-colorability used in the rest of the dissertation. However, although inverted with respect to our basic definition of $(p,k)$-colorability, in this chapter, we adopt a notation indicating first stable sets and then cliques as it was used in [21].

**Definition 4.2 ($(s,t)$-polar).** A graph is $(s,t)$-polar if it admits a polar partition $(A,B)$ where $A$ is a join of at most $s$ stable sets and $B$ a union of at most $t$ cliques.

Thus polar graphs are just the $(\infty,\infty)$-polar graphs meaning that the numbers of stable sets and cliques in a polar partition are unbounded. Observe that the complement $\overline{G}$ of an $(s,t)$-polar graph is a $(t,s)$-polar graph.

Clearly, polar graphs are closely related to $(p,k)$-colorable graphs; if a graph is $(s,t)$-polar then it is obviously $(t,s)$-colorable. But the converse does not necessarily hold since an $(s,t)$-polar graph is a graph admitting only a particular $(t,s)$-coloring. Moreover, not every graph is polar: the graphs $N_1$ and $N_2$ in Figure 4.1 are not polar as can be checked, but if any vertex is removed, the remaining graph is polar.

We will also examine a subclass of polar graphs defined as follows.

**Definition 4.3 (monopolar graphs).** A graph is monopolar if it is $(s,t)$-polar for some $s$ and $t$ such that $\min(s,t) \leq 1$.

In other words, for a monopolar graph, a partition $(A,B)$ exists with at most one stable set in $A$ or at most one clique in $B$.
4.2. Characterization of polar cographs by forbidden subgraphs

It will be convenient to denote by $K^*(s, t)$ an $(s, t)$-polar graph with partition $(A, B)$, which
is the join of $A$ and $B$ (i.e., with complete links between $A$ and $B$). This graph is called a
complete $(s, t)$-polar graph.

Basic properties of cographs are already defined in the previous chapter; here we use the
same terminology. Let us mention some additional notations that we frequently use in this
chapter. Given two graphs $G_1$ and $G_2$, $G_1 \oplus G_2$ denotes their join (with complete links)
and $G_1 \cup G_2$ their disjoint union (as already introduced). Let $x$ and $y$ be two vertices, in
this chapter, for the sake of simplicity, $xy$ and $\overline{xy}$ respectively mean that they are adjacent
and non-adjacent.

4.2 Characterization of polar cographs by forbidden subgraphs

In this section, we provide a forbidden subgraph characterization of polar cographs. Since
there is a finite family of forbidden subgraphs, there is an obvious polynomial time recogni-
tion algorithm. We will however describe in Section 4.5 a recognition algorithm with better
time complexity.

Theorem 4.4. For a cograph $G$, the following statements are equivalent:

1. $G$ is polar;

2. neither $G$ nor $\overline{G}$ contains any one of the graphs $H_1, \ldots, H_4$ of Figure 4.2 as induced
subgraphs.

![Figure 4.2: Forbidden subgraphs for polar cographs.](image)
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Proof. 1. $\Rightarrow$ 2. Since every induced subgraph of a polar graph is polar and the complement of a polar graph is polar, it is enough to show that $H_1, \ldots, H_4$ are non-polar. Suppose $H_1, \ldots, H_4$ are polar. First, it is routine to check that none of $H_1, \ldots, H_4$ admits a polar partition with one stable set. Furthermore, since a complete join of stable sets is a connected subgraph, it follows that in each of the four graphs, one of the components must induce a disjoint union of cliques. Clearly, it is not the case for any of the graphs. Hence they are non-polar.

2. $\Rightarrow$ 1. Suppose $G$ is non-polar. Assume without loss of generality that $G$ is minimal non-polar. Assume also without loss of generality that the cograph $G$ is disconnected (otherwise take its complement). Let $(A, B)$ be a partition of its vertex set into non-empty sets without edges between $A$ and $B$. By the minimality of $G$, both $G[A]$ and $G[B]$ are polar. If $G[A]$ contains no induced $P_3$, then it is a disjoint union of cliques and hence $G$ is polar. Hence, we may assume that both $A$ and $B$ contain three vertices inducing a $P_3$. If both $G[A]$ and $G[B]$ have polar partitions with single stable sets $S_A$ and $S_B$ respectively, then $G$ has a polar partition with single stable set $S_A \cup S_B$. Thus, assume that $G[A]$ has at least two stable sets in every polar partition. Let $A' \subset A$ induce the connected component containing the join of stable sets (in a possible polar partition of $A$). Then, $A \setminus A'$ induces a disjoint union of cliques. Since $G$ is a cograph, $A'$ is partitioned into $(C, D)$ with complete join between $C$ and $D$. We consider two cases.

Case 1. An induced $P_3$ in $A$ is completely contained in $D$.

If $C$ contains a non-edge, then the non-edge along with the $P_3$ in $D$ and the $P_3$ in $B$ induce an $H_1$ in $G$, a contradiction. Thus, $C$ must induce a clique. If $C$ contains an edge, then $D$ is $2K_2$-free, for otherwise $G$ contains an $H_4$. $D$ is also $C_4$-free (else $G$ contains $H_1$) and $P_4$-free. Thus $D$ induces a threshold graph. It follows that $G[A]$ has a polar partition with at most one stable set and many cliques, which is a contradiction. It follows that $C$ must consist of a single vertex.

Let $S$ be a maximal stable set in $D$ containing both the ends of $P_3$ in $D$. Let $c$ be the center of the $P_3$.

Claim 4.5. For any $a \in D \setminus S$, $ac$, i.e., $D \setminus S \subseteq N(c)$.

Proof. $S$ being a maximal stable set, $a$ has a neighbor in $S$. If $a \notin N(c)$, then $D$ must contain a $P_4, C_4$ or $P_3 \cup K_2$, which is a contradiction since $G$ is $P_4$-free, $H_4$-free and $H_2$-free.

Claim 4.6. For any $a \in D \setminus S$, $ax$, for some $x \in N(c) \cap S$.

Proof. Similar to the proof of Claim 4.5.

Claim 4.7. $N(c) \cap S$ is linearly ordered by domination in $N(c) \setminus S$, i.e., there are no two vertices $x, y \in N(c) \cap S$ such that for some $a, b \in N(c) \setminus S$, $xa, xb, yb$ and $yb$. 
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Proof. Since $a, b \in N(c) \backslash S$, $ac$ and $bc$. If $\overline{ab}$ then $a, b, c, x, y$ and the vertex in $C$ along with $P_3$ in $B$ induce $H_4$. If $ab$, then $G$ contains a $P_4$. \hfill \Box

Claim 4.8. There exists $d \in N(c) \cap S$ such that $da$ for all $a \in N(c) \backslash S$.

Proof. Follows from Claim 4.6 and 4.7. \hfill \Box

Claim 4.9. For $x \in S \backslash \{d\}$ and for $a, b \in N(c) \backslash S$, if $\overline{ab}$ then $\overline{xa}$ and $\overline{xb}$.

Proof. Since $da$ and $db$, it follows that if $xa$ and/or $xb$, then $D$ induces a $C_4$ or $P_4$, which is a contradiction. \hfill \Box

Claim 4.10. $N(c) \backslash S$ is $2K_2$-free.

Proof. Any $2K_2$ in $N(c) \backslash S$, along with $cd$, the vertex in $C$ and a $P_3$ from $B$ would induce $H_4$ in $G$, which is a contradiction. \hfill \Box


Proof. By Claim 4.10, $N(c) \backslash S$ is $2K_2$-free. Also $D$ is $C_4$-free. Hence $N(c) \backslash S$ induces a threshold graph. Let $(S', K)$ be a polar partition of $(N(c) \backslash S) \cup C$ with $S'$ the single stable set and $K$ the single clique. Then $(S' \cup S \backslash \{d\}, K \cup \{d\})$ is a polar partition of $G[A]$ with a single stable set, by Claims 4.8 and 4.9. \hfill \Box

It follows that Case 1 is impossible.

Case 2. Every $P_3$ of $A$ intersects both $C$ and $D$.

Since both $C$ and $D$ are $P_3$-free, each one induces a disjoint union of cliques. We can assume without loss of generality that $C$ consists of either a single clique or a single stable set, for otherwise, i.e., if both $C$ and $D$ are neither a single clique nor a single stable set, $G$ contains $H_4$. If $C$ consists of a single stable set, then $G[A]$ has a polar partition with one stable set. If $C$ consists of a clique of size at least 2, then $D$ has at most one clique of size at most 2 (else $G$ has $H_4$). It follows that the rest of $D$ forms a single stable set and $G[A]$ has a polar partition with a single stable set and many cliques. Thus this case is also impossible.

It follows that $G$ must be polar. \hfill \Box

4.3 Characterization of monopolar cographs by forbidden subgraphs

As in Section 4.2, we give here a characterization based on forbidden subgraphs; a more involved recognition algorithm for monopolar graphs will be given in Section 4.5.
Theorem 4.12. For a cograph $G$, the following statements are equivalent:

1. $G$ is monopolar;

2. neither $G$ nor $\overline{G}$ contains any one of the graphs $G_1, \ldots, G_9$ of Figure 4.3 as an induced subgraph;

3. $G$ or $\overline{G}$ is a disjoint union of threshold graphs and complete $(1, \infty)$-polar graphs.

![Forbidden subgraphs for monopolar cographs](image_url)

Figure 4.3: Forbidden subgraphs for monopolar cographs.

Proof. 1. $\Rightarrow$ 2. Since the complement of a monopolar graph and every induced subgraph of a monopolar graph are also monopolar, it is enough to show that $G_1, \ldots, G_9$ are not monopolar. Since the non-trivial component in each of these graphs is not a disjoint union of cliques, it must contain the join of stable sets in any polar partition. It is routine to verify that any polar partition of these graphs must be the join of at least two stable sets and the union of at least two cliques. Hence they are not monopolar.

3. $\Rightarrow$ 1. Since a threshold graph has a polar partition into a single stable set and a single clique, and since disjoint union of stable sets is a single stable set, it follows that if $G$ is a disjoint union of threshold graphs and complete $(1, \infty)$-polar graphs, then $G$ is monopolar with a single stable set and a disjoint union of cliques in a polar partition.

2. $\Rightarrow$ 3. Since $G$ is a cograph, assume without loss of generality that $G$ is disconnected. It is enough to show that each non-trivial component of $G$ is either a threshold graph or a complete $(1, \infty)$-polar graph. Let $G'$ be any non-trivial component of $G$. Further assume that $G'$ is a join of $A$ and $B$ (i.e., $G' = A \oplus B$). The non-empty graphs $A, B$ exist since $G'$ is a connected cograph with at least two vertices. We consider several cases.

Case 1. $A$ contains an induced $C_4$ with vertices $a, b, c, d$ and edges $ab, bc, cd$ and $ad$.

$B$ must be a stable set, for otherwise $G$ contains $G_9 = (C_4 \oplus K_2) \cup K_1$. Let $x$ be any other vertex of $A$. Then,
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i) $x$ must be joined to at least one vertex of the $C_4$, for otherwise $G$ contains $G_2 = ((C_4 \cup K_1) \oplus K_1) \cup K_1$;

ii) $x$ may not be joined to exactly three vertices of the $C_4$, for otherwise $G$ contains $G_7$;

iii) $x$ may not be joined to all four vertices of the $C_4$, for otherwise $G$ contains $G_9 = ((C_4 \oplus K_1) \oplus K_1) \cup K_1$

iv) $x$ may not miss two adjacent vertices of the $C_4$, for otherwise $G'$ contains $P_4$.

It follows that each vertex of $A$ other than $a, b, c, d$ is joined either to $a$ and $c$, or else is joined to $b$ and $d$. Let $N_a$ be the set of all neighbors of $a$ in $A$ and $N_b$ be the set of all neighbors of $b$ in $A$. Clearly $N_a$ and $N_b$ form stable sets by i)-iv) and are also completely joined, to avoid induced $P_4$. Thus $G'$ is a join of three stable sets. Now $G$ may contain at most one other component which must be a clique, for otherwise $G$ contains $G_1$. It follows that the complement $\overline{G}$ is a complete $(1, 3)$-polar graph in this case, as required.

**Case 2.** $A$ contains an induced $2K_2$.

$B$ must form a stable set, for otherwise $G$ contains $G_4 = (2K_2 \oplus K_2) \cup K_1$. If $A$ contains an induced $P_3$, then to avoid $P_4$, it must contain $P$ or $Q$ of Figure 4.4 as an induced subgraph. If $A$ contains $P$, then $G$ contains $G_4 = (P \oplus K_1) \cup K_1$, and if $A$ contains $Q$, then $G$ contains $G_3 = (Q \oplus K_1) \cup K_1$. It follows that $A$ is $P_3$-free and hence induces a disjoint union of cliques. Hence $G' = A \oplus B$ is a complete $(1, \infty)$-polar graph as required.

![Figure 4.4: Case 2 of Theorem 4.12.](image)

We may now assume by symmetry that both $A$ and $B$ do not contain induced $C_4, 2K_2$ and $P_3$, and hence form threshold graphs.

**Case 3.** $A$ is a threshold graph containing a triangle.

i) If $A$ contains a $K_4 \setminus e$, i.e., a $K_4$ where an edge is removed, then $B$ must be a clique, or else $G$ contains $G_9 = ((K_4 \setminus e) \oplus 2K_2) \cup K_1$. Since a threshold graph joined to a clique is a threshold graph, $G'$ is a threshold graph in this case, as required.

ii) If $A$ contains a vertex joined to exactly one vertex of the triangle, then $B$ must be a clique too, or else $G$ contains $G_7$. Hence $G'$ is a threshold graph, as required. It follows that $A$ induces a clique and isolated vertices.
iii) If \( A \) forms a clique and at least one isolated vertex, then \( B \) contains no non-edge, or else \( G \) contains \( G_6 \). Thus \( B \) is a clique and hence \( G' \) is a threshold graph, as required.

iv) If \( A \) forms a single clique, then \( B \) being a threshold graph, \( G' \) too is a threshold graph, as required.

**Case 4.** Both \( A \) and \( B \) induce threshold graphs with no triangles.

i) If \( A \) contains an induced \( P_3 \cup K_1 \), then \( B \) must be a clique, for otherwise \( G \) contains \( G_5 = ((P_3 \cup K_1) \oplus 2K_1) \cup K_1 \). Hence \( G' \) is a threshold graph, as required. So we may assume that \( A \) is either \( K_{1,n} \) for some \( n > 1 \), or \( P_3 \)-free.

ii) If \( A \) is \( K_{1,n} \) with \( n > 1 \), then \( B \) may not contain an induced \( P_3 \) (to avoid \( G_9 = (P_3 \oplus P_3) \cup K_1 \)) and may not contain an induced \( K_2 \cup K_1 \) (to avoid \( G_7 = (P_3 \oplus (K_2 \cup K_1)) \cup K_1 \)). Thus \( B \) is a single clique or a single stable set. If \( B \) is a clique, then \( G' \) is a threshold graph, as required, and if \( B \) is a stable set with at least two vertices, then \( G \) may contain only one other component which is a clique, or else \( G \) contains \( G_1 \). Hence \( G \) is a complete \((1,3)\)-polar graph, as required.

iii) Therefore, by symmetry, we may assume that both \( A \) and \( B \) may not contain \( K_2 \cup K_1 \), for otherwise \( G \) contains \( G_8 = ((K_2 \cup K_1) \oplus (K_2 \cup K_1)) \cup K_1 \). Thus, one of \( A \) and \( B \), say \( B \), is a clique or a stable set. If \( B \) is a clique then, since \( A \) may not contain \( 2K_2 \) (otherwise \( G \) contains \( G_4 = (2K_2 \cup K_2) \cup K_1 \)), \( G' \) is a threshold graph as required. If \( B \) is a stable set, then \( G' \) is a complete \((1,\infty)\)-polar graph since \( A \) is a disjoint union of cliques.

Thus in all cases, either the complement \( \overline{G} \) is a complete \((1,3)\)-polar graph or \( G \) is a disjoint union of threshold graphs and complete \((1,\infty)\)-polar graphs.

### 4.4 Largest polar subgraph in cographs

In this section, we describe how to find an induced polar subgraph of maximum size in a cograph using its cotree representation. Given a cograph \( G \), let us denote by \( MC(G) \) a maximum clique in \( G \), by \( MS(G) \) a maximum stable set in \( G \), by \( MT(G) \) a maximum threshold graph in \( G \), by \( MUC(G) \) a maximum (size) union of cliques in \( G \), by \( MJS(G) \) a maximum (size) join of stable sets in \( G \), by \( MMPS(G) \) a maximum \((1,t)\)-polar subgraph for some \( t \) (maximum monocyclic subgraph with one stable set) in \( G \), by \( MMPC(G) \) a maximum \((s,1)\)-polar subgraph for some \( s \) (maximum monocyclic subgraph with one clique) in \( G \), and finally by \( MP(G) \) a maximum polar subgraph in \( G \). \( n(MP(G)) \) denotes the size of \( MP(G) \) and the sizes of all other maximum subgraphs are denoted in a similar way. All maximum subgraphs mentioned below are represented by a pair \((A, B)\) as described in the introduction.

In what follows, we assume that the cotree representation of the cograph is given. As
previously, each vertex $x$ in the cotree has a type $t(x)$ which is 0 or 1, and $c_1x, c_2x, \ldots$ are the children of $x$. For simplicity purposes, a vertex $x$ will also represent the subgraph associated with vertex $x$ of the cotree; this should be clear from the context. 

First of all, note that given a cotree, $MS(x)$ and $MC(x)$ can be found in linear time for any $x$ in the cotree [29]. Also, it has been shown in Theorem 3.2 that a maximum threshold subgraph in cographs is obtained by the union of any maximum stable set and any maximum clique, since no pair of maximum stable set and maximum clique is disjoint. Therefore, for any vertex $x$ of the cotree, $MT(x)$ is the subgraph induced by the vertices of $MC(x) \cup MS(x)$ and $n(MT(x)) = n(MC(x)) + n(MS(x)) - 1$. In what follows, we assume for the sake of simplicity that $MC(x), MS(x)$ and $MT(x)$ are known for any vertex $x$ of the cotree.

Note that the following lemmas are established for computing a maximum subgraph at a 0-vertex, assuming that all parameters on children needed for the computation are already known. Consequently, the maximum subgraph $M$ computed at a 0-vertex has a polar partition $(A, B)$ such that: if $M$ is the result of a union of maximum subgraphs $M_i$ with polar partition $(A_i, B_i)$, where $A_i$ induces one stable set in child $c_i x$, then $A = \cup_i A_i$ (inducing one stable set) and $B = \cup_i B_i$ (inducing the union of cliques of each $M_i$); if $M$ is a subgraph $M_j$ with polar partition $(A_j, B_j)$ realizing the maximum of some quantity, then $A = A_j$ and $B = B_j$ (knowing that a sum in a maximum operator should be interpreted as a union of the considered subgraphs).

**Lemma 4.13.** Given a cotree, $MUC(x)$ and $MJS(x)$ can be computed for any 0-vertex $x$ in time linear in the number of children of $x$.

**Proof.** Clearly, we have $MUC(x) = \cup_i MUC(c_i x)$ since cliques of different children are not linked at all. On the other hand, $MJS(x)$ is the set realizing the maximum of

$$\left[\max_i n(MJS(c_i x)), \sum_i n(MS(c_i x))\right].$$

In fact, if at least two children contribute, then no more than one stable set can be taken from each child since the children of $x$ are not linked at all.

**Lemma 4.14.** Given a cotree, $MMPS(x)$ and $MMPC(x)$ can be computed for any 0-vertex $x$ in time $O(h^2)$, where $h$ is the number of children of $x$.

**Proof.** Obviously, we have $MMPS(x) = \cup_i MMPS(c_i x)$, since the union of one stable set from each child yields one stable set and cliques of different children remain disjoint. Also, $MMPC(x)$ is the subgraph realizing the maximum of

$$\left[n(MT(x)), \max_i n(MMPC(c_i x)), \max_j (n(MJS(c_i x)) + n(MC(c_j x)))\right].$$

In fact, a maximum $(s, 1)$-polar subgraph at a 0-vertex is either a threshold graph having the clique part in one component and the stable set part being the union of maximum stable sets in each child, or the largest maximum $(s, 1)$-polar subgraph among the children, or the largest union, among all the children, of a maximum join of stable sets in one child and a
maximum clique in another child (if both are coming from the same child then it amounts to be a maximum \((s, 1)\)-polar subgraph of the child under consideration).

The time complexity is due to the third term where the maximum is taken over any possible pair of children.

\[\text{Lemma 4.15.} \text{ Given a cotree, } MP(x) \text{ can be computed for any 0-vertex } x \text{ in time } O(h^2), \text{ where } h \text{ is the number of children of } x.\]

\[\text{Proof.} \text{ A maximum polar subgraph is obtained either by taking the union of a maximum polar graph in one child and maximum union of cliques in other children, or by taking the union of the maximum of a threshold graph, a maximum union of cliques and a maximum } (1, t)\text{-polar subgraph from each child. It follows that } MP(x) \text{ is the subgraph realizing the maximum of}
\]

\[
\max_i \left( n(MP(c_i, x)) + \sum_{j \neq i} n(MUC(c_j, x)) \right),
\]

\[
\sum_i \max(n(MT(c_i, x)), n(MUC(c_i, x)), n(MMPS(c_i, x))).
\]

Note that the time complexity is decided by the first term where the maximum is taken on all possible pairs of children.

\[\text{Theorem 4.16.} \text{ For any cograph } G \text{ given by its cotree, } MP(G) \text{ can be computed in time } O(n^2).\]

\[\text{Proof.} \text{ One may think of an algorithm searching the cotree from the leaves to the root, and computing for each vertex of the cotree a maximum polar subgraph; the one computed at the root provides } MP(G). \text{ By Lemma 4.15, one can compute a maximum polar subgraph at a 0-vertex. On the other hand, at a 1-vertex } x, \text{ we know that the complement of the subgraph remaining under this vertex is a disconnected graph which can be represented by a cotree with a root of type 0. Then applying Lemma 4.15 and taking the complement of the resulting subgraph (thus stable sets and cliques interchange roles) gives a maximum polar subgraph at } x.
\]

The initialization of this algorithm is done by the following assignments: for a vertex } x \text{ which is a leaf representing the vertex } v, MUC(x) \text{ and MMPC}(x) \text{ are in the form } (A, B), \text{ where } A = \emptyset, B = \{v\}. MJS(x) \text{ and MMPS}(x) \text{ are in the form } (A, B), \text{ where } A = \{v\}, B = \emptyset \text{ and } MP(x) \text{ is in one of these forms.}

The complexity is } O(n^2) \text{ since Lemma 4.14 and Lemma 4.15 are applied for all vertices of the cotree.}

We remark that in a cograph } G \text{ with weighted vertices, a maximum weight polar subgraph can be found in exactly the same way as previously; it suffices to replace in all lemmas the size of a subgraph by its weight, which is the sum of the weights of the vertices in the subgraph.
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Indeed, Theorem 4.16 of Section 4.4 implies a polynomial time recognition algorithm for polar cographs; given a cograph \( G = (V, E) \), where \( |V| = n \), \( G \) is polar if and only if \( n(MP(G)) = n \). Here we give a simpler algorithm with a better time complexity deciding whether a given cograph is polar or not, and building a polar partition if there is one. The main idea of the algorithm is that at a 0-vertex of the cotree, the underlying graph is polar if and only if there is a polar partition of each connected component \( G_i \) with at most one stable set, or there is at most one connected component with two or more stable sets in every polar partition and all the others are disjoint unions of cliques. First, let us establish the following lemma.

**Lemma 4.17.** A connected \((1, \infty)\)-polar cograph which is neither a clique nor a threshold graph, is a complete \((1, \infty)\)-polar graph \(K^\ast(1, \infty)\). This can be recognized in linear time.

**Proof.** Consider a \((1, \infty)\)-polar cograph \( G \) which is not a clique. If \( G \) admits a polar partition with only one clique then it is a threshold graph which can be recognized in linear time; a consequence of Theorem 3.2 is that a cograph is a threshold graph if and only if removing any maximum stable set leaves a clique.

Now, assume that every polar partition of \( G \) has more than one clique. Then the stable set is linked to all cliques since \( G \) is connected. Moreover, one can verify that the links are complete, otherwise there are \( P_4 \)'s. To recognize \( K^\ast(1, \infty) \), we will repetitively eliminate one of the real twins, i.e., adjacent vertices having the same neighborhood, and label the remaining one with \( u \). Note that real twins have to be in a same clique in all polar partitions and they can be found in linear time on the cotree. Consequently, \( G \) is a \( K^\ast(1, \infty) \) if and only if at the end of the process of twin elimination, the remaining graph is a complete bipartite graph where all the vertices labeled with \( u \) are included in one stable set. We note that this stable set may also contain some non-labeled vertices corresponding to cliques of size one. This later condition is necessary; observe that applying the twin elimination process to the graph of Figure 4.5 a) yields the complete bipartite graph of Figure 4.5 b) but all vertices with label \( u \) are not in a same stable set, hence the original graph is not a \( K^\ast(1, \infty) \). Moreover, the polar partition \((A, B)\) is such that \( A \) induces the stable set with

![Diagram](image)

**Figure 4.5:** Labeling real twins.

no labeled vertices and the cliques induced by \( B \) are obtained by keeping track of the twins (if there is any). Note that this can be done in linear time in the number of vertices. \( \square \)
In what follows $P(G)$ denotes a polar partition $(A, B)$ of $G$. Now, if $P(G) = (A, B)$ then we define $P(\overline{G}) = (\overline{B}, \overline{A})$, meaning that stable sets (respectively cliques) of $A$ (respectively $B$) become cliques (respectively stable sets). Clearly $P(G) = P(\overline{G})$ and it is also a polar partition. $b$ is the number of connected components having at least two stable sets in every polar partition. Also, updating $(A, B)$ means that according to the polar partition of the connected component under consideration, we add its stable set(s) in $A$ and its clique(s) in $B$.

**Theorem 4.18.** For any cograph $G$, Algorithm 9 can recognize whether $G$ is a polar graph in time $O(n \log n)$ if $G$.

**Proof.** Algorithm 9 gives a negative answer when there is at least one connected component with exactly one stable set in every polar partition and another connected component, which is neither a stable set nor a clique nor a threshold graph nor a $K^*(1, t)$. We know by Lemma 4.17 that these are all possible cases for a $(1, t)$-polar cograph, therefore there is no possible polar partition for such a graph. On the other hand, if $G$ is a polar cograph then Algorithm 9 provides a polar partition.

The complexity is provided by Lemma 4.17 and the fact that these linear operations are repeated at most $l$ times, where $l$ is the height of the cintree, which is $O(\log n)$.

---

**Algorithm 9** Polar cograph recognition

**Input:** a cograph $G$ and its cintree

**Output:** a polar partition $P(G) = (A, B)$ of $G$ or a negative answer “$G$ is not polar”

1. $A \leftarrow \emptyset$; $B \leftarrow \emptyset$;
2. if $G$ is disconnected with components $G_1, \ldots, G_h$ then
   3. $b \leftarrow 0$;
   4. for $i = 1$ to $h$ do
      5. if $G_i$ is a stable set or a clique or a threshold graph or a $K^*(1, t)$ for some $t$
         then
         6. update $(A, B)$;
         7. else
         8. $b \leftarrow b + 1$;
      9. if $b = 0$ then
         10. return $P(G) = (A, B)$.
         11. else if $b = 1$ and $\exists j$ such that $\forall i \in \{1, \ldots, h\}, i \neq j$ $G_i$ is a clique then
         12. $P(G) \leftarrow (A, B) \cup P(G_j)$; // $G_j$ is the only connected component not verifying line 5, hence $G_j$ is not a $(1, t)$-polar cograph
         13. return $P(G) = (A, B)$.
         14. else
         15. print “$G$ is not a polar graph”, exit.
         16. else
         17. $P(G) \leftarrow P(\overline{G})$. 
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4.6 Concluding remarks

In this chapter, we developed a characterization of polar and monopolar cographs by forbidden subgraphs. Polynomial time recognition algorithms for polar and monopolar cographs with time complexities respectively $O(n \log n)$ and $O(n)$ are derived, as well as a dynamic programming algorithm to find a maximum (weighted) polar subgraph in a cograph.

Let us recall that although it is $NP$-complete to recognize polar graphs in general, it becomes polynomially solvable under some circumstances. In fact, we have already pointed out that Theorem 1.34 of Feder et al. (on sparse and dense graphs) implies in Corollary 1.37 that for any graph $G$ and any fixed $s$ and $t$, it can be determined in polynomial time whether $G$ is $(s, t)$-polar or not.

There are many questions that still remain to be answered. Among those, the characterization of $(2, 2)$-polar cographs by forbidden subgraphs would be a natural continuation. Also one should explore more general subclasses of perfect graphs to characterize their polarity. This ends the discussion on polar graphs in this dissertation. In the following chapters, we go back to the study of $(p, k)$-coloring, split-coloring and cocoloring problems in particular classes of graphs; the first candidate is the class of line graphs.
Chapter 5

Line graphs

This chapter is based on [41] which studies the complexity of generalized coloring problems in line graphs. We show that \((p, k)\)-coloring problems (and hence Min Split-coloring and Min Cocoloring) are polynomially solvable in block graphs which contain line graphs of trees. Then, we detect the first class of graphs where Min Split-coloring and Min Cocoloring behave differently in terms of complexity classes they belong to; in line graphs of bipartite graphs, Min Cocoloring is polynomially solvable while Min Split-coloring is \(\mathcal{NP}\)-hard. Furthermore, we show that Min Cocoloring remains polynomially solvable in line graphs of line-perfect graphs, whereas it becomes \(\mathcal{NP}\)-hard in line graphs of bipartite multigraphs even if the multiplicity is 2. Then, we also describe a class of graphs, denoted by \(\mathcal{G} = \{G \cup nK_{2n}\}\), where Min Cocoloring is \(\mathcal{NP}\)-hard and Min Split-coloring is polynomially solvable. This shows that none of these problems is harder than the other one in arbitrary graphs. The results established on generalized coloring problems in this chapter are summarized in Table 5.1 where, for a class of graphs \(\mathcal{G}\), the class of line graphs of \(\mathcal{G}\) is denoted by \(L(\mathcal{G}) = \{L(G) : G \in \mathcal{G}\}\).

<table>
<thead>
<tr>
<th></th>
<th>Min Cocol.</th>
<th>Min Split-col.</th>
<th>((p, k))-coloring</th>
</tr>
</thead>
<tbody>
<tr>
<td>(L(\text{tree}))</td>
<td>Polynomial</td>
<td>Polynomial</td>
<td>Polynomial</td>
</tr>
<tr>
<td>(L(\text{bipartite}))</td>
<td>Polynomial</td>
<td>(\mathcal{NP})-hard</td>
<td>(\mathcal{NP})-hard</td>
</tr>
<tr>
<td>(L(\text{bipartite multigraphs}))</td>
<td>(\mathcal{NP})-hard</td>
<td>(\mathcal{NP})-hard</td>
<td>(\mathcal{NP})-hard</td>
</tr>
<tr>
<td>(L(\text{line-perfect}))</td>
<td>Polynomial</td>
<td>(\mathcal{NP})-hard</td>
<td>(\mathcal{NP})-hard</td>
</tr>
<tr>
<td>(\mathcal{G} = {G \cup nK_{2n}})</td>
<td>(\mathcal{NP})-hard</td>
<td>Polynomial</td>
<td>(\mathcal{NP})-hard</td>
</tr>
</tbody>
</table>

Table 5.1: Complexity of generalized coloring problems in line graphs.

As for the Max \((p, k)\)-colorable subgraph problem in line graphs, we give polynomial time algorithms for finding \(\alpha_{0,k}\) in line graphs of line-perfect graphs and finding \(\alpha_{1,1}\) in general line graphs. We also analyze the complexity status of finding \(\alpha_{p,k}\) in line graphs under the hypothesis that \(p\) or \(k\) is free or fixed, free meaning that it is not part of the input. These results are summarized in Table 5.2 where we also mention the largest class we know in
which the problem under consideration is polynomially solvable, or the smallest class we know for which the problem under consideration is \( \mathcal{NP} \)-hard, according to the complexity situation.

<table>
<thead>
<tr>
<th>(stable sets) ( k )</th>
<th>( p ) (cliques)</th>
<th>fixed</th>
<th>free</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Polynomial</td>
<td>Polynomial, L(tree) ( \mathcal{NP} )-hard, L(bipartite)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Polynomial</td>
<td>( \mathcal{NP} )-hard, L(bipartite)</td>
<td></td>
</tr>
<tr>
<td>fixed (( k \geq 2 ))</td>
<td>Polynomial, L(line-perfect) ( \mathcal{NP} )-hard, L(triangle-free)</td>
<td>( \mathcal{NP} )-hard</td>
<td></td>
</tr>
<tr>
<td>free</td>
<td>Polynomial, L(line-perfect)</td>
<td>( \mathcal{NP} )-hard</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Max \((p, k)\)-colorable subgraph in line graphs.

### 5.1 Introduction

Given a graph \( G \), its line graph, denoted by \( L(G) \), is defined as follows: vertices of \( L(G) \) represent edges of \( G \) and two vertices of \( L(G) \) are adjacent if and only if the corresponding edges are adjacent in \( G \). There is a nice characterization of line graphs by a list of nine forbidden graphs as well as other conditions leading to a linear time recognition (see [17]). Note that line graphs are not perfect in general; a graph is called line-perfect whenever its line graph is perfect. Another class of graphs that we make use of in this chapter, is triangle-free graphs defined by the absence of induced triangles. Note that bipartite graphs are included in the class of line-perfect graphs (since there is no induced odd cycle of length more than tree nor its complement in line graphs of bipartite graphs) and also in the class of triangle-free graphs, while there is no such a hierarchy between triangle-free graphs and line-perfect graphs.

Clearly, coloring the vertices of a line graph \( L(G) \) is equivalent to coloring the edges of \( G \); Min Edge Coloring is thus a partition of the edge set of \( G \) into a minimum number of pairwise non-adjacent edges, which is called a matching.

In the present chapter, we consider \((p, k)\)-colorings of line graphs, but we will formulate them in the original graphs rather than in their line graphs, unless stated otherwise. The \((p, k)\)-coloring of a line-graph \( L(G) \) can be viewed as an edge \((p, k)\)-coloring of \( G \) where the objective is to cover the edge set of \( G \) by \( p \) bundles (a bundle is the set of edges adjacent to the same central vertex) and/or triangles (both instead of cliques), and \( k \) matchings (instead of stable sets). In this case, we call \((p, k)\)-coloring problems, edge \((p, k)\)-coloring problems, or equivalently \((p, k)^t\)-coloring problems, and we denote \( \alpha_{p,k}(L(G)) \) by \( \alpha_{p,k}(G) \).

Also, Min Split-coloring in \( L(G) \) is called Min Edge Split-coloring in \( G \). The objective is to minimize the maximum between the number of triangles or bundles (counted together) and the number of matchings, covering (together) all the edges. The optimal value for
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\(G\) is \(\chi'_2(G) = \chi_S(L(G))\). Analogously, we define \textit{Min Edge Cocoloring} in \(G\) as being \textit{Min Cocoloring} in \(L(G)\). Here, we minimize the total number of triangles, bundles and matchings covering all the edges. Then the optimal value of edge cocoloring for \(G\) is \(z'(G) = z(L(G))\).

Although line graphs are not perfect, by considering the edge-versions of generalized coloring problems, we take advantage of the fact that the edges of a graph \(G\) can be covered by either \(\Delta(G)\) or \(\Delta(G) + 1\) matchings (where \(\Delta(G)\) is the degree of a maximum degree vertex in \(G\)) according to Vizing’s Theorem [116]; this will be useful to develop polynomial time exact algorithms in the present chapter and approximation algorithms in the next chapter.

5.2 \((p, k)\)-coloring of line graphs

Let us first establish the \(NP\)-hardness of both \textit{Min Edge Split-coloring} and \textit{Min Edge Cocoloring} in line graphs.

\textbf{Proposition 5.1.} The following statements hold:

1. \textit{edge 3-colorability is \(NP\)-complete};

2. \textit{edge 3-split-colorability is \(NP\)-complete}.

\textit{Proof.} \textit{Statement 1.} It is clearly in \(NP\) and we prove its \(NP\)-completeness by a reduction from edge 3-colorability (shown to be \(NP\)-complete in [88]). Let us consider an instance \(G\) of edge 3-colorability. We transform \(G\) into an instance \(\tilde{G}_C\) of edge 3-cocolorability by adding four disjoint \(K_{1,3}\), that is four bundles of size 3 each. Note that in any edge 3-cocoloring of \(\tilde{G}_C\), edges of these four bundles have to be covered by three matchings. Consequently, \(\tilde{G}_C\) is edge 3-cocolorable if and only if \(G\) is edge 3-colorable.

\textit{Statement 2.} Edge 3-split-colorability is clearly in \(NP\). A similar argument shows that edge 3-colorability also reduces to edge 3-split-colorability. In order to show that, we obtain an instance \(\tilde{G}_S\) of edge 3-split-colorability from an instance \(G\) of edge 3-colorability by adding three bundles of size 4 each. Then it suffices to observe that in any edge 3-split-coloring of \(\tilde{G}_S\), edges of three disjoint \(K_{1,4}\) have to be covered by three bundles. This implies that \(\tilde{G}_S\) is edge 3-split-colorable if and only if \(G\) is 3-edge-colorable. \(\square\)

In what follows, we consider generalized coloring problems in subclasses of line graphs. In the sequel, an edge cocoloring will be denoted by the set \((Z', T')\), where \(Z'\) is the set of vertices (which are the centers of bundles and represent the corresponding bundles in an edge cocoloring) and \(T'\) is the set of triangles, knowing that the remaining edges will be covered by matchings only.

5.2.1 \((p, k)\)-coloring of block graphs

Although we rather study the edge-versions of our problems throughout this chapter, in this particular subsection, we keep our usual problem definitions. Our main purpose is to
consider line graphs of trees but we derive more general results on block graphs. A graph $G$ is a block graph if every maximal 2-connected component is a clique. Remark that line graphs of trees are special block graphs where any vertex is contained in at most two cliques; this is due to the fact that the only cliques in a line graph of a tree correspond to bundles in the original graph and one edge belongs to at most two bundles centered at both ends of the edge. In the sequel, we assume that a block graph is given by the list of its cliques (with their sizes) and separation vertices. Note that any block graph can be equivalently given as a forest of block-cutpoint trees where white vertices represent cliques, their weights $w$ represent the sizes of the corresponding cliques and black vertices are the separation vertices. White and black vertices are alternated in the forest; a white vertex representing a clique $K$ is only linked to the black vertices corresponding to separation vertices contained in $K$. In what follows, we work on this forest representation where any leaf has a unique neighbor which is a black vertex.

**Theorem 5.2.** For any block graph, $(p_{\min}, k)$-coloring can be solved in time linear in the number of maximal cliques.

**Proof.** Noting that block graphs are perfect, we have to choose a minimum number of cliques such that in the remaining graph, the size of any clique is at most $k$. To do that, we shall first search the forest once to collect the following data:

- the degree of each vertex;
- the branch degree (number of adjacent vertices which are not leaves) of each black vertex;
- the set $\mathcal{L}$ of leaves (white vertices of degree 1 or 0) of weight different from $(k + 1)$, or of weight $(k + 1)$ if the branch degree of its black vertex is 1.

The solution set $\mathcal{P}$ will contain the vertices representing cliques that should be chosen. We can proceed as in Algorithm 10.

The optimality of the solution results from the following facts:

(a) (expressed by lines 3 to 7 of Algorithm 10) a leaf of weight at least $(k + 2)$ belongs necessarily to every solution;

(b) (expressed by lines 8 to 10 of Algorithm 10) if a leaf $x$ of weight at most $k$ belongs to an optimal solution $\mathcal{P}^*$, then there is necessarily a white vertex $y$ of weight greater than or equal to $(k + 1)$ in the neighborhood of its black neighbor, and $(\mathcal{P}^* \setminus \{x\}) \cup \{y\}$ is another optimal solution; so we do not introduce such an $x$ into $\mathcal{P}$;

(c) (expressed by lines 11 to 13 of Algorithm 10) if an optimal solution contains a leaf $x$ of weight $(k + 1)$ for which a unique vertex $y$ in the neighborhood of its black neighbor is not a leaf, then $(\mathcal{P}^* \setminus \{x\}) \cup \{y\}$ is an optimal solution as well.
Algorithm 10 \((p_{\min}, k)\)-coloring of block graphs

**Input:** the forest representation of a block graph \(G\), set \(\mathcal{L}\) of leaves, an integer \(k\)

**Output:** set \(\mathcal{P}\) of cliques in a \((p_{\min}, k)\)-coloring of \(G\)

1. **while** \(\mathcal{L} \neq \emptyset\) **do**
2. \hspace{1em} pick a vertex \(x\) in \(\mathcal{L}\);
3. \hspace{1em} **if** \(w(x) \geq k + 2\) **then**
4. \hspace{2em} introduce \(x\) into \(\mathcal{P}\);
5. \hspace{2em} remove \(x\) and its black vertex \(v\);
6. \hspace{2em} decrease the weight of the neighbors of \(v\) by 1;
7. \hspace{2em} update the degrees of these neighbors;
8. \hspace{1em} **else if** \(w(x) \leq k\) **then**
9. \hspace{2em} remove \(x\);
10. \hspace{2em} decrease the degree of its black vertex by 1;
11. \hspace{1em} **else if** \(\omega(x) = k + 1\) **then**
12. \hspace{2em} introduce into \(\mathcal{P}\) the unique white vertex \(y\) adjacent to its black vertex;
13. \hspace{2em} delete \(x\), its black vertex, \(y\) and all black vertices adjacent to \(y\);
14. \hspace{1em} for all black vertex deleted at step 5 or 13 do
15. \hspace{2em} decrease the weights of its neighbors by 1;
16. \hspace{2em} update the degrees of its neighbors, the list \(\mathcal{L}\) and branch degrees of black
\hspace{2em} vertices adjacent to leaves just introduced into \(\mathcal{L}\);
17. \hspace{1em} delete black vertices of degree 1;
18. for all connected component do
19. \hspace{1em} choose exactly one white vertex to be introduced into \(\mathcal{P}\);
20. \hspace{1em} delete the component.
Each time one applies rule (a), (b) or (c), the remaining graph is a forest whose trees have the same black-white structure, and an optimal solution of this graph extends the current solution to an optimal solution (of the whole graph).

Finally, note that when \( L \) becomes empty, the remaining graph consists of independent stars with a black center and white leaves of weight \( (k+1) \); choices made at step 19 are obviously optimal.

Let us now evaluate the complexity. The initialization phase needs time \( \mathcal{O}(L) \) (searching algorithm), where \( L \) denotes the number of white vertices (there are at most \( L \) black vertices). At each step 5, 9, 13 at least one white vertex is removed. Let us first evaluate the number of updates in step 16 except for branch degrees. Such updates are performed when a black vertex is removed, and concern directly its neighborhood. The total complexity is \( \mathcal{O}(L) \) (the number of edges). Finally, the number of times the branch degree of a vertex is updated is at most the degree of this vertex. Therefore, the overall complexity is \( \mathcal{O}(L) \).

Note that the above result provides polynomial algorithms for all our generalized coloring problems (not necessarily with the same time complexities) in block graphs and consequently in line graphs of trees as well.

### 5.2.2 Edge cocoloring of bipartite graphs

In this section, we give a polynomial time algorithm for Min Edge Cocoloring in bipartite graphs and we show that Min Edge Cocoloring in bipartite multigraphs become \( \mathcal{NP} \)-hard even with multiplicity 2.

In bipartite graphs, Min Edge Cocoloring consists of covering the edge set of bipartite graphs with a minimum number of matchings and bundles (since there is no triangle). Knowing that in bipartite graphs, there are always \( \Delta(G) \) matchings covering all the edges, at each step of our algorithm, we will decide either to complete the edge cocoloring by matchings only, or to introduce some vertices into the solution. The following lemma gives the decision rule.

**Lemma 5.3.** For any bipartite graph \( G \), if \( \varepsilon'(G) = \Delta(G) - t \) where \( t > 0 \), then vertices with degree strictly greater than \( \Delta(G) - t \) are in \( Z' \).

**Proof.** Suppose that we do not include in \( Z' \) all vertices with degree greater than \( \Delta(G) - t \). Then, there is a vertex with degree at least \( \Delta(G) - t + 1 - p \), where \( p \) is the total number of vertices introduced into \( Z' \). It is easy to verify that in what follows, we cannot have a solution with a value better than \( \Delta(G) - t + 1 \).

This result allows us to derive the following recursive algorithm to find an optimal edge cocoloring in bipartite graphs.

**Theorem 5.4.** For any bipartite graph, Algorithm 11 solves Min Edge Cocoloring in time \( \mathcal{O}((m + n) \log n) \).
Algorithm 11 Edge cocoloring of bipartite graphs

Input: a bipartite graph $G$

Output: a minimum edge cocoloring $Z'$ of $G$ with value $z'(G)$

1. if $G \neq \emptyset$ then
2.  pick a vertex $x$ of maximum degree in $G$;
3.  $z'(G) = \min\{\Delta(G), 1 + z'(G[V \setminus \{x\}])\}$;
4.  if $z'(G) = 1 + z'(G[V \setminus \{x\}])$ then
5.  $Z' \leftarrow Z' \cup \{x\}$;
6.  if $z'(G) = \Delta(G)$ then
7.  $Z' \leftarrow \emptyset$.

Proof. The correctness of Algorithm 11 follows from Lemma 5.3: at each step, either all maximum degree vertices have to be included in $Z'$, or we can complete the edge cocoloring by matchings only, and no other decision would be better.

The time complexity is $O((m+n)\log n)$ by using a heap with the vertices in non increasing order of degrees. In fact, updating the structure when the vertex on the top of the heap is removed can be made in time $O(\log n)$ and there are exactly $(m+n)$ updates.

Note that Algorithm 11 does not give explicitly an optimal edge cocoloring; it only computes its value. The best known algorithm to complete the edge cocoloring of Algorithm 11 by an optimal edge coloring in the remaining graph is due to Schrijver [108]; this would add a term of $O(\Delta m)$ to the overall time complexity.

Remark 5.5. If triangles are excluded from any solution, then Algorithm 11 finds an optimal cocoloring in every class of graphs where $\chi'(G) = \Delta(G)$ holds.

Theorem 5.6. The problem of deciding whether $z'(G) \leq k$, where $k \in \mathbb{N}$, is $\mathcal{NP}$-complete in bipartite multigraphs, even if the multiplicity is $2$.

Proof. The problem trivially belongs to $\mathcal{NP}$. In order to prove its intractability, we propose a reduction from a restriction of 3-SAT (Lemma 5.7) by revisiting the usual reduction from 3-SAT to vertex covering [70] and then by using a reduction from vertex covering\footnote{Given a graph $G = (V,E)$, a $k$-vertex cover is a subset $V' \subseteq V$ of size at most $k$ such that for all $v_i, v_j \in E$, at least one of $v_i$ and $v_j$ is in $V'$. Deciding whether $G$ admits a $k$-vertex cover or not is known to be $\mathcal{NP}$-complete [70].} to our edge cocoloring problem.

Lemma 5.7. The restriction of 3-SAT for which each literal appears at most three times, and the number of clauses is at least $3/2$ times the number of variables is $\mathcal{NP}$-complete.

Proof. Let us consider an instance $I$ of 3-SAT with $n > 6$ variables $(x_1, \ldots, x_n)$ and $m$ clauses $C_1, \ldots, C_m$. Without loss of generality, we can assume that every variable appears at least two times: once in the positive form and once in the negative one. One can also construct (see for instance [106]) an equivalent instance $I'$ for which every variable appears in
at most three clauses and every literal in at most two clauses. In fact, if a variable \( x_i \) appears \( k \) times in \( I \), where \( k \geq 4 \), we replace \( x_i \) by \( k \) new variables \( x_i^1, \ldots, x_i^k \): the first occurrence of \( x_i \) is replaced by \( x_i^1 \) (the nature of the related literal, positive or negative, being preserved), the second one by \( x_i^2 \), and so on. We introduce \( k \) 3-clauses \((x_i^1, x_i^2, x_i^k), \ldots, (x_i^k, x_i^1, x_i^1)\) guaranteeing that variables \( x_i^1, \ldots, x_i^k \) have the same truth value for any feasible truth assignment.

We denote by \( n' \) the number of variables in \( I' \) and by \( m' \) the number of clauses. It is straightforward to verify that in the new instance, each literal appears at most three times, and every variable at most four times and at least twice. Consequently, \( m' \geq 2n'/3 \) and clauses contain at most \( 4n' \) literals (with repetitions). It remains possible to use \( 2n' \) literals \( l_1, \ldots, l_{2n'} \) in additional clauses such that every literal appears at most three times. We then add \( n' \) new variables \( y_1, \ldots, y_n \) and \( n'(2 + 2[n'/3]) \) clauses: \((y_i, y_i, l_i), (y_i, y_i, l_{n+i}), i = 1, \ldots, n'\), and \((y_i, y_i, y_{n'-i}), (y_{n'+i}, y_{2(n'/3)+i}, 2y_{n'-i}), i = 1, \ldots, [n'/3] \). These clauses are true for every truth assignment and every literal appears at most three times among all clauses. Moreover, there are at least \( 2n'/3 + 2n' + 2[n'/3] > 3n' \) clauses \((n' > 6) \) for \( 2n' \) variables. Note finally that the above construction is polynomial, which concludes the proof of Lemma 5.7. \( \square \)

Let \( I \) be an instance of 3-SAT with \( n \) variables and \( m \) clauses satisfying the hypotheses of Lemma 5.7: \( m \geq 3n/2 \) and each literal appears at most three times.

Let us then revisit the reduction to vertex covering \([70]\). One can construct in polynomial time a graph \( G = (V, E) \) where \(|V| = 2n + 3m \) and \(|E| = n + 6m \) and satisfying \( \Delta(G) \leq 4 \) such that:

\[
\tau(G) \leq k = n + 2m \Leftrightarrow \text{the restricted 3-SAT instance is satisfiable.}
\]

Here \( \tau(G) \) denotes the value of a minimum vertex cover in \( G \). In what follows, we show how to construct in polynomial time a bipartite multigraph \( B \) with edge-multiplicity not exceeding 2 such that \( \tau(G) \leq n + 2m \Leftrightarrow z'(B) \leq 3n + 6m + 8 \).

**Construction of \( B \)**

Let us first consider the bipartite representation of \( G \): \( B_G = (V, E_B) \), \( ve \in E_B \Leftrightarrow v \) is incident to \( e \) in \( G \). In \( B \), every \( E \)-vertex has a degree 2 while every \( V \)-vertex has a degree not greater than \( \Delta(G) \leq 4 \). We first add to \( V \) a set \( W \) of \( m + 4 \) isolated vertices. For every vertex \( e \in E \), we add a set \( X_e \) of \( 2n + 4m + 7 \) vertices \( X_e = \{x_i^e, i = 1, \ldots, 2n + 4m + 7\} \) all connected to \( e \) by a simple edge: \( E_e = \{e x_i^e, i = 1, \ldots, 2n + 4m + 7\} \). Finally we add a set \( K = \{y_1, \ldots, y_{k+2}\} = \{y_1, \ldots, y_{n+2m+2}\} \) of vertices completely connected to vertices of \( V \cup W \) by double edges: let \( E_K = \{(y_i v_1), (y_i v_2), i = 1, \ldots, n + 2m + 2, v \in V \cup W\} \). Thus:

\[
B = (K \cup E, V \cup W \cup (\cup_{e \in E} X_e), E_B \cup (\cup_{e \in E} E_e) \cup E_K).
\]
We denote by \( V^1_G = K \cup E \) and by \( V^2_G = V \cup W \cup (\cup_{e \in E} X_e) \) the color classes of \( B \). The construction is clearly polynomial. Let us then evaluate the degree of vertices in \( B \):

\[
\forall v \in V \cup W, d_B(v) \leq 4 + 2k + 4 = 2n + 4m + 8;
\forall e \in E, d_B(e) = 2n + 4m + 9;
\forall y \in K, d_B(y) = 2|V \cup W| = 4n + 8m + 8;
\forall x \in \cup_{e \in E} X_e, d_B(x) = 1.
\]

\( \tau(G) \leq n + 2m \Rightarrow z'(B) \leq 3n + 6m + 8 \)

Let us now suppose that \( \tau(G) \leq k = n + 2m \) and denote by \( V' \subset V \), where \( |V'| = n + 2m \), a vertex cover of \( G \). Let us then consider \( B \setminus V' = B[V^1_G \cup V^2_G \setminus V'] \).

Since \( |V'| = n + 2m \) and \( V' \) covers edges of \( G \), when one removes \( V' \), the degree of vertices in \( E \) decreases at least by 1 and the degree of vertices in \( K \) decreases by \( 2(n + 2m) \). Thus, the maximum degree of \( B \setminus V' \) satisfies:

\[
\Delta(B \setminus V') \leq \max\{2n + 4m + 8, 2n + 4m + 9 - 1, 4n + 8m + 8 - 2(n + 2m)\} = 2n + 4m + 8.
\]

Consequently, \( z'(B \setminus V') \leq 2n + 2m + 4 + 4 + 8 = 3n + 6m + 8 \).

\( \tau(G) \leq n + 2m \Leftrightarrow z'(B) \leq 3n + 6m + 8 \)

Let us now suppose \( z'(B) \leq 3n + 6m + 8 \) and consider five sets \( X' \subset (\cup_{e \in E} X_e) \), \( E' \subset E \), \( V' \subset V \), \( W' \subset W \) and \( K' \subset K \), such that:

\[
|W'| + |X'| + |E'| + |V'| + |K'| + \Delta(B \setminus (W' \cup X' \cup E' \cup V' \cup K')) \leq 3n + 6m + 8. \tag{5.1}
\]

Let us denote by \( B' \) the graph \( B \setminus (W' \cup X' \cup E' \cup V' \cup K') = B[V^1_G \cup V^2_G \setminus (W' \cup X' \cup E' \cup V' \cup K')] \).

Without loss of generality, we can assume that \( X' = \emptyset \); in fact, if one adds to the remaining graph every vertices of \( X' \) and deletes their neighbors, the degree cannot increase while the number of vertices cannot decrease. The same holds for \( W' \).

Let us then notice that \( |E'| \leq 2n + 4m + 8 < |E| \). In fact, in the opposite case, we deduce from inequality (5.1) that

\[
|K'| + |V'| < 3n + 6m + 8 - (2n + 4m + 8) = n + 2m < |K|.
\]

Consequently, \( K \setminus K' \neq \emptyset \) and \( |(V \cup W) \setminus V'| > n + 2m + 4 \), which implies that \( \Delta(B') > 2n + 4m + 8 \). Finally, by using \( |E'| > 2n + 4m + 8 \), we get:

\[
|E'| + \Delta(B') > 4n + 8m + 16 > 3n + 6m + 8
\]

which contradicts inequality (5.1).

Since \( |E'| < |E| \) and \( X' = \emptyset \), we deduce \( \Delta(B') \geq 2n + 4m + 7 \) and inequality (5.1) implies:

\[
|K'| + |E'| + |V'| \leq 3n + 6m + 8 - (2n + 4m + 7) = n + 2m + 1.
\]
We deduce $K \setminus K' \neq \emptyset$ and

$$2(|E \setminus E'|) \geq 2(n + 6m - (n + 2m + 1) + |V'|) = 8m - 2 + 2|V'| > 4|V'|.$$ 

Consequently, since in $B_G$ the degree of every vertex in $V$ is at most 4 and the degree of vertices in $E$ is 2, at least one vertex in $E \setminus E'$ has a neighbor in $V \setminus V'$, which implies $\Delta(B') \geq 2n + 4m + 8$. Then, inequality (5.1) implies $|V'| \leq n + 2m$ and moreover, since $K \setminus K' \neq \emptyset$, by considering the degree of vertices in $K \setminus K'$, we get

$$\Delta(B') \geq 4n + 8m + 8 - 2|V'|.$$ 

Inequality (5.1) implies $|V'| \geq 4n + 8m + 8 - (3n + 6m + 8) = n + 2m$. Thus $|V'| = n + 2m$. Consequently, $|V'| + \Delta(B') = 3n + 6m + 8$ and then inequality (5.1) implies $|E'| = 0$. Therefore, $V'$ covers every edges of $G$ since in the opposite case $\Delta(B') \geq 2n + 4m + 9$ and consequently $\gamma'(B) \geq 3n + 6m + 9$, which concludes the proof.

5.2.3 Edge split-coloring of bipartite graphs

In this section, we establish the $NP$-hardness of Min Edge Split-coloring in bipartite graphs. We also describe a class of graphs where Min Split-coloring is polynomially solvable but Min Cocoloring is $NP$-hard; to our knowledge, this class turns out to be the first one with this property.

**Theorem 5.8.** Min Edge Split-coloring is $NP$-hard in bipartite graphs.

**Proof.** The decision version is clearly in $NP$. In order to prove that it is $NP$-complete, we propose a reduction from $(\chi_{\min}, 1')$-coloring in bipartite graphs.

Let $(B, k)$ be an instance of this problem, where $B = (V_B^1, V_B^2, E_B)$ is a bipartite graph and $k \in \mathbb{N}$. The related question is: *is it possible to remove $k$ vertices from $B$ such that the remaining graph has a degree at most 1?* This problem is $NP$-complete [119].

Without loss of generality, we can assume that $k \leq \tau(B) - 1$ since, in the opposite case, the instance is clearly positive. We construct a bipartite graph $B'$ by adding, for every vertex $v$ of $B$, $(k - 1)$ vertices $(x_v^1, \ldots, x_v^{k-1})$ which are connected to $v$:

$$B' = (V_B^1 \cup \bigcup_{v \in V_B^1} X_v, V_B^2 \cup \bigcup_{v \in V_B^1} X_v, E_B \cup E_X) = (V_{B'}^1, V_{B'}^2, E_B \cup E_X)$$

where $\forall v \in V_B^1 \cup V_B^2, X_v = \{x_v^1, \ldots, x_v^{k-1}\}$ and $E_X = \{(v, x_v), v \in V_B^1 \cup V_B^2, x_v \in X_v\}$. Let us also denote $V_B^1 \cup V_B^2$ by $V_B$, and $V_B^1 \cup V_B^2$ by $V_{B'}$.

Then, we consider $L(B')$ as an instance of split-coloring and show that the instance $(B, k)$ is positive if and only if $\chi_S(L(B')) \leq k$.

Let us first suppose that $(B, k)$ is positive, and consider a set $V' \subset V_B$ such that $|V'| \leq k$ and $\Delta(B[V_B \setminus V']) \leq 1$. Since $k \leq \tau(B) - 1$, we have $\Delta(B[V_B \setminus V']) = 1$. Consequently, by
construction of \( B' \), we get \( \Delta(B'[V_B \setminus V']) = k \), which implies \( \chi_S(L(B')) \leq k \).

Let us now suppose that \( \chi_S(L(B')) \leq k \). It means that:

\[ \exists V' \subset V_{B'}, |V'| \leq k, \Delta(B'[V_B \setminus V']) \leq k. \]

In fact, an optimal split-coloring of \( L(B') \) contains at most \( k \) cliques which can be covered by \( k \) maximal cliques, corresponding, in \( B' \), to vertices in \( V' \) (since there is no triangle in \( B' \)). Without loss of generality, we can assume \( V' \subset V_B \): in the opposite case, consider the set \( (V' \setminus (V' \cap \bigcup_{v \in V_B} X_v)) \cup N(V' \cap (\bigcup_{v \in V_B} X_v)) \), where for a set of vertices \( A \), \( N(A) \) denotes the set of neighbors of vertices in \( A \). Then, \( \Delta(B'[V_B \setminus V']) \leq k \Rightarrow \Delta(B[V_B \setminus V']) \leq 1 \), which implies that \( (B, k) \) is positive.

**Proposition 5.9.** In the class of graphs \( \mathcal{G} = \{G \cup nK_{2n} : G \text{ is an arbitrary graph of size } n\} \), denoted for short by \( \mathcal{G} = \{G \cup nK_{2n}\} \), Min Split-coloring is polynomially solvable while Min Cocombing is \( NP \)-hard.

**Proof.** Let us consider the class \( \mathcal{G} \) of graphs obtained by adding \( nK_{2n} \) to an arbitrary graph \( G \) of size \( n \) (without any link between \( G \) and \( nK_{2n} \)). Thus \( \forall G' \in \mathcal{G} \), there exists an arbitrary graph \( G \) of size \( n \) such that \( G' = G \cup nK_{2n} \). We also write that \( \mathcal{G} = \{G \cup nK_{2n}\} \) by abuse of language. Let us first remark that \( \chi_S(kK_k) = z(kK_k) = k \), and furthermore \( kK_k \) is \( k \)-split-critical but it is not a critical graph for \( k \)-cocombing, i.e., the deletion of any vertex does not decrease its cochromatic number.

As \( nK_n \) is an induced structure in \( G' \), obviously \( \chi_S(G') \geq n \). Now let us consider the split-coloring formed by taking \( n \) cliques of size \( 2n \). Then, the remaining graph \( G \) can be partitioned into at most \( n \) stable sets. The value of this solution is \( n \) and hence \( \chi_S(G') = n \).

As for the cocombing problem in \( G' \), note that an optimal cocombing of \( G \) completed by \( n \) cliques covering \( nK_{2n} \) constitutes a solution and therefore \( z(G') \leq z(G) + n \). On the other hand, an optimal cocombing of \( G' \) contains at least \( n \) cliques included in \( nK_{2n} \). Consequently, this cocombing induces a cocombing of \( G \) with at most \( z(G') - n \) stable sets or cliques. This implies that \( z(G') \geq z(G) + n \) and therefore \( z(G') = z(G) + n \).

In conclusion, for any graph \( G' \) in \( \mathcal{G} = \{G \cup nK_{2n}\} \), Min Split-coloring is trivial while Min Cocombing is \( NP \)-hard.

**5.2.4 Edge cocombing of line-perfect graphs**

Here, the polynomial time algorithm for Min Edge Cocombing in bipartite graphs is extended to line-perfect graphs. First, we recall some basic properties of line-perfect graphs.

**Lemma 5.10.** The following statements are equivalent:

1. \( G \) is a line-perfect graph;

2. \( G \) has no induced elementary odd cycles of length more than three \([113]\);
3. For partial graphs $G'$ of $G$, $\chi'(G') = \Delta'(G')$, where $\Delta'(G)$ is the largest number of mutually adjacent edges.

Min Edge Cocoloring consists in finding a minimum number of bundles, triangles and matchings that cover all the edges. Note that we have $\chi'(G) = \Delta(G)$ if $\Delta(G) \geq 3$ for any line-perfect graph $G$. It follows that for $\Delta(G) \geq 3$, edges of a line-perfect graph can be polynomially covered by $\Delta(G)$ matchings (considering each color as a matching); an algorithmic proof of it can be found in [35].

Let us first remark that for $\Delta(G) \leq 2$, finding $\chi'(G)$ is a trivial problem. In fact, $\chi'(G) = 1$ if $\Delta(G) = 1$ or $G$ is a triangle, $\chi'(G) = 2$ if $G$ is two triangles, or one triangle and one matching, or two matchings, and $\chi'(G) = 3$ otherwise. In what follows, we will only deal with the case where $\Delta(G) \geq 3$.

We propose a recursive algorithm which will extend the edge cocoloring with $\Delta(G)$ matchings whenever $\Delta(G) \leq \chi'(G)$ and in the opposite case, i.e., if $\Delta(G) > \chi'(G)$, it will include in the solution either a bundle or a triangle in the remaining graph. In what follows, we first show that there exists an optimal edge cocoloring of a line-perfect graph with at most one triangle.

**Lemma 5.11.** In a line-perfect graph, if $(Z', T')$ is an optimal edge cocoloring with a minimum number of triangles, then,

1. there are at most two disjoint triangles in $T'$;
2. there are no two triangles with a common vertex in $T'$;
3. there are no two triangles with a common edge in $T'$.

**Proof.** Three triangles can always be replaced by three matchings, and two triangles with at least one common vertex by either two bundles, or a bundle and a matching. Also, two triangles with a common edge can be replaced by either two bundles, or a triangle and a bundle. □

**Lemma 5.12.** In a line-perfect graph, there is an optimal edge cocoloring $(Z', T')$ with at most one triangle.

**Proof.** If $\Delta(G) \leq \chi'(G)$ then an optimal edge cocoloring consists of a usual edge coloring, hence it has no triangle.

If $\Delta(G) > \chi'(G)$, then in an edge cocoloring $(Z', T')$ with a minimum number of triangles, let us observe the two following cases for any vertex $x$ of maximum degree.

**Case 1.** $x \in Z' \implies \chi'(G) = 1 + \chi'(G[V \setminus \{x\}]).$

**Case 2.** $x \notin Z' \implies$ there is at least one triangle containing vertex $x$ in the solution.

According to Lemma 5.11, if we use a triangle containing a vertex $x$ of maximum degree, then we will need at least $d(x) - 2$ bundles and/or matchings in order to
complete the edge cocoloring, implying \( z'(G) \geq d(x) - 1 \) and therefore \( z'(G) = d(x) - 1 \). It means that there is an optimal edge cocoloring with at most one triangle.

\[ \square \]

It follows that in the case where there is an optimal edge cocoloring containing exactly one triangle, this triangle have to contain a vertex \( x \) of maximum degree in \( G \). Then, if \( z_{TF}' \) stands for the value of an optimal (triangle-free) edge cocoloring which does not contain any triangle, then \( z'(G) = 1 + z_{TF}'(G(V,E \setminus E(G[T(x)]))) \), where \( T(x) \) is the set of vertices of the triangle chosen to be in \( T' \).

Bringing all these considerations together, we have

\[
z'(G) = \min \{ \Delta(G), 1 + z'(G[V \setminus \{ x \}]), 1 + z_{TF}'(G(V,E \setminus E(G[T(x)]))) \}, T(x) = \{ x, a, b \} \text{ such that } (a, b) \in N(x) \text{ and } (a, b) \in E(G);\]

Finally, let us note that according to Remark 5.5, \( z_{TF}' \) can be computed in the same way as \( z' \) in bipartite graphs.

**Algorithm 12** Edge cocoloring of line-perfect graphs

**Input:** a line-perfect graph \( G \)

**Output:** a minimum edge cocoloring \((Z', T')\) of \( G \) with value \( z'(G) \)

1. if \( G \neq \emptyset \) then
2. pick a vertex \( x \) of maximum degree in \( G \);
3. \( z'(G) = \min \{ \Delta(G), 1 + z'(G[V \setminus \{ x \}]), 1 + z_{TF}'(G(V,E \setminus E(G[T(x)]))) \}, T(x) = \{ x, a, b \} \text{ such that } (a, b) \in N(x) \text{ and } (a, b) \in E(G);\)
4. if \( z'(G) = 1 + z'(G[V \setminus \{ x \}]) \) then
5. \( Z' \leftarrow Z' \cup \{ x \};\)
6. if \( z'(G) = 1 + z_{TF}'(G(V,E \setminus E(G[T(x)]))) \) then
7. \( T' \leftarrow T' \cup \{ T(x) \};\)
8. if \( z'(G) = \Delta(G) \) then
9. \( Z' \leftarrow \emptyset, T' \leftarrow \emptyset.\)

**Theorem 5.13.** For any line-perfect graph \( G \), Algorithm 12 computes an optimal edge cocoloring \((Z', T')\) of value \( z'(G) \) in time \( \mathcal{O}((m^2 + mn) \log n) \).

**Proof.** The correctness of Algorithm 12 is already verified. For the time complexity, the most expensive part is due to the computation of \( z_{TF}'(G(V,E \setminus E(G[T(x)]))) \) for each triangle linked to a maximum degree vertex. Let us remark that in a line-perfect graph \( G \), the neighborhood of a maximum degree vertex does not contain an induced path on four vertices, because otherwise \( L(G) \) would have an odd cycle of length at least five implying that \( L(G) \) is not perfect. It follows that the number of triangles sharing a vertex \( x \) of maximum degree is limited by \( d(x) \). Therefore, we will compute \( z_{TF}'(G(V,E \setminus E(G[T(x)]))) \) at most \( m \) times, which will take time \( \mathcal{O}((m^2 + mn) \log n) \). \( \square \)
5.3 Max \((p,k)\)-colorable subgraph in line graphs

Let us recall that a stable set in a line graph \(L(G)\) corresponds to a matching in \(G\), and that a clique in \(L(G)\) may correspond either to a triangle or to a bundle (of the same size as the clique) in \(G\). Therefore finding \(\alpha_{p,k}(L(G)) = \alpha'_{p,k}(G)\) is equivalent to the problem of finding a subgraph of maximum size (with respect to edges) in \(G\) whose edge set can be covered by \(k\) matchings and \(p\) bundles and/or triangles.

**Lemma 5.14.** If \((p,k)\)'-coloring problems are \(\mathcal{NP}\)-hard in a class \(\mathcal{G}\) of graphs, then finding \(\alpha'_{p,k}\) is also \(\mathcal{NP}\)-hard in \(\mathcal{G}\).

### 5.3.1 Computing \(\alpha'_{0,k}\)

In this section, we are dealing with the problem of finding a union of \(k\) matchings of maximum (total) cardinality in \(G\). First of all, it is well known that for \(k = 1\), this problem is polynomially solvable in all finite graphs \([48]\). Note that finding \(\alpha'_{0,k}(G)\) is very closely related to the edge coloring problem since each color in an edge coloring corresponds to a matching. For this reason, the problem of finding a maximum edge subgraph which can be covered by \(k\) matchings is called maximum edge \(k\)-coloring problem \([60]\).

It is shown by Holzer \([88]\) that deciding whether an input graph is edge 3-colorable is \(\mathcal{NP}\)-complete. This immediately implies that the maximum edge \(k\)-coloring problem is \(\mathcal{NP}\)-hard for every \(k \geq 3\). Then, Feige et al. showed that the maximum edge \(k\)-coloring is \(\mathcal{NP}\)-hard even for \(k = 2\) \([60]\). In other words, finding \(\alpha'_{0,k}\) in general line graphs is \(\mathcal{NP}\)-hard for \(k \geq 2\).

It follows that computing \(\alpha'_{p,k}\) in a given graph \(G\) can be reduced to the problem of computing \(\alpha'_{p,k}\) in a graph \(G'\) obtained from \(G\) by adding \(p\) bundles, each one with \(n\) edges where \(n\) is the number of vertices in \(G\); any optimal solution giving \(\alpha'_{p,k}\) will obviously contain the additional \(p\) bundles since no other choice can contribute to the solution more than \(n - 1\) edges per bundle.

**Proposition 5.15.** For any \(k \geq 2\), the problem of finding \(\alpha'_{0,k}\) is polynomially solvable in line-perfect graphs.

**Proof.** Let \(G\) be a line-perfect graph. If \(\Delta(G) = 2\), then \(G\) consists of isolated cycles and paths, and it is trivial to compute \(\alpha'_{0,k}\). Otherwise, if \(G\) is simple with \(\Delta(G) \geq 3\) then \(\chi'(G) = \Delta'(G) = \Delta(G)\); therefore, edges of \(G\) can be covered by \(\Delta(G)\) matchings. Consequently, for \(k \geq 3\), the problem of finding \(\alpha'_{0,k}\) is equivalent to the (edge) maximum degree bounded subgraph problem where given a graph, the objective is to find a subgraph containing as many edges as possible and such that the degree of any vertex is at most \(k\). This problem is known to be polynomially solvable \([49]\) (but \(\mathcal{NP}\)-hard if the subgraph is required to be connected \([70]\)) and efficient algorithms have been given to find such subgraphs \([68]\). On the other hand, finding a maximum subgraph with degree bounded by 2 is not equivalent to computing \(\alpha'_{0,2}\), since the maximum degree in an odd cycle is bounded by 2.
but it can not be covered by 2 matchings. If \( G \) is line-perfect, then \( G \) does not contain any odd cycle except triangles [113]. Moreover, for \( k = 2 \), one can find in polynomial time a maximum triangle-free subgraph with degree bounded by 2 using the algorithm designed by Hartvigsen [84].

Note that for \( k \geq 3 \), the problem of finding \( \alpha'_{0,k} \) is polynomially solvable in any graph \( G \) having \( \chi'(G) = \Delta(G) \). As for the bipartite graphs, \( \alpha'_{0,k}(G) \) is obtained by a simple maximum flow algorithm (from the source to the sink) on the network containing graph \( G = (A, B, E) \) and where the edges between \( A \) and \( B \) have capacity one, while edges connecting \( A \)-vertices to the source and \( B \)-vertices to the sink have capacity \( k \). Clearly, the value of a maximum flow from the source to the sink in such a network gives \( \alpha'_{0,k}(G) \).

Finally, according to [31], determining whether a graph \( G = (V, E) \) contains a 2-regular partial subgraph\(^2\) \( G' = (V, E'), E' \subseteq E \) (on the same vertex set) without cycles of length 5 is \( \mathcal{NP} \)-complete. It follows directly that finding \( \alpha'_{0,2} \) is \( \mathcal{NP} \)-hard already in triangle-free graphs.

### 5.3.2 Computing \( \alpha'_{k,k} \)

Let us first consider the case \( k = 1 \). If \( M(G) \) denotes the size of a maximum matching in \( G \), then clearly, we have \( M(G) + \Delta(G) - 1 \leq \alpha'_{1,1}(G) \leq M(G) + \Delta(G) \). We will now examine different cases with respect to the value of the maximum degree.

If \( \Delta(G) \geq 4 \), then let us consider the graph \( G' \) obtained from \( G \) by linking every maximum degree vertex to an additional vertex \( v \). We have the two following (exclusive) cases.

**Case 1.** There is a maximum matching in \( G \) which leaves at least one maximum degree vertex unsaturated and then we have \( M(G) = M(G') - 1 \) yielding \( \alpha'_{1,1}(G) = M(G) + \Delta(G) = M(G') + \Delta(G) - 1 \).

**Case 2.** All maximum matchings in \( G \) saturate all maximum degree vertices and then we have \( M(G) = M(G') \) yielding \( \alpha'_{1,1}(G) = M(G) + \Delta(G) - 1 = M(G') + \Delta(G) - 1 \).

Consequently, in both cases we have \( \alpha'_{1,1}(G) = M(G') + \Delta(G) - 1 \).

If \( \Delta(G) = 3 \), then \( \alpha'_{1,1}(G) = M(G) + \Delta(G) \) if and only if there is a maximum matching leaving a maximum degree vertex unsaturated or leaving a triangle free, i.e., containing no edge of a triangle and otherwise \( \alpha'_{1,1}(G) = M(G) + \Delta(G) - 1 \). Remark that triangles are either single (do not touch any other triangle) or in diamonds (two triangles sharing one edge). Let us construct the graph \( G' \) mentioned above and give weights to its edges in the following way: edges of each one of the \( t_1 \) single triangles of \( G \) have weight 1 (but not the ones created by the addition of \( v \)) and all the other edges have weight 0. Note that any matching can have at most one (weighted) edge in each triangle. Now, let us compute a maximum matching \( M^* \) of minimum weight \( W(M^*) \) in \( G' \) and consider the two following (exclusive) cases.

\(^2\)That is a partial subgraph where the degree of each vertex is exactly 2.
Case 1. There is a maximum matching in $G$ which leaves at least one maximum degree vertex unsaturated and then we proceed as in Case 1 for $\Delta(G) \geq 4$.

Case 2. All maximum matchings in $G$ saturate all maximum degree vertices (included those in diamonds, which implies that there is no free triangle in any diamond); consequently $M(G) = M(G')$, then,

i) if $W(M^*) < t_1$, then $M^*$ leaves at least one triangle free and therefore $\alpha'_{1,1}(G) = M(G') + \Delta(G)$;

ii) otherwise every maximum matching has at least one edge of each triangle and therefore $\alpha'_{1,1}(G) = M(G') + \Delta(G) - 1$.

Finally, if $\Delta(G) = 2$, then either $G$ contains a (isolated) triangle and then $\alpha'_{1,1} = M(G) + 2$, or there is no triangle in $G$ and in this case we have $\alpha'_{1,1} = M(G) + 1$ if $G$ admits a perfect matching, that is a matching saturating all the vertices, and $\alpha'_{1,1} = M(G) + 2$ otherwise. Note that the result for $\Delta(G) \geq 4$ holds also for bipartite graphs without restriction on maximum degree since there is no triangle in this case.

Theorem 5.16. $\alpha'_{1,1}(G)$ can be polynomially computed in any graph with the same time complexity as for a maximum matching of minimum weight.

Proof. One of the above methods has to be applied with respect to the value of $\Delta(G)$ for the graph in consideration. The time complexity is dominated by the case $\Delta(G) = 3$ where we compute a maximum matching of minimum weight in $G'$. This requires the detection of all triangles in $G$, which can be done in time $O(m)$ by a breadth first search since, in the case where $\Delta(G) = 3$, the number of triangles is at most $n$ (this value is attained with $n/4$ isolated cliques of size 4).

Note that for $k$ not part of the input, Theorem 5.8 together with Lemma 5.14 imply that finding $\alpha'_{k,k}$ is $\mathcal{NP}$-hard even in bipartite graphs.

5.3.3 Computing $\alpha'_{p,0}$

Let us first remark that for a fixed $p$, an exhaustive search will give $\alpha'_{p,0}$ for an arbitrary graph since the number of maximal cliques is polynomially bounded in line graphs of general graphs. This implies that the complexity status of finding $\alpha'_{p,k}$ for a fixed $p$ is the same as for $\alpha'_{0,k}$. Consequently, finding $\alpha'_{p,k}$ for a fixed $p$ is $\mathcal{NP}$-hard in general graphs while it is polynomial in bipartite graphs and line-perfect graphs. Obviously, this argument is no longer valid for a fixed $k$ and $p = 0$, because the number of maximal stable sets is not necessarily polynomially bounded in line graphs of general graphs; in fact a complete bipartite graph has a non-polynomial number of maximal matchings.

Let us now consider line graphs of triangle-free graphs where cliques correspond only to bundles in the original graph since there is no triangle in triangle-free graphs. Hence finding $\alpha'_{p,0}$ is reduced to searching $p$ bundles containing a maximum number of edges. In addition
to this, we know that Max Stable Set and consequently\(^3\) Min Vertex Cover (the problem of covering all edges by a minimum number of vertices; a vertex \(v\) is said to cover an edge \(e\) if \(e\) contains \(v\) as an endpoint) are \(\mathcal{NP}\)-hard in the class of triangle-free graphs \([107]\). It is straightforward to see that computing \(\alpha'_{p,0}\) is also \(\mathcal{NP}\)-hard because otherwise we could find an optimal vertex covering by checking whether \(\alpha'_{p,0}(G) = m\) or not for different values of \(p\).

On the other hand, the problem of finding \(\alpha'_{p,0}\) is \(\mathcal{NP}\)-hard in bipartite graphs but polynomially solvable in trees \([6]\).

Finally, let us recall that, as mentioned in Section 5.2.3, \((p, 1)'\)-coloring problem (for \(p\) free) is \(\mathcal{NP}\)-hard in bipartite graphs. Lemma 5.14 implies that finding \(\alpha'_{p,1}\) is \(\mathcal{NP}\)-hard for bipartite graphs and consequently for line-perfect graphs. Furthermore, the same reduction as in the proof of Theorem 5.8 implies that finding \(\alpha'_{p,k}\) remains \(\mathcal{NP}\)-hard for any fixed \(k\). The results of this section, namely the complexity status of finding \(\alpha'_{p,k}\) according to \(p\) and \(k\) in the class of bipartite graphs, line-perfect graphs and triangle-free graphs, are summarized in Table 5.2 at the beginning of the present chapter.

### 5.4 Conclusion

This research has settled the complexity status of generalized vertex coloring problems in line graphs. The next section will complete these results by developing approximation algorithms for \(\mathcal{NP}\)-hard cases occurring in line graphs (and also in comparability graphs and in arbitrary graphs).

A natural question arising from this chapter concerns the relative difficulties of Min Splitcoloring and Min Cocoloring. Here we emphasized the existence of classes of graphs, namely line graphs of bipartite graphs and line graphs of line-perfect graphs, where Min Cocoloring is polynomially solvable whereas Min Split-coloring is \(\mathcal{NP}\)-hard. One may wonder whether there are known classes of graphs where the converse holds. Our result showing that in the class of graphs \(G = \{G \cup nK_{2n}\}\), Min Cocoloring is \(\mathcal{NP}\)-hard, while Min Split-coloring is polynomially solvable indicates that this is not impossible. In the next chapter, we progress in the direction of answering this open question by showing that we can exclude from our research a rather large class of graphs where Min Split-coloring is at least as difficult as Min Cocoloring. More results on this topic are then obtained in Chapter 7.

\(^3\)According to a well known result \([70]\), in any graph \(G = (V, E)\), a set \(V' \subseteq V\) is a stable set if and only if \(V \setminus V'\) is a vertex cover, i.e., a set of vertices covering all the edges.
Chapter 6

Approximation and bounds

In this chapter, based on [39], we derive approximation results for Min Split-coloring and Min Cocoloring in line graphs, comparability graphs and general graphs. To our knowledge, this provides the first approximation results for Min Split-coloring.

We first consider the class of line graphs. In the previous chapter, we showed that Min Split-coloring is \( NP \)-hard in line graphs of bipartite graphs while Min Cocoloring is polynomial for this class. Here we approximate Min Split-coloring and Min Cocoloring in line graphs with approximation ratios of 7/3 and 2 respectively. Then, we give improved approximations of Min Split-coloring in line graphs of line-perfect graphs (with a ratio of 2) and line graphs of bipartite graphs (with a ratio of 1.78).

In addition, noticing that Min Split-coloring is \( NP \)-hard in comparability graphs, also known as transitively orientable graphs, we give a 2-approximation algorithm for this case; this result is the split counterpart of a result for cocoloring in comparability graphs [65]. In fact, the \( NP \)-hardness of Min Split-coloring in comparability graphs follows from a more general result that we derive: Min Cocoloring reduces to Min Split-coloring in the class of graphs closed under addition of disjoint cliques without link to the rest of the graph and under addition of a complete \( k \)-partite graph completely linked to the rest of the graph.

Note that this class strictly contains the class of perfect graphs.

We also study the standard and differential approximation behavior of Min Cocoloring and Min Split-coloring in general graphs. From the standard approximation point of view, negative approximability results of Min Coloring hold also for Min Split-coloring and Min Cocoloring. In return, we show that Min Split-coloring and Min Cocoloring are better approximable than Min Coloring in terms of differential approximation ratio since they admit a polynomial time differential approximation scheme, i.e., a \( (1 - \epsilon) \)-differential approximation algorithm with complexity \( O(n^{1+3/\epsilon}) \) for every \( \epsilon \) such that \( 0 < \epsilon < 1 \), and Min Coloring admit only a constant differential ratio. On the other hand, a fully polynomial time differential approximation scheme (the same ratio with complexity polynomial in \( 1/\epsilon \)) cannot be guaranteed for any of them, unless \( P=NP \).

Let us state in Table 6.1 the complexity and approximation results obtained in this chapter; references are given whenever the results were known before. A “-” in an entry indicates
that the corresponding problem has no meaning. Recall that \( \mathcal{G} = \{ G \cup nK_{2n} \} \), already introduced in the previous chapter, is the class of graphs obtained by taking any arbitrary graph of size \( n \) and adding \( n \) disjoint cliques of size \( 2n \) each.

<table>
<thead>
<tr>
<th>Class of gr.</th>
<th>Complexity</th>
<th>Approx.</th>
<th>Non-approx.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L(G) )</td>
<td>( \chi_S ) ( \mathcal{NP} )-hard</td>
<td>7/3</td>
<td>( 4/3-\epsilon ) if ( \mathcal{P} \neq \mathcal{NP} )</td>
</tr>
<tr>
<td></td>
<td>( z ) ( \mathcal{NP} )-hard</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>( L(\text{line-perfect}) )</td>
<td>( \chi_S ) ( \mathcal{NP} )-hard [41]</td>
<td>2</td>
<td>DFPTAS</td>
</tr>
<tr>
<td></td>
<td>( z ) ( O((m^2 + mn) \log n) ) [41]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( L(\text{Bipart.}) )</td>
<td>( \chi_S ) ( \mathcal{NP} )-hard [41]</td>
<td>1.78</td>
<td>DFPTAS</td>
</tr>
<tr>
<td></td>
<td>( z ) ( O((m + n) \log n) ) [41]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Compar.</td>
<td>( \chi_S ) ( \mathcal{NP} )-hard</td>
<td>2</td>
<td>DFPTAS</td>
</tr>
<tr>
<td></td>
<td>( z ) ( \mathcal{NP} )-hard [117]</td>
<td>1.71 [65]</td>
<td>DFPTAS</td>
</tr>
<tr>
<td>( \mathcal{G} = { G \cup nK_{2n} } )</td>
<td>( \chi_S ) ( O(1) ) [41]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>( z ) ( \mathcal{NP} )-hard [41]</td>
<td>3/2</td>
<td>DFPTAS</td>
</tr>
<tr>
<td>General</td>
<td>( \chi_S ) ( \mathcal{NP} )-hard [19]</td>
<td>DPTAS*</td>
<td>( n^{1/14-\epsilon} ) if ( \mathcal{P} \neq \mathcal{NP} )</td>
</tr>
<tr>
<td></td>
<td>( z ) ( \mathcal{NP} )-hard [19]</td>
<td></td>
<td>( n^{1/2-\epsilon} ) if ( \text{coNP} \neq \mathcal{NP} )</td>
</tr>
</tbody>
</table>

*Obviously, this result also holds for all subclasses of finite graphs.

Table 6.1: Approximation results for Min Split-coloring and Min Cocoloring.

Finally, we derive some bounds on optimal split-colorings and cocolorings making use of some intuitive ideas as well as by generalizing some well known sequential usual coloring algorithms, namely the one due to Welsh-Powell [118] and Matula’s smallest last algorithm [101, 102].

### 6.1 Approximation theory

As soon as the \( \mathcal{NP} \)-completeness theory was established, the research community started to explore different ways of coping with \( \mathcal{NP} \)-complete problems. Researchers having rather an intuition that \( \mathcal{P} \neq \mathcal{NP} \) but not being able to prove it, tried to provide at least some “good” solutions for hard optimization problems. Some of them adopted the approach of developing intuitively good strategies to find solutions “close” to the optimal one without having any theoretical guarantee on their distance to the optimum but satisfied by their practical quality. The resulting procedures, known as **heuristics**, have the advantage of providing solutions that can be used in real-world applications since relatively “good” solutions are obtained in some “reasonable” time. For instance, tabu search, simulated annealing and genetic algorithms are some of the widely studied heuristics which are adapted with a great success to a broad variety of problems. See [1] and [122] for a general description of these heuristics as well as more technical information and references on each of them. Never-
the power of heuristics is measured mainly by empirical comparisons\footnote{See Chapter 2 of \cite{1} by M. Yamakakis for the foundations of the complexity theory of local search. The complexity class PLS, short for polynomial-time local search, is introduced to capture the problems whose neighborhood can be searched in polynomial time. In spite of these theoretical developments, building heuristics remain an experimental art.}. Although problem specific fine tunings often produces satisfactory solutions, they are not generally built according to an a priori analysis to predict their performance. In other words, they provide solutions that can be used in practice, but they do not give a deeper insight on the intrinsic difficulties of problems.

In order to learn more on the hierarchy of the $\mathcal{NP}$-complete problems, another approach, called approximation theory, was developed. This allows to say, for a given approximation algorithm, how far can be an approximate solution from an optimal one in the worst case\footnote{Average case analysis do also exist in the literature, see for instance Chapter 9 of \cite{7} or Chapter 3 of \cite{1}. It is based on an analysis of the expected behavior of approximation algorithms under particular probability distributions, and leads, in general, to a better approximation behavior compared to the worst case analysis.}. Here, the objective is to provide polynomial time approximation algorithms with a performance guarantee that a solution obtained by that algorithm is never more distant from the optimum than by a prespecified measure. A commonly accepted measure is the approximation ratio that we introduce below. Note that this type of algorithms can be polynomial with a high degree, meaning that they may be unusable in practice because of the time requirements. However, this theory allows us to build a hierarchy between $\mathcal{NP}$-hard problems according to the class of approximability they belong to. In fact, approximation algorithms are classified according to the type of the approximation ratio they can guarantee (see the next subsection for their definitions). Then, one can establish positive or negative results saying that a problem admits an approximation algorithm of certain type, or respectively that it does not admit an approximation ratio of certain type. Consequently, this gives a hierarchy of problems rather “well” approximable or not. This is the approach we adopt in this chapter.

Note that the notion of “good” approximability is closely related to the approximation ratio we use. In the sequel, we define two of them, namely standard and differential approximation ratios. Works in this context have pointed out that it is often interesting to simultaneously consider both points of view since these ratios provide different pieces of information about combinatorial problems \cite{43, 52}.

### 6.1.1 Standard approximation ratio

We define the classical approximation ratio as follows.

**Definition 6.1 (Standard approximation ratio).** Let $\Pi$ be an optimization problem and $I$ an instance belonging to the set $\mathcal{I}_\Pi$ of instances of $\Pi$. The standard approximation ratio of an algorithm $A$ and for $I$ is defined by

$$\rho_A(I) = \frac{\lambda(I)}{\beta(I)}$$
where $\lambda(I)$ is the value of the solution of $I$ given by $A$ and $\beta(I)$ is the value of an optimal solution.

The absolute constant approximation ratio $\rho_A$ of an algorithm $A$ for a minimization (respectively, maximization) problem is then determined by the worst case scenario:

$$\rho_A = \sup_{I \in \Pi} \rho_A(I) \quad \text{(respectively, } \rho_A = \inf_{I \in \Pi} \rho_A(I)).$$

Note that we simply denote by $\rho$ the absolute approximation ratio since the algorithm under consideration is always clear from the context.

In our case, if some ambiguity arises, we write $\lambda_S, \beta_S$ (respectively $\lambda_C, \beta_C$) in order to refer to Min Split-coloring (respectively Min Cocoloring).

As we have already mentioned, different behavior of $\mathcal{NP}$-hard optimization problems can be enlightened by means of approximation classes. We define some classes of optimization problems sharing similar approximability properties. If $\mathcal{P} \neq \mathcal{NP}$, they form a strict hierarchy from badly to rather well approximated problems. See [7] for more information on approximation classes.

**Definition 6.2 (APX).** APX is the class of $\mathcal{NP}$-hard optimization problems such that for some $r \geq 1$, they admit a polynomial time $r$-approximation algorithm.

**Definition 6.3 (PTAS).** Let $\Pi$ be an $\mathcal{NP}$-hard optimization problem. An algorithm $A$ is said to be a polynomial time approximation scheme (PTAS) for $\Pi$ if, for any instance $I$ of $\Pi$ and for all $\epsilon > 0$, $A$ when applied to input $(I, \epsilon)$ returns a $(1+\epsilon)$-approximate solution of $I$ in time polynomial in the size of the instance $I$. PTAS is the class of $\mathcal{NP}$-hard optimization problems admitting a polynomial time approximation scheme.

**Definition 6.4 (FPTAS).** Let $\Pi$ be an $\mathcal{NP}$-hard optimization problem. An algorithm $A$ is said to be a fully polynomial time approximation scheme (FPTAS) for $\Pi$ if, for any instance $I$ of $\Pi$ and for all $\epsilon > 0$, $A$ when applied to input $(I, \epsilon)$ returns a $(1+\epsilon)$-approximate solution of $I$ in time polynomial both in the size of the instance $I$ and in $1/\epsilon$. FPTAS is the class of $\mathcal{NP}$-hard optimization problems admitting a fully polynomial time approximation scheme.

### 6.1.2 Differential approximation ratio

Assume that we have an approximation algorithm for Min Vertex Cover with an approximation ratio of 2. For an instance of size 1000 with an optimal solution value of 490, this algorithm will return a solution of at most 980 vertices. Using the well known result [70] on the links between Min Vertex Cover and Max Stable Set, we can transform every solution for Min Vertex Cover into a solution for Max Stable Set just by taking its complementary in the given graph, and vice versa. This transformation yields a ratio for Max Stable Set much larger than the one for Min Vertex Cover: \[ \frac{1000 - 490}{1000 - 980} = 25.5. \] This is the result of the fact that this transformation which preserves the optimal solutions does not preserve the approximation ratio.
Note that the preservation of the approximation ratio by some very “natural” transformations as in the example above, is a very natural property that an approximation ratio should require in order to make the approximability theory compatible with the optimization theory. To this end, we adopt the differential approximation ratio which is defined in an axiomatic way in [44] to allow all the affine transformations of a problem to be equivalent in the sense of approximability. Let us introduce the definition of the differential approximation ratio which takes into account the worst solution, obtained by solving the same problem, keeping the same constraints, but with a maximization (respectively minimization) objective function if the original objective is to minimize (respectively maximize)\(^3\). The value of a worst solution for an instance \(I\), denoted by \(\omega(I)\), is sometimes trivial to compute; for instance, for a Min Coloring instance \(I\) with \(n\) vertices, we have \(\omega(I) = n\). The exact definition of \(\omega(x)\) has to be specified for each problem.

**Definition 6.5 (Differential approximation ratio).** We call the differential approximation ratio, for an instance \(I\) of an optimization problem \(\Pi\) and for an approximation algorithm \(A\), the ratio

\[
\delta_A(I) = \frac{|\omega(I) - \lambda(I)|}{|\omega(I) - \beta(I)|}
\]

where \(\omega(I), \beta(I)\) and \(\lambda(I)\) are respectively the values of the worst solution, an optimal solution and the approximate one given by \(A\).

Since the differential constant approximation ratio of an algorithm reflects the worst case approximability, it is defined by

\[
\delta_A = \inf_{I \in \mathcal{I}_n} \delta_A(I).
\]

As previously, we simply write \(\delta\) where no confusion arises.

Note that \(\delta \in [0, 1]\) and the larger the ratio is, the better, without distinction between maximization and minimization problems. Roughly speaking, this ratio gives the position of the approximated value between the worst and the best one.

All the approximability classes introduced previously are similarly defined in the case of differential framework by simply replacing the standard ratio by the differential ratio, and by taking \((1 - \epsilon)\) instead of \((1 + \epsilon)\) in the definitions of PTAS and FPTAS; they are respectively denoted by DAPX, DPTAS and DPFTAS.

This ratio, also called \(z\)-approximation ratio [85], has been used since a long time (see for instance [121]) and is extensively discussed in [44] and [43]; many studies in this area have pointed out that both ratios are complementary without trivial links between them, which emphasizes the interest to systematically study a problem by with both ratios (see [52] and [43]).

In particular, it has the advantage of respecting some affine equivalence such as the equivalence between Max Stable Set and Min Vertex Cover, while both problems are known to

\(^3\)See [44, 37] for a discussion on the worst solution.
have radically different approximation behaviors for the usual ratio\footnote{They both admit an approximation ratio which is infinity. However, more refined analyses give approximation ratios depending on the size of the instance. Given a graph $G$ with $n$ vertices, the best known results state that Max Stable Set is approximable within $O(\frac{1}{\log n})$ (see [14]) and Min Vertex Cover is approximable within $(2 - \frac{\log 4}{\log n})$ (see [94]).}. For instance, Min Coloring admits constant differential approximation algorithms, the best ratio currently known being $59/72$ [47], while it is hard to approximate from the usual ratio framework (see the inapproximability results in [7]). On the other side, it does not admit any differential PTAS, unless $P=NP$ ([8]). On the contrary, some other problems are constant approximated with the usual ratio and hard to approximate from the differential point of view and, finally, some problems have similar behavior from both points of view.

For Min Split-coloring, we consider $\lceil n(G)/3 \rceil$ as worst value since one can always assume that each color (except at most one) contains at least three vertices (every set of three vertices induces in $G$ a split graph). The ratio associated with $G$ is $\delta(G) = \frac{\lceil n(G)/3 \rceil - \lambda(G)}{\lceil n(G)/3 \rceil - \chi_S(G)}$. Similarly, the differential ratio for Min Cocoloring is $\frac{\lceil n(G)/2 \rceil - \lambda(G)}{\lceil n(G)/2 \rceil - \chi_S(G)}$ since any pair of vertices forms either a clique or a stable set. Note that a larger worst value such as $n$ could be also used, leading to better approximation ratios. But it is reasonable to consider the more restrictive values $\lceil n(G)/3 \rceil$ and $\lceil n(G)/2 \rceil$, respectively, in order to avoid an artificial increase of the final ratio (see [44] where the notion of worst value is discussed). It simply corresponds to restrict the analysis to “reasonable” solutions.

It is an easy task to verify the following useful property of differential approximation ratio.

**Property 6.6.** The differential ratio is an increasing function with respect to the value of the worst solution.

In what follows, unless otherwise stated, approximation ratio stands for standard approximation ratio. The differential ratio will be exclusively used in Section 6.5.2 of this chapter and in Section 7.2.4 of Chapter 7.

### 6.2 Preliminary remarks

Let us first mention the following preliminary result on approximation dealing with standard approximation ratio.

**Proposition 6.7.** There is a reduction which preserves approximation between Min Split-coloring and Min Cocoloring: every $r$-approximation algorithm for one of these problems gives a $2r$-approximation algorithm for the other one.

**Proof.** Suppose we have an $r$-approximation algorithm for Min Cocoloring giving a solution of value $\lambda_C(G)$ for any graph $G$. Consider the vertex partition of that solution as a split-coloring of value $\lambda_S(G)$. Clearly, we have $\lambda_S(G) \leq \lambda_C(G) \leq r\chi(G) \leq 2r\chi_S(G)$ since a minimum split-coloring of $G$ provides a cocoloring of value $2\chi_S(G)$.
Similarly, if we have an r-approximation algorithm for Min Split-coloring giving a solution of value \( \lambda_S(G) \) for any graph \( G \), then the value of a cocoloring derived from that solution verifies \( \lambda_C(G) \leq 2\lambda_S(G) \leq 2r\lambda_S(G) \leq 2rz(G) \).

\[ \square \]

**Corollary 6.8.** For every class of graphs for which \( z(G) \) (respectively \( \chi_S(G) \)) can be computed in polynomial time, Min Cocoloring (respectively Min Split-coloring) induces a 2-approximation for Min Split-coloring (respectively Min Cocoloring).

It follows that \( z(G) \) can be polynomially approximated within a factor of 2 in the class of graphs \( G = \{G \cup nK_{2n}\} \). In fact, a better approximation ratio can easily be obtained. It is shown in Proposition 5.9 that for any \( G' \in G \), we have \( z(G') = n + z(G) \), where \( G' = G \cup nK_{2n} \) with \( G \) of size \( n \). Therefore, \( z(G') \geq n + 1 \) (since \( n \geq 1 \) and there is no stable set contained in \( nK_{2n} \) in an optimal cocoloring of \( G' \)) and a cocoloring of value \( \lambda_C(G') \leq (3n/2) + 1 \) can easily be obtained by taking a solution on \( G \) of value \( [n/2] \) (since any pair of vertices forms either a clique or a stable set) and \( n \) cliques covering \( nK_{2n} \). This provides an approximation ratio of 3/2.

### 6.3 Line graphs

In this section, we give approximation results for Min Split-coloring and Min Cocoloring in line graphs. For this, we use the terminology defined in the previous chapter for generalized colorings of line graphs.

Recall that both edge 3-split-colorability and edge 3-cocolorability are shown to be \( \mathcal{NP} \)-complete in general line graphs (see Proposition 5.1). Since both Min Edge Split-coloring and Min Edge Cocoloring have integral values, we can immediately deduce the following result.

**Corollary 6.9 (of Proposition 5.1).** Both Min Edge Split-coloring and Min Edge Cocoloring are not approximable within a factor of \( 4/3 - \epsilon \), unless \( \mathcal{P} = \mathcal{NP} \).

Furthermore, we showed in Chapter 5 that in line-perfect graphs, Min Edge Cocoloring is polynomially solvable while Min Split-coloring is \( \mathcal{NP} \)-hard (see Theorems 5.8 and 5.13). Corollary 6.8 combined with these results allows us to state the following approximation result.

**Corollary 6.10.** Min Edge Cocoloring provides a 2-approximation for Min Edge Split-coloring in line-perfect graphs in time \( \mathcal{O}(m^2 + mn \log n) \). \[ \square \]

Indeed, an optimal edge cocoloring of an instance is a 2-approximation of the same instance, now viewed as an instance of Min Edge Split-coloring.

It can be easily observed that this bound of 2 is tight for the graph \( G = pK_{2p} \cup pK_p \), which is obviously the line graph of a line-perfect graph. More precisely, we have \( z(G) = 2p \) by taking \( 2p \) (disjoint) cliques. This solution induces a split-coloring of value \( 2p \) as well.
Nevertheless, we have $\chi_S(G) = p$ by choosing $p$ cliques of size $2p$ and $p$ stable sets covering the remaining $p$ cliques of size $p$ each.

In what follows, we develop an approximation algorithm for Min Edge Split-coloring. Let $A$ be a polynomial time algorithm computing an edge $(\Delta + 1)$-coloring for any graph of maximum degree $\Delta$ [104] and an optimal edge coloring for line-perfect graphs [35]. Also, we denote an edge split-coloring by $S'$; a solution is the set of edges incident to vertices in $S'$ completed by an edge coloring. We consider the following algorithm for Min Edge Split-coloring.

**Algorithm 13** Greedy edge split-coloring

**Input:** a graph $G$, edge coloring algorithm $A$

**Output:** an edge split-coloring $S'$ of $G$

1. $S' \leftarrow \emptyset$;
2. while $|S'| < \Delta(G)$ do
   3. pick a vertex $x$ of maximum degree in $G$;
   4. $S' \leftarrow S' \cup \{x\}$;
   5. $G \leftarrow G[V \setminus \{x\}]$;
6. compute an edge coloring of the remaining edges by $A$.

The idea is that, if $k = \min\{d : |\{x : d(x) > d\}| \leq d\}$, then by removing all vertices of degree greater than $k$ (the maximum degree is at most $k$ in the remaining graph) and by completing the solution by $k + 1$ matchings [104], one finds an edge split-coloring of value $k + 1$.

**Theorem 6.11.** For any graph $G$,

1. Algorithm 13 computes an edge split-coloring of cardinality at most $2\chi_S'(G) + 1$ in polynomial time.

2. Algorithm 13 is a polynomial time $7/3$-approximation for Min Edge Split-coloring.

3. Algorithm 13 is a polynomial time 2-approximation for Min Edge Split-coloring in line-perfect graphs.

**Proof.** Let us consider a graph $G = (V, E)$, it is straightforward to verify that Algorithm 13 computes a split-coloring of $G$; we denote by $\lambda_{G'}(G)$ its value. Let $k = \min\{d : |\{x : d(x) > d\}| \leq d\}$. In what follows, we show that $\lambda_{G'}(G) \leq k + 1 \leq 2\chi_S'(G) + 1$.

**Statement 1.** Let us first note that if $\chi_S'(G) = 1$, then $\lambda_{G'}(G)$ is either 1 or 2; on the other hand, if $\chi_S'(G) = 2$, then, after 2 iterations of the while-loop, the degree is less than 3 and no more than 3 matchings are used at line 6, computing also a solution of value 3 or less. In both cases, $\lambda_{G'}(G)$ is at most $2\chi_S'(G)$. In what follows, we assume that $\chi_S'(G) \geq 3$.

Note that $\lambda_{G'}(G) \leq |S'| + 1$ since $|S'| \geq \Delta(G \setminus S')$, where $G \setminus S' = G[V \setminus S']$. Let $r$ be the last vertex introduced in $S'$ and $S'_* = S' \setminus \{r\}$; we have $|S'_*| < \Delta(G \setminus S'_*)$ and consequently $d(r) \geq |S'_*| + 1 = |S'|$. Since vertices are introduced in $S'$ in decreasing order of their
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degree, every vertex in $S'$ has degree at least $|S'|$. Consequently, $|\{x : d(x) \geq |S'\}| \geq |S'|$. It means that $|S'| < \min\{d : |\{x : d(x) \geq d\}| < d\}$. It is straightforward to verify that \( \min\{d : |\{x : d(x) \geq d\}| < d\} = k + 1 \) and thus $\chi_{G'}(G) \leq |S'| + 1 \leq k + 1$.

See Figure 6.1 for the illustration of the functions $y_1 = |\{x : d(x) > d\}|$ and $y_2 = |\{x : d(x) \geq d\}|$; then, $k$ can be easily computed on the graphic as being the smallest value of $d$ such that the function $y_1 = |\{x : d(x) > d\}|$ remains under the “graph” of the identity function (or coincides with it).

![Diagram](image)

\( i \) - number of isolated vertices in $G$

Figure 6.1: Computation of $k = \min\{d : |\{x : d(x) > d\}| \leq d\}$ in a graph $G$.

In order to show $k \leq 2\chi'_S(G)$, we prove the following lemma.

**Lemma 6.12.** Consider an optimal edge split-coloring of value $\chi'_S(G)$ minimizing the number of triangles among optimal edge split-colorings of $G$. Denote by $T$ the set of triangles and by $B$ the set of bundles in this solution ($|T| + |B| \leq \chi'_S(G)$). Let $X$ be the set of vertices of degree at least $2\chi'_S(G) + 1$ that are not center of a bundle in $B$. Then $|X| \leq 3$.

**Proof.** Let $x \in X$, we denote by $T_x$ the set of triangles in $T$ incident to $x$ and by $B_x$ the set of bundles centered on neighbors of $x$ (by definition of $X$, $x$ is not a center of a bundle in $B$). Since the solution minimizes the number of triangles, any two triangles in $T$ are edge-disjoint and no center of a bundle in $B$ belongs to a triangle in $T$. Consequently, $T_x \cup B_x$ contains exactly $|B_x| + 2|T_x|$ edges incident to $x$. Since only $\chi'_S(G)$ edges incident to $x$ can be covered by matchings in the solution, $|B_x| + 2|T_x| \geq \chi'_S(G) + 1$. Let us then define a bipartite graph $I = (X, T \cup B, E_I)$, with $xr \in E_I$ if and only if $r \in T_x \cup B_x$, i.e., $x$ is incident to an edge of bundle or triangle $r$. Vertices in $T$ have a degree at most 3 in $I$ and vertices in $B$ have a degree at most $|X|$ in $I$. We then have:

\[
\sum_{x \in X} (|B_x| + 2|T_x|) \geq (\chi'_S(G) + 1)|X|, \tag{6.1}
\]
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\[
\sum_{x \in X} (|B_x| + |T_x|) \leq 3|T| + |X||B|.
\] (6.2)

We deduce by subtraction:

\[3|T| \geq \sum_{x \in X} |T_x| \geq (\chi'_S(G) - |B| + 1)|X| - 3|T| \geq (|T| + 1)|X| - 3|T|.
\]

Consequently \(|X| \leq 5\). But, in this case, the number of triangles in \(T\) with degree 3 in \(I\) is at most two since any graph generated by three triangles and at most five vertices can be covered by three bundles, which is not possible if the solution minimizes the number of triangles. Then, if \(|T| \geq 2\), inequality (6.2) can be replaced by \(\sum_{x \in X} (|B_x| + |T_x|) \leq 2|T| + 2 + |X||B|\) implying \(|X| \leq 4\). By the same argument as previously, since any graph generated by two triangles and at most four vertices can be covered by two bundles, at most one vertex in \(T\) has degree 3 in \(I\) implying \(|X||T| + 1| \leq 4|T| + 2\) and thus \(|X| \leq 3\). Finally if \(|T| \leq 1\), inequality (6.2) becomes \(\sum_{x \in X} (|B_x| + |T_x|) \leq 3 + |X||B|\) implying \(|X| \leq 3\), which concludes the proof.

It implies that \(|\{x : d(x) > 2\chi'_S(G)\}| \leq \chi'_S(G) + 3 \leq 2\chi'_S(G)\) since \(\chi'_S(G) \geq 3\). Then, \(k \leq 2\chi'_S(G)\) and \(\lambda_{G'}(G) \leq 2\chi'_S(G) + 1\), which concludes the proof of Statement 1.

Statement 2. If \(\chi'_S(G) \leq 2\), Algorithm 13 uses clearly no more than 3 colors. If \(\chi'_S(G) \geq 3\), then by Statement 1, we have \(\lambda_{G'}(G) \leq 2\chi'_S(G) + 1 \leq 7\chi'_S(G)/3\).

Statement 3. Line-perfect graphs of maximum degree \(\Delta\) can be edge colored in polynomial time (by \(A\)) with \(\Delta\) colors if \(\Delta \geq 3\), and either with 2 or 3 colors if \(\Delta = 2\). If \(\Delta = 2\), Algorithm 13 uses at most 3 colors. If \(\Delta \geq 3\), we just have to note that, in the proof of Statement 1, \(\lambda_{G'}(G) \leq k \leq 2\chi'_S(G)\).

Let us finally remark that the bound is tight in bipartite graphs. Consider namely an integer \(p\), \(V_1 = \{x_i, i = 1, \ldots, 2p\}, V_2 = \{y_{ij}, i = 1, \ldots, 2p, j = 1, \ldots, p + 1\} \cup \{u_i, i = 1, \ldots, p\}, E = \{x_iy_{ij}, i = 1, \ldots, 2p, j = 1, \ldots, p + 1\} \cup \{x_iu_j, i = 1, \ldots, 2p, j = 1, \ldots, p\}\). Every vertex in \(V_1\) is of degree \(2p + 1 = \Delta(B)\), \(d(u) = 2p, i = 1, \ldots, p\) and vertices \(y_{ij}, i = 1, \ldots, 2p, j = 1, \ldots, p + 1\) are of degree 1. The greedy algorithm removes vertices in \(V_1\) (the related value being \(2p\)) while the optimal value \(p + 1\) is achieved by removing \(u_1, \ldots, u_p\). The related ratio is \(2 - 2/(p + 1)\) and consequently the bound is asymptotically tight. The bound 2 is achieved for the same instance without vertices \(u_i(p + 1)\); in this case, if the greedy algorithm makes the bad choices, it may compute a solution of value \(2p\) only.

**Proposition 6.13**. For any graph \(G\), Algorithm 14 gives a polynomial time 2-approximation for Min Edge Cocoloring.

**Proof.** Let us consider a minimum cocoloring minimizing the number of triangles. Then it is straightforward to verify that it contains either two disjoint triangles, or one, or none (since all other solutions can be replaced by solutions of the same value and containing less triangles).

Algorithm 14 computes in polynomial time \(k\) minimizing \(k + 1 + |\{x : d(x) > k\}|\); then there
Algorithm 14 Greedy edge cocompling

Input: a graph $G$, edge coloring algorithm $\mathcal{A}$

Output: an edge coloring $Z'$ of $G$

1. $Z' \leftarrow \emptyset$
2. while $\Delta(G \setminus M) + |M| < \Delta(G)$ do // $M = \{x : d(x) = \Delta(G)\}$
3. $Z' \leftarrow Z' \cup M$
4. $G \leftarrow G[V \setminus M]$;
5. compute an edge coloring of the remaining edges by $\mathcal{A}$.

is an edge cocompling consisting in bundles $\{x : d(x) > k\}$ (represented by their central vertices) completed by (at most) $k + 1$ matchings. Hence, we can construct such a solution with $k + 1 + |\{x : d(x) > k\}|$ color classes.

Let us first suppose that the fixed minimum edge cocompling does not contain any triangle. Then, $|\{x : d(x) > z'(G)\}| \leq z'(G)$ since all bundles of size greater than $z'(G)$ have to be taken as bundles in an optimal solution. Moreover, if $|\{x : d(x) > z'(G)\}| = z'(G)$, an optimal solution (containing only bundles) has been detected at a stage of the computation of $k$. So we can assume $|\{x : d(x) > z'(G)\}| \leq z'(G) - 1$, but in this case, by definition of $k$ we have:

$$k + 1 + |\{x : d(x) > k\}| \leq z'(G) + 1 + z'(G) - 1 = 2z'(G).$$

If the optimal solution contains some triangles (one or two), one can consider all possible triangles in a solution and then apply the previous argument to the remaining graph.

This completes the proof showing that one can compute a 2-approximation of Min Edge Cocompling in polynomial time.

\[\square\]

Let us now consider Min Edge Split-coloring in bipartite graphs. Given a bipartite graph $B = (V_1, V_2, E)$ and an integer $k$, let us denote by $d^k(x) = |N(x) \cap \{y : d(y) \leq k\}|$ the degree of $x$ in the graph obtained by removing all neighbors of $x$ of degree greater than $k$. For $i = 1, 2$, we also denote by $V_i^k = \{x \in V_i : d(x) > k\}$ and by $V_{i,k}^k = \{x \in V_i : d^k(x) > k\}$.

For instance, $V_{i,k}^k$ is the set of vertices in $V_i$ with a degree greater than $k$ in the graph obtained by deleting all vertices of $V_i$ of degree greater than $k$. Finally, for $i \in \{1, 2\}$, we set $\tilde{i} = 3 - i$, i.e., $\{1, 2\} = \{i, \tilde{i}\}$.

In what follows, we derive an approximation algorithm for Min Edge Split-coloring in bipartite graphs. It computes three different edge split-colorings and returns the best one among them. The first one is obtained by removing $V_1^k$ and $V_2^k$ such that $|V_1^k| + |V_2^k| \leq k$ and that $k$ is minimum. The second one consists of removing first $V_1^{\frac{k+1}{2}}$ (vertices of $V_1$ of degree strictly greater than $\frac{k+1}{2}$) and then $V_2^{\frac{k+1}{2}, k}$ (vertices in $V_2$ with degree greater than $k$ in the graph $G[V \setminus V_1^{\frac{k+1}{2}}]$) such that $|V_1^{\frac{k+1}{2}}| + |V_2^{\frac{k+1}{2}, k}| \leq k$ and that $k$ is minimum. The last solution is then calculated by interchanging the roles of $V_1$ and $V_2$. 
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Algorithm 15 Approximation of Min Edge Split-coloring of bipartite graphs

Input: a bipartite graph $B = (V_1, V_2, E)$, optimal edge coloring algorithm $\mathcal{A}$ in bipartite graphs (in time $O(\Delta m)$)

Output: an edge split-coloring of $B$

1. $\epsilon \leftarrow (5 - \sqrt{17})/4$
2. for $i = 1, 2$
3. for every $x \in V_i$ compute $d(x)$
4. for every $y \in V_i$ and every $x \in N(y)$, compute $d'(x, y)$
5. for every $k \in \{1, \ldots, \Delta(B)\}$ compute $|V_i^k|$ and $|V'_i^k|$;
6. $d_i \leftarrow \min \{k : |V_i^{k+}\Delta} + |V'_i^{k+}\Delta} \leq k\}; S'_i \leftarrow V_i^{d_i} \cup V'_i^{d_i}$
7. $d_0 \leftarrow \min \{k : |V_1^{d_0}| + |V_2^{d_0}| \leq k\}; S'_0 \leftarrow V_1^{d_0} \cup V_2^{d_0}$
8. $i_0 \leftarrow \arg\min \{d_i, i = 0, 1, 2\}; S' \leftarrow S'_i$
9. compute an edge coloring of the remaining edges by $\mathcal{A}$

Theorem 6.14. Algorithm 15 is a $O(mn)$ time algorithm approximating Min Edge Split-coloring in bipartite graphs within ratio $2 - (5 - \sqrt{17})/4 \approx 1.78$.

Proof. We take $\epsilon = (5 - \sqrt{17})/4 \approx 0.22$ as defined in the algorithm. It is the root of $1 + \epsilon = 2(1 - \epsilon)^2$ which is smaller than 1. It follows that $2 - \epsilon \approx 1.78$ and $(1 + \epsilon)/(2 - \epsilon) \approx 0.68$.

Let us first note that $d = d_{i_0} = \min \{d_0, d_1, d_2\}$, where $d_0 = \min \{k : |V_1^k \cup V_2^k| \leq k\}$ and for $i = 1, 2, d_i = \min \{k : |V_i^{k+}\Delta} + |V'_i^{k+}\Delta} \leq k\}$. Moreover, it is immediate to verify that Algorithm 15 computes a feasible edge split-coloring of value $d$. More precisely, $d$ is such that the graph obtained by removing at most $d$ vertices is of degree at most $d$: the maximum degree of the graph obtained by removing $V_1^{d_0} \cup V_2^{d_0}$ is at most $d_0$ and the graph obtained by removing $V_i^{d_i} \cup V'_i^{d_i}$ has degrees at most $d_i$, $i = 1, 2$ (note that $(1 + \epsilon)/(2 - \epsilon) \leq 1$).

Concerning the complexity, lines 3, 5, 6 and 7 need $O(m)$ steps while line 4 needs $O(mn)$. Furthermore, the optimal edge coloring algorithm $\mathcal{A}$ given in [108] coloring the edges of a bipartite graph with $\Delta$ colors runs in time $O(\Delta m)$ which is dominated by $O(mn)$; hence the overall complexity is $O(mn)$.

Let us now analyze the approximation behavior of the algorithm. Denote by $\ell = \chi'_S (B)$:

$$\exists L_1 \subset V_1, L_2 \subset V_2, |L_1| = \ell_1, |L_2| = \ell_2, \ell_1 + \ell_2 = \ell$$ and $\Delta(B \setminus (L_1 \cup L_2)) \leq \ell$, where $B \setminus (L_1 \cup L_2) = B[(V_1 \cup V_2) \setminus (L_1 \cup L_2)]$. In the sequel, we consider the following cases.

Case 1. $\ell_1 \geq \ell$ and $\ell_2 \geq \ell$.

Case 2. $\ell_2 < \ell$ with the following two sub-cases.

Sub-case 2.1. $|V_1^{\ell(1+\epsilon)}| \geq \ell \epsilon$.

Sub-case 2.2. $|V_1^{\ell(1+\epsilon)}| < \ell \epsilon$.

Case 3. $\ell_1 < \ell$.

Let us point out the following property (P) which will be useful.
(P) If \( x \in V_i \setminus L_i, i \in \{1, 2\} \) and \( d(x) \geq \ell + r \), then \( |N(x) \cap L_j| \geq r \) where \( \bar{i} = 3 - i \).

This holds because after removal of \( L_i \), vertex \( x \) has degree at most \( \ell \).

**Case 1.** \( \ell_1 \geq \ell \) and \( \ell_2 \geq \ell \).

By Property (P), \( V_1^{\ell_1 + \ell_2} \subset L_i \) for \( i = 1, 2 \), then:

\[ |V_1^{\ell_1 + \ell_2} \cup V_2^{\ell_1 + \ell_2}| \leq |V_1^{\ell_1 + \ell_2}| + |V_2^{\ell_1 + \ell_2}| \leq \ell_1 + \ell_2 = \ell \leq \ell + \max(\ell_1, \ell_2). \]

We deduce, \( d_0 \leq \ell + \max(\ell_1, \ell_2) \leq \ell(2 - \epsilon) \) where the last inequality holds since we are considering Case 1.

**Case 2.** \( \ell_2 < \ell \).

By Property (P), we have \( V_1^{\ell(1+\epsilon)} \subset L_1 \).

**Sub-case 2.1.** \( |V_1^{\ell(1+\epsilon)}| \geq \ell \epsilon \Rightarrow |(L_1 \setminus V_1^{\ell(1+\epsilon)})| \leq \ell(1 - \epsilon). \)

Then, Property (P) implies that \( V_2^{\ell(1+\epsilon),\ell(2-\epsilon)} \subset L_2 \). It follows from the above relations that \( |V_1^{\ell(1+\epsilon)} \cup V_2^{\ell(1+\epsilon),\ell(2-\epsilon)}| \leq \ell \leq (2 - \epsilon) \ell \), which implies, by definition of \( d_1 \) (consider \( k = \ell(2 - \epsilon) \) in the definition), that \( d_1 \leq \ell(2 - \epsilon) \).

**Sub-case 2.2.** \( |V_1^{\ell(1+\epsilon)}| < \ell \epsilon \).

For every \( x \in V_2 \setminus L_2 \) such that \( d(x) > \ell(2 - \epsilon) \), we have by Property (P) \( |N(x) \cap (L_1 \setminus V_1^{\ell(1+\epsilon)})| \geq \ell(1 - \epsilon). \) Then, by considering the number \( \mathcal{E} \) of edges between \( (L_1 \setminus V_1^{\ell(1+\epsilon)}) \) and \( (V_2^{\ell(1+\epsilon),\ell(2-\epsilon)} \setminus L_2) \), we deduce:

\[ (|V_2^{\ell(1+\epsilon),\ell(2-\epsilon)}| - \ell_2)\ell(1 - \epsilon) \leq \mathcal{E} \leq (\ell_1 - |V_1^{\ell(1+\epsilon)}|)\ell(1 + \epsilon) \leq \ell_1\ell(1 + \epsilon) \]

since the maximum degree of \( V_1 \) after removing \( V_1^{\ell(1+\epsilon)} \) is at most \( \ell(1 + \epsilon) \).

It follows that:

\[ |V_2^{\ell(1+\epsilon),\ell(2-\epsilon)}| \leq \frac{\ell(1 + \epsilon)}{1 - \epsilon} = \ell(2 - 2\epsilon). \]

Consequently \( |V_1^{\ell(1+\epsilon)}| + |V_2^{\ell(1+\epsilon),\ell(2-\epsilon)}| \leq \ell(2 - \epsilon) \), which implies \( d_1 \leq \ell(2 - \epsilon) \).

**Case 3.** \( \ell_1 < \ell \).

It corresponds to the second case by interchanging \( V_1 \) and \( V_2 \). Therefore \( d_2 \leq \ell(2 - \epsilon) \) and in all cases, \( d = \min\{d_0, d_1, d_2\} \) satisfies the expected ratio.

\[ \square \]

### 6.4 Comparability graphs

**Comparability graphs** are defined as graphs admitting a transitive orientation of their edges; i.e., an orientation such that if \( ab \in E \) is oriented from \( a \) to \( b \) and \( bc \in E \) from \( b \) to \( c \) then necessarily \( ac \in E \) and \( a \) is oriented towards \( c \). They are a subclass of perfect graphs [80].

Let us first note the following result allowing us to deduce the hardness of Min Split-coloring in comparability graphs.
Theorem 6.15. Let $G$ be a class of graphs closed under addition of disjoint cliques without link to the rest of the graph and under addition of a complete $k$-partite graph completely linked to the rest of the graph. Then, Min Cocoloring reduces in polynomial time to Min Split-coloring in the class $G$.

Proof. Let us consider a graph $G$ of size $n$ such that $z(G) = p + k$ (where $p$ is the number of cliques and $k$ is the number of stable sets in an optimum solution) and let us first assume that $p \leq k$. Consider the graph $G'$ consisting of $G$ and $l = k - p \leq n$ disjoint cliques, each of size $n + 1$, without any link to the rest of the graph. Note that $k - p$ new cliques completed by $p$ cliques and $k$ stable sets of the optimal cocoloring of $G$ form a split-coloring of value $k$, implying that $\chi_S(G') \leq k \leq n$. Consequently a minimum split-coloring of $G'$ necessarily contains the $k - p$ new cliques completed by $p'$ cliques and $k'$ stable sets of $G$.

Since $\chi_S(G') = \max((k - p + p'), k') \leq k$, we have $p' \leq p$ and $k' \leq k$. On the other hand, $p' + k' \geq k + p$ since the restriction to $G$ of the split coloring of $G'$ provides a cocoloring of value $p' + k'$. Thus $p' + k' = p + k$ and this cocoloring of $G$ is optimal.

If $z(G) = p + k$ with $p \geq k$, we show by the same arguments that a minimum cocoloring of $G$ can immediately be deduced from a minimum split coloring of $G''$, the graph obtained from $G$ by adding $p - k \leq n$ stable sets, each of size $n + 1$ and completely linked to the rest of the graph.

Finally, in both cases, $|k - p| \leq k + p \leq 2\chi_S(G)$, consequently, the reduction runs as in Algorithm 16.

Algorithm 16 Polynomial reduction of Min Cocoloring to Min Split-coloring

Input: a graph $G$ as an instance of Min Cocoloring, an exact algorithm for Min Split-coloring

Output: an optimal cocoloring of $G$

1. $P \leftarrow \emptyset$; // $P$ will contain cocolorings of $G$
2. compute an optimal split-coloring of $G$
3. store in $P$ the related partition; $L \leftarrow 2\chi_S(G)$
4. for all $l \in \{1, \ldots, L\}$ do
5. construct $G' = G \cup lK_{n+1}$
6. compute an optimal split-coloring of $G'$ and store its restriction to $G$ in $P$
7. construct $G'' = K \oplus lK_{n+1}$
8. compute an optimal split-coloring of $G''$ and store its restriction to $G$ in $P$
9. return the best cocoloring stored in $P$.

Note that the class $G$ just described is a strict superclass of perfect graphs; it implies among others the following corollary that will guide us in our search for a class of graphs where Min Split-coloring is polynomially solvable and Min Cocoloring is $\mathcal{NP}$-hard.
Corollary 6.16. There is no subclass of perfect graphs where Min Split-coloring is polynomially solvable while Min Cocomcoloring is $\mathcal{NP}$-hard.

Let us, for a while, consider a subclass of comparability graphs, called permutation graphs; a graph $G$ is a permutation graph if $G$ and $\overline{G}$ are comparability graphs. Another immediate implication of Theorem 6.15 follows from the fact that Min Cocomcoloring is $\mathcal{NP}$-hard in permutation graphs [117].

Corollary 6.17. Min Split-coloring is $\mathcal{NP}$-hard in permutation graphs.

Having established the $\mathcal{NP}$-hardness of Min Split-coloring in comparability graphs, we show that the method proposed in [65], for approximating Min Cocomcoloring in comparability graphs within a factor of 1.71, can be adapted to Min Split-coloring. Note that a graph $G$ is a cocomparability graph if $\overline{G}$ is a comparability graph.

Theorem 6.18. Algorithm 18 gives a 2-approximation of Min Split-coloring for comparability and cocomparability graphs in time $O(n^{3/2} + n^{3/2}m)$.

Proof. Let us first establish the split counterpart of Lemma 2 in [65].

Lemma 6.19. Let $G = (V, E)$ be a perfect graph of order $n$ and let $k$ satisfy $k \geq \sqrt{n}$, then $\chi_s(G) \leq k$ and a split-coloring of size $k$ can be computed in polynomial time.

Proof. Let $G = (V, E)$ be a perfect graph, in Procedure 17, we consider a slight modification of Procedure SQRTPartition of [65].

Procedure 17 SQRT-Split-partition

Input: a perfect graph $G$, an integer $k$ such that $k \geq \sqrt{n}$

Output: a $k$-split-coloring of $G$

1. while $k \neq 0$ and $G$ is not empty do
2. \hspace{1cm} if $\min(\alpha(G), \alpha(\overline{G})) \leq k$ then
3. \hspace{2cm} compute a $k$-coloring of $G$ or $\overline{G}$, include each clique or stable set in the solution and set $k \leftarrow 0$;
4. \hspace{1cm} else
5. \hspace{2cm} find a stable set and a clique of size $k + 1$ and color the related split graph of size at least $2k + 1$ with a new color;
6. \hspace{1cm} set $k \leftarrow k - 1$ and remove from $G$ all already colored vertices.

It is straightforward to verify that Procedure 17 runs in polynomial time. Moreover, if line 3 is executed or if the graph becomes empty, then it computes a split-coloring of size $k$. If line 3 is not computed and if $k$ loops are performed, then at least $\sum_{i=0}^{k-1} 2(k-i)+1 = k(k+2) \geq k^2$ vertices are covered and consequently the graph is also covered by $k$ split graphs.

Now, let us analyze Algorithm 18 which is an adaptation of the algorithm APPX COCOLOURING of [65] for Min Split-coloring.
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Algorithm 18 Approximation of Min Split-coloring of comparability graphs

**Input:** a comparability graph $G$, Procedure 17

**Output:** a split-coloring of $G$

1. compute a maximum $r$-colorable subgraph $(C_r, E_r)$ of $\overline{G}$ and a maximum $r$-colorable subgraph $(S_r, E'_r)$ of $G$ such that $r$ is minimum subject to $|C_r| + |S_r| \geq n$;
2. introduce in the solution an $r$-split-coloring of $C_r \cup S_r$;
3. remove $C_r \cup S_r$ from $G$;
4. complete the solution by the split graphs computed by Procedure 17 in the remaining graph.

Since $G$ can be decomposed into $\chi_S(G)$ cliques and $\chi_S(G)$ stable sets, we have $r \leq \chi_S(G)$, where $r$ is as described in Algorithm 18. On the other hand, since $|C_r \cap S_r| \leq r^2$, we have $n - |C_r \cup S_r| \leq r^2$ and consequently, by Lemma 6.19, at most $r \leq \chi_S(G)$ split graphs are computed at line 4. The computed split-coloring is of size at most $2\chi_S(G)$ and the proof is complete. Note that this result remains valid for every class of perfect graphs for which subgraphs such as described in line 1 of Algorithm 18 can be polynomially computed.

The complexity of steps 1, 2 and 3 is $O(\chi_S(G)n^3) \leq O(n^{7/2})$; it follows from the fact that a maximum $r$-colorable subgraph of $G$ and $\overline{G}$ can be computed in time $O(n^3)$ in comparability graphs [74] and that $\chi_S(G) \leq \sqrt{n}$. Let us now analyze the complexity of Procedure 17 for comparability and cocomparability graphs. Line 5 of Procedure 17 is computed at most $t$ times, where $t$ is the smallest integer such that $(2k+1)+(2(k-1)+1)+\ldots+(2(k+1-t)+1) \geq n$ or equivalently $t^2 - (2k + 2)t + n \leq 0$; hence, recalling that we have $k \geq \sqrt{n}$,

\[
t = \left\lceil \frac{(2k + 2) - \sqrt{(2k + 2)^2 - 4n}}{2} \rightceil \\
\leq \left\lceil \frac{4n}{2(2k + 2) + \sqrt{(2k + 2)^2 - 4n}} \right\rceil \\
\leq \left\lceil \sqrt{n} \right\rceil \\
\leq \sqrt{n} + 1.
\]

Finding a maximum clique and a maximum stable set in a comparability graph can be done respectively in time $O(n + m)$ and $O(nm)$; therefore, the complexity of this step is dominated by $O(n^{3/2}m)$. This completes the proof of the overall complexity. \qed
6.5 General graphs

6.5.1 Standard approximation

Min Coloring is known to be particularly difficult to approximate since it is not approximable within \(n^{1-\varepsilon}\) if \(\text{coRP} \neq \text{NP}\) and not approximable within \(n^{1/7-\varepsilon}\) if \(\mathcal{P} \neq \text{NP}\) [7]. Similar hardness results can immediately be deduced for Min Split-coloring and Min Cocoloring.

**Proposition 6.20.** The following statements hold.

1. If Min Cocoloring is \(n^{1/2-\varepsilon}\)-approximable for \(0 < \varepsilon < 1/2\), then Min Coloring is \(n^{1-\varepsilon}\)-approximable.

2. If \(\text{coRP} \neq \text{NP}\), then for every \(\varepsilon > 0\), Min Cocoloring is not approximable within \(n^{1/2-\varepsilon}\). If \(\mathcal{P} \neq \text{NP}\), then for every \(\varepsilon > 0\), Min Cocoloring is not approximable within \(n^{1/14-\varepsilon}\).

3. Statements 1 and 2 hold for Min Split-coloring.

**Proof.** Let \(\mathcal{O}\) be an oracle for Min Cocoloring guaranteeing the ratio \(n^{1/2-\varepsilon}\), with \(\varepsilon < 1/2\). The reduction constructs \(\hat{G}\) consisting in \(\lfloor n^{1-\varepsilon} \rfloor + 1\) copies of \(G\) without link and computes a cocoloring of \(\hat{G}\) by using \(\mathcal{O}\). If a copy of \(G\) in \(\hat{G}\) is covered only by stable sets, then it outputs this coloring; else it outputs any greedy coloring. If \(\chi(G) \leq n^\varepsilon\), then \(z(\hat{G}) = \chi(\hat{G}) = \chi(G) \leq n^\varepsilon\). As the cocoloring computed by the oracle on \(\hat{G}\) guarantees the ratio \(n(\hat{G})^{1/2-\varepsilon}\) and \(n(\hat{G}) \leq n^2\), it uses at most \((n^2)^{1/2-\varepsilon} = n^{1-\varepsilon}\) colors. Consequently, at least one copy of \(G\) in \(\hat{G}\) is covered only by stable sets in the cocoloring computed by \(\mathcal{O}\), which leads to a coloring of \(G\) using at most \(n^{1-\varepsilon}\) colors and the ratio \(n^{1-\varepsilon}\) is guaranteed. If now \(\chi(G) > n^\varepsilon\), then any coloring of \(G\) uses at most \(n\) colors; this guarantees the expected ratio, which concludes the proof of Statement 1. Statement 2 follows from hardness results for Min Coloring. Finally, Statement 3 is immediately deduced by using the fact that for any graph \(G\), we have \(\chi_S(G) \leq z(G)\). \(\square\)

This hardness result considerably limits the possibilities for approximating Min Split-coloring and Min Cocoloring in general graphs. A master-slave strategy enables us to reduce these problems to Max Stable Set and Max Clique with an increase of the ratios by a factor \(\mathcal{O}(\log n)\) (see [4] and [109]). This is done by means of the greedy cocoloring algorithm given in Algorithm 8 (and its split-counterpart) where the “slave” problem (Max Stable Set and Max Clique) serves the “master” problem which is the Min Cocoloring (respectively Min

---

\footnote{The class \(\text{RP}\), short for Randomized Polynomial Time, is the class of languages for which membership can be determined in polynomial time by a probabilistic Turing machine with no false acceptance and less than half false rejections. It is known that \(\mathcal{P} \subseteq \text{RP} \subseteq \text{NP}\). \(\text{coRP}\) is the class of problems such that their complementary (the problem with the reversed answers) belongs to \(\text{RP}\); that is, \(\text{coRP}\) consists in languages \(L\) that have a polynomial time randomized algorithm \(A\) erring only in the case when an instance \(x\) of a problem does not belong to \(L\). See [106, 115] for more information on these complexity classes.}
Split-coloring); at each step the vertices of a maximum stable set or (respectively, and) a maximum clique are covered. This trivially leads to a $O(n/ \log n)$-approximation for both problems; but it seems not so easy to reduce these problems to Min Coloring in order to refine the comparison of their approximation behavior.

### 6.5.2 Differential approximation

**Theorem 6.21.** Algorithm 19 is a $O(n^{3p+1})$ time algorithm guaranteeing a differential approximation ratio of $(1 - 1/p)$ for both Min Split-coloring and Min Cocoloring.

**Algorithm 19** DPTAS-split-coco

**Input:** a graph $G$, an integer $p$

**Output:** a split-coloring or a cocoloring of $G$ with differential approximation ratio of $(1 - 1/p)$

1. while the current graph contains a $3p$-stable set or a $3p$-clique do
2. color such a stable set or clique with a new color;
3. complete the solution by an exhaustive search on the remaining graph.

**Proof.** For the whole complexity, note that step 3 is computed for a graph without a stable set or a clique of size $3p$, and consequently its size is less than the related Ramsey number $R_2(3p, 3p) \leq K^p$ for a constant $K$ [24].

It is straightforward to verify that Algorithm 19 computes either a split-coloring or a cocoloring of the instance. The only difference between the two cases arises in line 3 that computes either an optimal split-coloring or an optimal cocoloring in the remaining graph.

We propose an analysis valid for both problems. The problem being fixed, for a given graph $H$, we respectively denote by $\omega(H)$ and $\beta(H)$ the worst value and the optimal value with respect to this problem (consequently $\beta(H)$ stands either for $\chi_S(H)$ or for $\varphi(H)$).

The approximation ratio is proved by induction on $n(G)$ (see also [86]).

If $n(G) < 3p$, then only step 3 is computed and the algorithm finds an optimal solution corresponding to a ratio of 1. Let us now assume that the expected ratio is guaranteed for every graph of size $n$ or less, where $n \geq 3p$, and consider a graph $G_{n+1}$ of size $n + 1$. If no clique or stable set of size $3p$ is detected at step 1, then $G_{n+1}$ is optimally colored at step 3. Else, the algorithm attributes a new color either to a stable set or to a clique of size $3p$; it is then executed on the graph $G'$ obtained from $G_{n+1}$ by deleting these $3p$ vertices. Since $G'$ is of size less than $n$, the ratio is guaranteed for $G'$. Note also that:

$$
\lambda(G_{n+1}) = 1 + \lambda(G'),
$$

$$
\beta(G_{n+1}) \geq \beta(G'),
$$

$$
\omega(G_{n+1}) \geq \omega(G') + p \geq \lambda(G_{n+1}),
$$

which implies:
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\[ \omega(G') + p - \lambda(G_{n+1}) \geq (1 - 1/p)(\omega(G') - \beta(G')) + p - 1 \]
\[ \geq (1 - 1/p)(\omega(G') + p - \beta(G_{n+1})) \]

and then, since \( \omega(G_{n+1}) \geq \omega(G') + p \) and \( \delta \) is increasing with respect to \( \omega \) (see Property 6.6), we have:

\[ \frac{\omega(G_{n+1}) - \lambda(G_{n+1})}{\omega(G_{n+1}) - \beta(G_{n+1})} \geq \frac{\omega(G') + p - \lambda(G_{n+1})}{\omega(G') + p - \beta(G_{n+1})} \geq (1 - 1/p). \]

This concludes the proof. \( \square \)

It is straightforward to verify that, since Min Split-coloring (respectively Min Cocoloring) has integral values and \( \omega(G) - \chi_S(G) \) is polynomially bounded, a DFPTAS would allow to solve it polynomially for any finite graph.

### 6.6 Bounds on \( \chi_S \) and \( z \)

Now, we terminate the study on the approximation behavior of generalized coloring problems. In this section, we develop some bounds on optimal split-colorings and cocolorings. The purpose is to obtain relatively good bounds with a limited effort in order to obtain “good” initial solutions for some possible heuristics.

First, we give some intuitive bounds for \( \chi_S \). In a second time, we extend the sequential algorithms for the usual vertex coloring due to Welsh-Powell [118] and Matula [101, 102] to the case of split-coloring and cocoloring.

#### 6.6.1 Simple bounds

In the sequel, we first present a very intuitive method to obtain a lower bound on \( \chi_S \) and then a more theoretical result for an upper bound on \( \chi_S \).

**A lower bound for \( \chi_S \)**

Let us determine a procedure which gives an ordered set of induced maximal cliques in an arbitrary graph \( G \).

**Procedure 20 CliqueList**

**Input:** a graph \( G \)

**Output:** a set \( K \) of disjoint (not linked in between) maximal cliques in \( G \)

1. repeat
2. choose a vertex \( v \) and find a maximal clique \( K^v \) containing \( v \);
3. store \( K^v \) in \( K \), then remove \( K^v \) and its neighbors from \( G \);
4. until \( G = \emptyset \)
5. reorder \( K = \{ K^i \} \) in non-increasing order of clique sizes.
Procedure CliqueList returns a list \( \mathcal{K} \) of induced maximal cliques in \( G \). In other words, there is no edge linking vertices of any pair of cliques in \( \mathcal{K} \). Moreover, this list is maximal in the sense that adding any new maximal clique in \( \mathcal{K} \) introduces edges between cliques. An optimal split-coloring \( \chi_S(\mathcal{K}) \) of \( \mathcal{K} \) constitutes a lower bound for \( \chi_S(G) \) since, in the best case, \( \chi_S(\mathcal{K}) \) colors will be sufficient to color all the vertices of \( G \); \( \chi_S(\mathcal{K}) \leq \chi_S(G) \). Therefore, we will concentrate on the optimal split-coloring of a set of induced cliques of arbitrary sizes.

Our approach can be visualized in a diagram where cliques \( K^i \) are represented on the \( x \) axis as columns of length proportional to their cardinalities \( r_i \). Ordering cliques in non-increasing order of their sizes implies that we can read, on the \( y \) axis, the number \( r^*_i \) of cliques \( K^k \) such that \( r_k \geq i \). In this formulation, our problem consists in finding the largest \( k \) such that \( \min(r_k, r^*_k) \geq k \). This amounts to finding the largest square that can be inserted under the stairs. We may use the following strategy: choose repetitively the largest remaining (not entirely colored) clique as the clique of a new split graph \( G_i \) (or color) and one vertex (not colored) from every other clique as the stable set of the same split graph. Each \( G_i \) is represented in Figure 6.2 by a grey broken line (with breakpoint at entry \((i,i)\)). Repeating this until no vertex remains uncolored gives rise to a split-coloring which uses exactly \( k \) colors. In Figure 6.2 we have \( \mathcal{K} = \{K^1_8, K^2_8, K^3_7, K^4_6, K^5_6, K^6_5, K^7_3, K^8_3, K^9_2, K^{10}_2, K^1_1\} \) and we obtain a 5-split-coloring, which is optimal.

![Figure 6.2: Optimal split-coloring of \( \mathcal{K} \).](image)

### An upper bound for \( \chi_S \)

Assume that we have a \( k \)-coloring (not necessarily an optimal coloring) of \( G \) given by stable sets \( (S^1, \ldots, S^k) \). For any \( p \leq k \), an optimal clique cover of \( (S^1 \cup \ldots \cup S^p) \) together with an optimal coloring of \( (S^{p+1} \cup \ldots \cup S^k) \) constitutes a split-coloring of \( G \) in \( \max \{ \theta(S^1 \cup \ldots \cup S^p), \chi(S^{p+1} \cup \ldots \cup S^k) \} \) colors. Therefore, the split-chromatic number of \( G \), \( \chi_S(G) \), would be less than or equal to the minimum on \( p \) of this quantity. Furthermore, one can determine the minimum on any possible \( p \)-tuple of stable sets. Hence, the upper bound is expressed in the following way:

\[
\chi_S(G) \leq \min_p \left\{ \min_{S^1 \cup \ldots \cup S^p} \left\{ \max\{ \theta(S^1 \cup \ldots \cup S^p), \chi(G - (S^1 \cup \ldots \cup S^p)) \} \right\} \right\}.
\]
Beyond the theoretical interest of this upper bound, one can identify cases where it can be efficiently used in practice. First of all, if we can compute $\chi(G)$ in polynomial time then we will be able to take into account a smaller number of stable sets while searching for the minimum on $p$. For instance, this is the case for perfect graphs. Furthermore, in this context, $\theta(S^1 \cup \ldots \cup S^p)$ and $\chi(G - (S^1 \cup \ldots \cup S^p))$ can also be computed in polynomial time, providing an overall complexity which is polynomial, to obtain an upper bound. One may search for conditions (on $G$ or on the optimal coloring of $G$) for this upper bound to be tight. Note that, once more, we are more likely to find such a condition on perfect graphs.

### 6.6.2 Welsh-Powell sequential algorithm

Let us first concentrate on the split-coloring problem. Bounds on other $(p,k)$-coloring problems will be then easily derived by the same approach.

By analogy with the well known sequential coloring algorithm of Welsh and Powell [118], we may devise a similar procedure for the split-coloring problem. We start by ordering the vertices $v_1, v_2, \ldots, v_n$ of a graph $G = (V, E)$ in non-decreasing order of degrees, i.e., $d(v_1) \leq d(v_2) \leq \ldots \leq d(v_n)$. Then we color sequentially the vertices of $G$ starting from $v_1$ and using the smallest available color; thus the color $c(v_i)$ given to vertex $v_i$ will satisfy $c(v_i) \leq \min \{i, d(v_i) + 1\}$. This partial coloring will give us the stable sets of the different split graphs to be determined for obtaining a split-coloring of $G$.

In addition to this, we start from $v_n$ and we construct the cliques which are in the different split graphs. For doing so, we may consider the complement $\overline{G}$ of $G$ in which the degrees $\overline{d}(v_i)$ are given by $n - 1 - d(v_i)$; thus we have $\overline{d}(v_n) \leq \overline{d}(v_{n-1}) \leq \ldots \leq \overline{d}(v_1)$. Constructing the cliques in $G$ is equivalent to constructing a coloring (in the usual sense) of $\overline{G}$. Therefore we start from $v_n$ and apply the sequential coloring algorithm; the color $\overline{c}(v_i)$ of vertex $v_i$ will satisfy $\overline{c}(v_i) \leq \min \{n - i + 1, \overline{d}(v_i) + 1\} = \min \{n - i + 1, n - d(v_i)\}$ for $i = n, n - 1, \ldots, 1$. Starting from both ends, we get to a point where we have two consecutive vertices $v_i$ and $v_{i+1}$ such that $v_i$ has been colored in $G$ by starting from $v_1$, and $v_{i+1}$ in $\overline{G}$ by starting from $v_n$. We compute

$$A_{WP}(l) = \max \left\{ \min \{l, d(v_i) + 1\}, \min \{n - l, n - d(v_{i+1})\} \right\}.$$ 

Then, vertices of $G$ can be covered by $A_{WP}(l)$ split graphs; they are obtained by taking in $S_1$ the vertices $v_i$ of $G$ with color 1 and with $i \leq l$; in $K_1$ we take the vertices $v_i$ of $G$ with color 1 and $i \geq l + 1$. This gives the first split graph in the split-coloring. We continue in the same way for colors 2, 3, \ldots, $A_{WP}(l)$. Now we have to find

$$\chi^W_P(G) = \min_{1 \leq l \leq n-1} A_{WP}(l)$$

in order to determine at which vertex $v_i$ we have to stop in coloring $G$ from $v_1$ and $\overline{G}$ from $v_n$. So we obtain the bound of Proposition 6.22 for the split-chromatic number $\chi_S(G)$.

On the other hand, it is easily seen that replacing $A_{WP}(l)$ by

$$Z_{WP}(l) = \min \{l, d(v_i) + 1\} + \min \{n - l, n - d(v_{i+1})\}$$
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and taking the minimum on \( l \) gives a bound on the cocoloring problem. As for the more general \((p, k)\)-coloring problems, the vertex where we have to stop when coloring \( G \) from \( v_1 \) and \( \overline{G} \) from \( v_n \) is decided during the algorithm; in the \((p, k_{\min})\)-coloring (respectively \((p_{\min}, k)\)-coloring) problem, we stop at the first vertex \( l \) which can not be colored by a color \( c(l) \leq p \) (respectively \( c(l) \leq k \)) in coloring \( G \) from \( v_1 \) (respectively \( \overline{G} \) from \( v_n \)) and the remaining vertices are colored starting from \( v_n \) (respectively \( v_1 \)).

**Proposition 6.22.** For any graph \( G \), we have \( \chi_S(G) \leq \chi_S^{WP}(G) = \min_{1 \leq l \leq n-1} A_{WP}(l) \) and \( z(G) \leq z^{WP} = \min_{1 \leq l \leq n-1} Z_{WP}(l) \).

### 6.6.3 Matula sequential algorithm

One can exploit the analogy of the above coloring procedure with the procedure “smallest last” (SL) of Matula [101, 102], where one places at the last available position of the order a vertex with a minimum degree in the remaining graph. Such an ordering (smallest last) gives a bound of \( 1 + \max \{ \min \{ d_H(v) : v \in H \} : H \text{ subgraph of } G \} \) for the chromatic number. The difficulty is that this order may not be the same as the one obtained by inserting, at the beginning of the order, a vertex with largest degree in the remaining graph. To avoid this problem, we may fix a priori the vertices to be colored as cliques and the vertices that will be in some stable sets. To do so, one solution consists in splitting the graph \( G \) into two graphs: \( G_S = G[\{v_1, v_2, \ldots, v_l\}] \), where \( v_1, v_2, \ldots, v_l \) are \( l \) vertices of smallest degrees in \( G \), and \( G_K = G[\{v_{l+1}, v_{l+2}, \ldots, v_n\}] \), where \( v_{l+1}, v_{l+2}, \ldots, v_n \) are the remaining vertices, i.e., the \( n - l \) vertices of largest degrees in \( G \). Now, one can apply the SL algorithm to \( G_S \) for obtaining stable sets and to \( \overline{G_K} \) for obtaining cliques. Obviously, we use at most \( \max_{H \subseteq G_S} \{1 + \min_{v \in H} \{ d_H(v) \} \} \) stable sets and at most \( \max_{H \subseteq G_K} \{1 + \min_{v \in H} \{ d_H(v) \} \} \) cliques. Let us denote

\[
A_M(l) = \max \left\{ \max_{H \subseteq G_S} \{1 + \min_{v \in H} \{ d_H(v) \} \}, \max_{H \subseteq G_K} \{1 + \min_{v \in H} \{ d_H(v) \} \} \right\},
\]

\[
Z_M(l) = \max_{H \subseteq G_S} \{1 + \min_{v \in H} \{ d_H(v) \} \} + \max_{H \subseteq G_K} \{1 + \min_{v \in H} \{ d_H(v) \} \},
\]

then, the following bounds are obtained.

**Proposition 6.23.** For any graph \( G \), we have \( \chi_S(G) \leq \tilde{\chi}_S^M(G) = \min_{1 \leq l \leq n-1} A_M(l) \) and \( z(G) \leq \tilde{z}^M = \min_{1 \leq l \leq n-1} Z_M(l) \).

Once again, the above version of SL algorithm may be used to obtain some bounds on general \((p, k)\)-coloring problems. Different methods can be developed to decide at which vertex the algorithm stops. For instance, one may try to assign to \( p \) cliques as many as possible of the vertices of largest degrees in \( G \). This can be done by taking the maximum number \( n_p \), such that applying the SL algorithm on the complement of the graph induced by \( n_p \) vertices of largest degrees, necessitates not more than \( p \) colors. Then, a bound on \( k \) is obtained by applying the SL algorithm to the remaining graph.

Both of the above approaches are built on the idea of adapting Welsh-Powell and SL (Matula)
algorithms in such a way that vertices of small degrees are assigned to stable sets and vertices of large degrees are in cliques, which is intuitively correct. This approach is certainly more appropriate to \((p, k)\)-coloring problems even though its positive effect is not directly observed on the theoretical bound obtained.

As for the complexities of these algorithms, both the computations of \(A_{WP}(l)\) and \(A_M(l)\) (as well as \(Z_{WP}(l)\) and \(Z_M(l)\)) are made by one search of vertices and therefore is sequential. In return, taking the minimum on every possible values of \(l\) prevents the procedure from remaining sequential.

It is easy to observe that the SL algorithm of Matula gives a bound on the chromatic number which is less than or equal to the Welsh-Powell bound. Since this inequality holds for both of the terms of \(A_M\) and \(A_{WP}\) (and also \(Z_M\) and \(Z_{WP}\)), one may conclude that for any graph \(G\), we have \(\chi_M(G) \leq \chi_{WP}(G)\) and also \(z_M(G) \leq z_{WP}(G)\), i.e., the theoretical bounds are systematically much better for Matula algorithm than for Welsh-Powell algorithm.

We should just remember that these values are actually upper bounds on the split-chromatic and cochromatic numbers, however the number of used colors are generally much below these values as shown by the first numerical experiments. In [5], computations on random graphs with known split-chromatic number\(^6\) show that these algorithms perform rather well in providing initial solutions to some possible heuristics. Our purpose here is just to study these properties from a theoretical point of view.

6.7 Concluding remarks

We studied the approximation behavior of Min Split-coloring and Min Cocoloring in some classes of graphs where they are shown to be \(\mathcal{NP}\)-hard. We showed that both problems admit the same non-approximability results as Min Coloring for the standard approximation ratio. Nevertheless, they are better approximated from the differential approximation ratio point of view since they both admit a DPTAS, whereas Min Coloring can be approximated only with a constant differential ratio. As a future work, subclasses of graphs could be characterized where these problems admit better approximations; for instance, the case of edge cocoloring could be handled. In Chapter 7 we will develop a better approximation algorithm for a particular case of Min Split-coloring in permutation graphs.

On the other side, the detection of a class of graphs where Min Cocoloring is \(\mathcal{NP}\)-hard and Min Split-coloring is polynomially solvable remains an open problem; however, following Corollary 6.16, from now on we can narrow our research in a way excluding the classes of graphs, where Min Cocoloring is shown to be reduced to Min Split-coloring. Note that this latter class contains perfect graphs. In the next chapter, we will give more results on classes

---

\(^6\)Such graphs are constructed in [45]; first a graph \(G = kK_k\) is taken and a \(k\)-split-coloring of \(kK_k\) with \(n_c\) cliques and \(n_s\) stable sets such that \(\max(n_c, n_s) = k\) is fixed. Then, new vertices are added to \(G\) in such a way that each new vertex forms either a clique with an already fixed clique or a stable set with an already fixed stable set; this is done in a random fashion. At the end, we obtain a graph \(G\) for which there is a \(k\)-split-coloring and moreover \(\chi_S(G) = k\), since \(kK_k \subseteq G\).
of graphs where both problems may behave differently in terms of complexity classes they belong to (see Section 7.4).

An interesting future research direction arising from this chapter, would be to characterize classes of graphs for which the Welsh-Powell or Matula type algorithms respectively described in Sections 6.6.2 and 6.6.3 give an optimal split-coloring and/or an optimal co-coloring.
Chapter 7

Permutation graphs

In this chapter, based on [42], we handle generalized coloring problems, and more specifically Min Split-coloring, in permutation graphs. Given a permutation $\pi(N)$ of $N$ numbers, the corresponding permutation graph is obtained by representing each number by a vertex and linking vertices $i$ and $j$ with an edge whenever we have $i > j$ and $\pi^{-1}(i) < \pi^{-1}(j)$, where $\pi^{-1}(i)$ is the position of number $i$ in $\pi$. A permutation graph can also be seen as a graph $G$ such that $G$ and its complement $\overline{G}$ are comparability graphs; hence permutation graphs are a subclass of perfect graphs. Remark also that permutation graphs contain cographs as a subclass since cographs can be alternatively defined as comparability graphs of multitrees [93].

Note that, in permutation graphs, stable sets correspond to increasing sequences, and cliques to decreasing sequences. Partitioning permutations into increasing and decreasing sequences has been extensively studied [117, 96, 18]. Our work will extend this research and raise some related open questions. Observe that a minimum cocoloring is a partition of a permutation into a minimum (total) number of increasing and decreasing subsequences. Also, an optimal split-coloring of a permutation graph corresponds to a partition of a given permutation into a minimum number of combinations of an increasing and a decreasing subsequences. Let us first recall that we have already established, in Corollary 6.17, the $NP$-hardness of Min Split-coloring in permutation graphs, by using the fact that Min Cocoloring is also $NP$-hard [117] in permutation graphs.

In what follows, first we give two applications of Min Split-coloring in permutation graphs; one for sorting cars of a train and the other one in robotics. This latter application gives rise to a new problem, called Min Ordered Collecting, in permutations (rather than in permutation graphs) which is slightly different from Min Split-coloring and which will be studied in more details in Section 7.2. We will observe that Min Ordered Collecting remains $NP$-hard by using a result of [110]. Nevertheless, some related polynomial cases will be established; namely, recognition of 2-lower (or upper) unimodal permutations and finding a maximum $l$-modal subsequence in a given permutation\(^1\). The latter is used, in Section 7.2.4, to derive

\(^1\)The link between Min Ordered Collecting and (lower/upper) (uni-/l-) modal partitions of permutations will also be established in the corresponding section.
7.1 Applications of permutation graphs

7.1.1 Sorting cars

Consider the problem where there are on an input track cars labeled with numbers in $N = \{1, \ldots, n\}$ and they are linearly ordered so that their labels form a permutation $\pi(N)$. The objective is to use a minimum number of parallel tracks in order to have all the cars sorted in increasing order at the output track. This problem can be modeled as a minimum coloring problem in the permutation graph $G(\pi)$ corresponding to $\pi(N)$. Then the problem consists in partitioning $G(\pi)$ into a minimum number $\chi(G(\pi))$ of stable sets, i.e., increasing sequences in $\pi$, so that cars could be reassembled on the exit side of the tracks to obtain one increasing sequence (see [80] for details).

The disadvantage of this method is that one may be obliged to use more tracks than the number of tracks available. In such a situation, one may think of other methods to solve this problem. A solution consists of using a cocoloring or (better) a split-coloring instead of a coloring since we have $\chi_S(G) \leq z(G) \leq \chi(G), \forall G$. The only requirement on the railway net is to have an additional loop at the beginning of the output track (see Figure 7.1) allowing the reversal of decreasing sequences corresponding to cliques into a cocoloring or a split-coloring. In such a railway net, each one of the parallel tracks contains an increasing sequence (a stable set) or a decreasing sequence (a clique) for a cocoloring, and an increasing sequence mixed with a decreasing sequence (a split graph) for a split-coloring. Then in the latter case, we rearrange all tracks to obtain only one increasing sequence by track; cars in the decreasing sequence are sent to the loop, while cars in the increasing sequence go directly through the straight track so that, when bringing back the cars to their original track, we can obtain only one increasing sequence. The same procedure can be applied just to reverse decreasing sequences in a cocoloring. Once we obtain only increasing sequences in each track with two moves (one forward and one back), cars can be easily ordered at the exit by pulling off each time the car with the smallest remaining label among the first cars.
of each track.

\[ \begin{array}{c}
\text{output track} \\
\hline
1, \ldots, n \\
\vdots \\
\text{input track} \end{array} \]

Figure 7.1: Sorting cars.

As mentioned, both Min Split-coloring and Min Coloring are \( \mathcal{NP} \)-hard in permutation graphs. Therefore the use of heuristics or approximation algorithms as the ones given in Chapter 6 is needed to solve the above problem.

7.1.2 Robots collecting items in the order of decreasing sizes

Suppose that some items to be collected are aligned along a storage corridor; each item \( i \) has a certain label \( \pi(i) \) in \( N = \{1, \ldots, n\} \) and hence the labels of the items form a permutation \( \pi(N) \). We may consider that labels are inversely proportional to the sizes of the items. There is a robot to collect these items with the constraints that the robot makes a two-way trip along the corridor, and that the sizes (respectively labels) of the items collected should be decreasing (respectively increasing) for the whole trip of the robot to ensure the stability of the pile. The robot can start from either left or right. The objective is to minimize the number of two-way trips the robot makes in order to collect all the items in a way satisfying the constraint of increasing labels.

One can observe that this problem corresponds to a restricted version of Min Split-coloring in permutation graphs. The labels of the items form a permutation of \( N = \{1, \ldots, n\} \). Then, for a two-way trip starting from left (respectively right), the items collected in the forward trip correspond to a stable set (respectively clique), and the items collected in the way back to a clique (respectively stable set) in the corresponding permutation graph. In addition, each split graph (equivalently each two-way trip) has a split partition such that the smallest label in the clique is greater than the largest label of the stable set; we will see, in Section 7.3, that this problem is closely related to covering the vertices of a permutation graph by a minimum number of threshold graphs. First, let us introduce the appropriate terminology for the above problem and also establish some complexity results.

7.2 Min Ordered Collecting

7.2.1 Terminology and \( \mathcal{NP} \)-hardness

Definition 7.1 (feasible trip). Given a permutation \( \pi \), we call feasible trip, a subsequence of \( \pi \) which is an increasing sequence for a whole two-way trip of the robot starting from either left or right.
Definition 7.2 (Min Ordered Collecting). Min Ordered Collecting is the problem of covering \( \pi \) by a minimum number of feasible trips. The optimal value is denoted by \( \rho(\pi) \).

Also, we denote by \( \rho_l(\pi) \) and \( \rho_r(\pi) \) the values of optimal ordered collectings where all feasible trips start from left and respectively right.

Before mentioning the complexity status of Min Ordered Collecting, let us define the notion of \( l \)-modal sequences, introduced in [110].

We call an internal extremum of a permutation \( \pi \), a number \( \pi(i) \) such that \( 2 \leq i \leq n-1 \) and we have either \( \pi(i) < \pi(i-1) \) and \( \pi(i) < \pi(i+1) \), or \( \pi(i) > \pi(i-1) \) and \( \pi(i) > \pi(i+1) \). A sequence is \( l \)-modal if it has at most \( l \) internal extrema, the first being of either type. If the first extremum is a maximum then the sequence is called upper \( l \)-modal and otherwise lower \( l \)-modal. In the case \( l = 1 \), we say that a sequence is (upper or lower) unimodal. Finally, if a permutation can be partitioned into \( p \) decreasing and \( k \) increasing subsequences then it is called \( p \)-decreasing \( k \)-increasing.

Let \( \pi = (\pi(1), \ldots, \pi(n)) \) be a permutation, the reversal of \( \pi \), denoted by \( \bar{\pi} \), is the permutation \( (\pi(n), \ldots, \pi(1)) \). The inverse permutation, denoted by \( \pi^{-1} \), is given by \( (\pi^{-1}(1), \ldots, \pi^{-1}(n)) \). Finally, we call the symmetric permutation \( \pi_s = (n+1-\pi(1), \ldots, n+1-\pi(n)) \). Clearly, \( \rho(\pi) = \rho_s(\bar{\pi}) \) and \( \rho_r(\pi) = \rho_l(\bar{\pi}) \). One can notice that the symmetric and the reversal operations conserve \( \rho \), i.e., \( \rho(\pi) = \rho(\bar{\pi}) = \rho(\pi_s) \), since both interchange increasing and decreasing subsequences. Note also that \( \rho_l(\pi) = 1 \) if and only if \( \pi^{-1} \) is upper unimodal, and \( \rho_r(\pi) = 1 \) if and only if \( \pi^{-1} \) is lower unimodal; moreover \( (\pi^{-1})^{-1} = \pi \). Finally, it can be easily checked that \( \pi \) is upper \( l \)-modal if and only if \( \pi_s \) is lower \( l \)-modal and vice versa.

To illustrate, consider the permutation \( \pi = (1, 5, 2, 4, 3) \) which is a feasible trip from left; then \( \pi^{-1} = (1, 3, 5, 4, 2) \) is upper unimodal and \( (\pi^{-1})_s = (5, 3, 1, 2, 4) \) is lower unimodal.

Using the above terminology, one can state that minimizing feasible trips covering a given permutation \( \pi \) is equivalent to finding the minimum \( k \) such that there are at most \( k \) unimodal subsequences covering \( \pi^{-1} \). If we call Min \( l \)-modal, Min upper \( l \)-modal and Min unimodal the problems of covering a given permutation with a minimum number of respectively \( l \)-modal, upper \( l \)-modal and unimodal subsequences, then the following theorem of [110] establishes the \( \mathcal{NP} \)-hardness of all these problems.

Theorem 7.3 ([110]). Min \( l \)-modal, Min upper \( l \)-modal and Min unimodal are \( \mathcal{NP} \)-hard even for fixed \( l \), in particular for \( l = 1 \).

Corollary 7.4. Given a permutation \( \pi \), it is \( \mathcal{NP} \)-hard to find \( \rho(\pi), \rho_l(\pi) \) and \( \rho_r(\pi) \).

Proof. The corollary follows from the permutation \( \pi^{-1} \) transforming (in linear time) a permutation \( \pi \) such that \( \rho(\pi) = k \) to a permutation which can be covered by \( k \) unimodal subsequences; moreover feasible trips from left (respectively right) in \( \pi \) become upper (respectively lower) unimodal subsequences in \( \pi^{-1} \).

In what follows, we formulate our results in terms of Min (upper/lower) \( l \)-modal problem rather than feasible trips. A sequence that can be covered by \( k \) (upper/lower) \( l \)-modal subsequences will be called \( k \)-(upper/lower) \( l \)-modal and similar notations hold for the unimodal
case. Following subsections contain polynomial time algorithms for some problems related to \( l \)-modal sequences.

### 7.2.2 Recognition of 2-lower unimodal permutations

Let \( \pi \) be a 2-lower unimodal permutation of \( n \) consecutive numbers with two lower unimodal subsequences \( L_1 = (m_1, \ldots, m_p, \ldots, m_l) \) and \( L_2 = (m'_1, \ldots, m'_h, \ldots, m'_l) \) (\( m_i \)'s and \( m'_i \)'s are values) covering together \( \pi \) and where \( p \) and \( h \) are such that \( m_p = \min_{1 \leq i \leq l} (m_i) \) and \( m'_h = \min_{1 \leq j \leq l} (m'_j) \). Without loss of generality, we assume that \( m_p < m'_h \) and \( \pi^{-1}(m_p) < \pi^{-1}(m'_h) \) since in the opposite case, i.e., in the case where the minimum between \( m_p \) and \( m'_h \) comes after the other one in \( \pi \), we may work on \( \bar{\pi} \) that remains 2-lower unimodal and verifies the above hypothesis. We have two cases illustrated in Figure 7.2 where lower unimodal subsequences are represented as continuous lines on which discrete points are located. In fact, without loss of generality, we may consider only Case 1 since any 2-lower unimodal cover \((L_1, L_2)\) of Case 2 can be seen as Case 1 with two lower unimodal subsequences \((L'_1, L'_2)\) obtained by exchanging some appropriate points between \( L_1 \) and \( L_2 \): \( L'_1 \) will contain \( L_1 \) from the first position to the position \( \pi^{-1}(m'_h) - 1 \) and also \( L_2 \) from the position \( \pi^{-1}(m'_h) \) to the end; \( L'_2 \) is then the remaining subsequence.

![Figure 7.2: 2-lower unimodal permutation.](image)

To recognize a 2-lower unimodal permutation, the idea is to determine two numbers \( m_p \) and \( m'_h \) that can be considered as minima of two lower unimodal subsequences. Then, for any 2-lower unimodal permutation, \( (\pi(1), \ldots, \pi(\pi^{-1}(m_p))) \) is 2-decreasing, \( (\pi(\pi^{-1}(m_p)), \ldots, \pi(\pi^{-1}(m'_h))) \) is 1-decreasing 1-increasing and \( (\pi(\pi^{-1}(m'_h)), \ldots, \pi(n)) \) is 2-increasing in such a way that these monotone subsequences can be combined to form two lower unimodal subsequences covering \( \pi \).

In what follows, \( \min(S) \) denotes the minimum value in a subsequence \( S \), and \( S_1 \cup S_2 \) denotes the concatenation of two subsequences \( S_1 \) and \( S_2 \). Note that Case 1 of Figure 7.2 is just a possible representation of the two lower unimodal subsequences \( L_1 \) and \( L_2 \). They can be alternatively drawn in such a way that they intersect only once (between positions \( k \) and \( j \)). In what follows, we will rather find such a decomposition, if there is one.
Algorithm 21 Recognition of $2$-lower-unimodal permutations

**Input:** a permutation $\pi$

**Output:** $2$-lower unimodal cover of $\pi$ with $L_1, L_2$ or a negative answer

1. $A \leftarrow$ true;
2. compute $k = \arg\min_{i \in \{1, \ldots, n\}}(\pi(i))$;
3. apply the greedy algorithm from left to right to partition $(\pi(1), \ldots, \pi(k))$ into decreasing sequences;
4. if two decreasing subsequences $(D_1, D_2)$ partition $(\pi(1), \ldots, \pi(k))$ then
   5. $\mu_2 \leftarrow \min(D_2)$ and $\pi(k) \leftarrow m_p \in D_1$;
   6. else
      7. if $A$ is true then
         8. $A \leftarrow$ false;
         9. $\pi \leftarrow \overline{\pi}$;
        10. go to line 2;
     11. else // $A$ is false, i.e., we are applying the algorithm to $\overline{\pi}$
        12. print “$\pi$ is not $2$-lower unimodal”, exit.
   13. repeat
        14. apply one step of the greedy algorithm from right to left to find $2$ increasing subsequences (from left to right) $(I_1, I_2)$;
   15. until (Case = 1: we reach the position $k$) or (Case = 2: we reach a position $r$ such that $\pi(r)$ can be put neither in $I_1$ nor in $I_2$)
16. if Case $= 1$ then
17. $L_1 \leftarrow D_1 \cup I_1$;
18. $L_2 \leftarrow D_2 \cup I_2$;
19. return $(L_1, L_2)$.
20. else // Case $= 2$
21. $m'_h \leftarrow \min(I_1)$;
22. $\pi^{-1}(m'_h) \leftarrow j$;
23. $I_2 \leftarrow I_2$ from position $j + 1$ to $n$;
24. $\nu_2 \leftarrow \min(I_2)$;
25. if $(\mu_2, \pi(k), \ldots, \pi(j), \nu_2)$ can be decomposed into a decreasing and an increasing subsequence $(D, I)$ then
       26. if $\pi(j) \in I$ then
           27. interchange $I_1$ and $I_2$;
           28. $L_1 \leftarrow D_1 \cup I \cup I_2$;
           29. $L_2 \leftarrow D_2 \cup D \cup I_1$;
           30. return $(L_1, L_2)$.
       26. else
           31. go to line 7;
7.2. Min Ordered Collecting

**Theorem 7.5.** Algorithm 21 decides in time $O(m + n \log n)$ whether a given permutation $\pi$ is 2-lower unimodal or not.

**Proof.** First of all, note that greedy algorithms finding $(I_1, I_2)$ and $(D_1, D_2)$ assign each number of $\pi$ to the set with smallest possible index. It follows that $I_1$ will always be under $I_2$ and $D_1$ under $D_2$ in a lattice representation as in Figure 7.2. That is why $D_1$ contains necessarily $m_p$ and the greedy algorithm for finding $(I_1, I_2)$ succeeds in finding a number $m'_h$ that can be considered, without loss of generality, as the minimum we are looking for. Furthermore, let us recall the following fact (see for instance [80]), which shows that these greedy algorithms never fail in finding $(I_1, I_2)$ and $(D_1, D_2)$. For the sake of completeness, we give a short proof.

**Claim 7.6.** For a given permutation $\pi$, the greedy coloring algorithm based on the order $\pi(1), \pi(2), \ldots$ of the vertices gives an optimal coloring of $G(\pi)$.

**Proof.** (of the Claim) This can also be viewed as a consequence of the fact that permutation graphs belong to the class of perfectly orderable graphs defined by the existence of a perfect order of their vertices. The greedy coloring algorithm based on this order gives an optimal coloring. It is known that an order is perfect if it induces no $P_4$ with edges $ab, bc$ and $cd$, where $a < b$ and $d < c$ in the order [25]. Here, as it can be observed in Figure 7.3, for any induced $P_4$ on $ab, bc$ and $cd$, we have in the order $\pi(1), \pi(2), \ldots$ either $b < a$ or $c < d$.

![Figure 7.3: Induced $P_4$'s in permutations.](image)

If $\pi$ is 2-lower unimodal, then after finding $(D_1, D_2)$ and $(I_1, I_2)$ as described in the algorithm, one of the two following things may happen; either $(D_1, D_2)$ and $(I_1, I_2)$ cover together $\pi$, then $L_1 = D_1 \cup I_1, L_2 = D_2 \cup I_2$ gives a 2-lower unimodal cover for $\pi$ (it corresponds to the case where $m'_h = \min(\pi(k - 1), \pi(k + 1))$ which is expressed by Case = 1 in line 15); or there are numbers between positions $k$ and $j$ which are not covered by $(D_1, D_2)$ and $(I_1, I_2)$ (it corresponds to Case = 2 in line 15). In the latter case, the subsequence $(\mu_2, \pi(k), \ldots, \pi(j), \nu_2)$ should be $1$-decreasing $1$-increasing $(D, I)$ in such a way that combining them with $(D_1, D_2)$ and $(I_1, I_2)$ gives two lower unimodal subsequences. Note that for every such decomposition $(D, I)$, $m_p \in I$ (since $m_p = \min_{1 \leq i \leq n}(\pi(i)))$, and $\mu_2 \in D$ since
\( \pi^{-1}(\mu_2) < \pi^{-1}(m_p) \) and \( \mu_2 > m_p \). Furthermore, if \( \pi(j) \in D \) then necessarily \( \nu_2 \in I \) (since \( m'_h < \nu_2 \) and \( \pi^{-1}(m'_h) < \pi^{-1}(\nu_2) \)) and \( L_1 = D_1 \cup I \cup I_2, L_2 = D_2 \cup D \cup I_1 \) are two lower unimodal subsequences covering \( \pi \) (see lines 28 and 29). Otherwise, if \( \pi(j) \in I \) then \( I \) can be combined with \( I_1 \) and \( D \) with \( I_2 \), hence we obtain two lower unimodal subsequences \( L_1 \) and \( L_2 \) as described by interchanging \( I_1 \) and \( I_2 \) as it is done in line 27. If the algorithm fails to find such decompositions \((D_1, D_2)\) and \((D, I)\) then we should apply the same on \( \bar \pi \) which is necessarily as in Case 1 of Figure 7.2. If Algorithm 21 gives no 2-lower unimodal decomposition for \( \pi \) neither then it means that \( \pi \) is not 2-lower unimodal.

As for the complexity of Algorithm 21, the greedy algorithms take time in \( O(m) \) and finding one decreasing one increasing decomposition takes time in \( O(n \log n) \) [18].

**Corollary 7.7.** Given a permutation \( \pi \), it can be decided in time \( O(m + n \log n) \) whether it is 2-upper unimodal or not.

### 7.2.3 Maximum \( l \)-modal subsequence

Consider a permutation \( \pi \) which is upper or lower \( l \)-modal. Then, it can be easily checked that \( \pi^{-1} \) corresponds to an increasing subsequence of labels representing items collected during \( l + 1 \) trips back and forth of a robot (starting from left and right, respectively) which does not unload its charge until the end of \( l + 1 \) trips and which obeys the constraint of increasing labels during its whole trip. In other words, a robot can collect all the items ordered according to \( \pi^{-1} \) with \( l + 1 \) back and forth trips respecting the constraint of increasing labels. In what follows, given a permutation \( \pi \) representing the sizes of the items, we show how to collect a maximum number of items by \( l + 1 \) trips of a robot. This will be explained in terms of maximum \( l \)-modal subsequence of a given permutation.

**Theorem 7.8.** Given a permutation \( \pi \), a maximum upper or lower \( l \)-modal subsequence of \( \pi \) can be found in time \( O(n \log n) \) for fixed \( l \), and in time \( O(n^2 \log n) \) for arbitrary \( l \).

**Proof.** Let \( \pi = (\pi(1), \ldots, \pi(n)) \) be a permutation in which we want to find a maximum upper \( l \)-modal subsequence. We construct a permutation \( \pi' \) consisting of \( \lceil l/2 \rceil + 1 \) copies of \( \pi \) and \( \lfloor l/2 \rfloor \) copies of \( \pi_s = (n + 1 - \pi(1), \ldots, n + 1 - \pi(n)) \) piled up alternatively and in such a way that they are shifted one step to the left at each layer. Let us call \( \pi_j \) the permutation at layer \( j \), then the values in \( \pi_j \) are not consecutive; there are \( l - 1 \) empty positions between consecutive values in \( \pi_j \). The permutation \( \pi' \) is given by all \( \pi_j \) for \( j = 0, \ldots, l \) and contains values from 1 to \( (l + 1)n \). Then the following formula defines each \( \pi_j' \):

\[
\pi_j(i + il - j) = \begin{cases} 
\pi(i) + jn & \text{if } j \text{ is even}, \\
n + 1 - \pi(i) + jn & \text{if } j \text{ is odd}.
\end{cases}
\]

An example of construction of \( \pi' \) can be found in Figure 7.4, where \( \pi = (4, 2, 3, 6, 5, 7, 1, 8) \) and \( l = 2 \). Here, a maximum upper 2-modal subsequence is \( (2, 3, 6, 5, 1, 8) \). It corresponds to the increasing subsequence \((2, 3, 6, 12, 17, 24)\) in \( \pi^2 \).
Now, one can observe that an increasing subsequence in $\pi^I$ corresponds to an upper $l$-modal subsequence of the same size in $\pi$ and vice versa. In fact, as can be seen in the example of Figure 7.4, an increasing subsequence in $\pi_j$ corresponds to a decreasing subsequence in $\pi$ if $j$ is odd, and to an increasing subsequence if $j$ is even. Moreover, due to the shift of one step to the left at each layer, copies of one label in different $\pi_j$'s cannot be taken together in one increasing subsequence of $\pi^I$; hence, each number in $\pi$ is represented at most once in any increasing subsequence of $\pi^I$. Then, the result follows from the fact that a maximum increasing subsequence in $\pi^I$ can be found in time $O((l + 1)n \log((l + 1)n))$. As for a maximum lower $l$-modal subsequence, it is sufficient to consider the symmetric of $\pi$ since it interchanges upper and lower $l$-modal subsequences.

7.2.4 Differential approximation

In [110], the question of existence of approximation schemes for Min Cocoloring (in permutation graphs) and Min $l$-modal was left open. On the other hand, some approximation algorithms with constant approximation ratios are given for the same problems. We have already stated in Theorem 6.21 that, given an integer $p$, there is a polynomial algorithm in time $O(n^{3p+1})$ guaranteeing a differential approximation ratio of $(1 - 1/p)$ for Min Cocoloring in arbitrary graphs. Here, we answer the open question on the approximability of Min $l$-modal from a different point of view; we give an approximation scheme using differential approximation ratio instead of the classical ratio. It is obtained by a modification of Algorithm 19 given in Section 6.5.2.
Algorithm 22 DPTAS-l-modal

Input: a permutation $\pi$ of size $n$, an integer $p$

Output: an $l$-modal covering of $\pi$ with differential approximation ratio of $(1 - 1/p)$

1. while the current permutation has a maximum $l$-modal subsequence of size at least $p(l + 2)$ do
   2. color such an $l$-modal subsequence with a new color;
   3. complete the solution by an exhaustive search on the remaining permutation.

Theorem 7.9. Algorithm 22 is a $O(n^2 \log n)$ time algorithm guaranteeing a differential approximation ratio of $(1 - 1/p)$ for Min $l$-modal.

Proof. The proof is similar to the one of Theorem 6.21 with the only difference that for a given permutation $\pi$ of size $n$, we have $\omega(\pi) = \lceil n/(l+2) \rceil$ since any subsequence of size $l+2$ is necessarily $l$-modal. The complexity is implied by the complexity of finding a maximum $l$-modal subsequence given in Theorem 7.8, which is repeated at most $\lceil n/(l+2) \rceil$ times, and by the fact that the second step takes only constant time; this holds since the number of vertices in the remaining graph is bounded by a constant given by a Ramsey number (since there is no clique or stable set of size $p(l + 2)$ in the remaining graph).

Furthermore, in exactly the same way as for Min Cocoloring and Min Split-coloring in general graphs, since Min $l$-modal has integral values and $\omega(\pi) - \beta(\pi)$ is polynomially bounded, one can immediately deduce that there is no DFPTAS for Min $l$-modal.

7.3 Min Threshold-coloring

We have already mentioned that feasible trips in a given permutation $\pi$, correspond to particular split graphs in the graph $G(\pi)$. In this section, we explore the links between feasible trips (or unimodal subsequences) and split graphs. We show that feasible trips correspond more precisely to threshold graphs which form a subclass of split graphs. Nevertheless, a minimum ordered collecting $\rho$ is a uniquely defined parameter in permutations and not in permutation graphs. These results give birth to the idea of considering the problem of covering the vertices of a given graph with a minimum number of threshold graphs; this problem is then studied together with Min Split-coloring and Min Cocoloring in terms of complexity class it belongs to in restricted classes of graphs.

The following notion is given in [80].

Definition 7.10 (shuffle product). Let $\sigma$ and $\tau$ be two sequences. The shuffle product of $\sigma$ and $\tau$ is defined as follows:

$$\sigma \omega \tau = \{\sigma_1 \tau_1 \ldots \sigma_k \tau_k : \sigma = \sigma_1 \ldots \sigma_k \text{ and } \tau = \tau_1 \ldots \tau_k\}$$
where \( \sigma_i \) and \( \tau_i \) are subsequences, \( k \) ranges over all integers and the juxtaposition means concatenation.

Now, let us observe the following fact.

**Proposition 7.11.** Let \( \pi \) be a permutation, then:

\[
\rho_i(\pi) = 1 \iff \pi \text{ is a shuffle product of type 1: } [1, \ldots, p]\omega[n, \ldots, p+1], 1 \leq p < n;
\]

\[
\rho_r(\pi) = 1 \iff \pi \text{ is a shuffle product of type 2: } [p+1, \ldots, n]\omega[p, \ldots, 1], 1 \leq p < n;
\]

where shuffle products can also have only one term.

**Proof.** Clearly, a shuffle product of type 1 (respectively 2) gives the program of a feasible trip for the robot which starts from left (respectively right); the first (respectively second) term in the shuffle product coincides with the items to be collected in the way forward, and the second (respectively first) term with the items to be collected in the way back. Conversely, given a feasible trip from left (respectively right), the increasing subsequence in the feasible trip gives the first term of a shuffle product of type 1 (respectively type 2) and the decreasing subsequence the second term. \( \square \)

Recall that a graph \( G \) is a threshold graph if it is a split graph with partition \( (K, S) \) and the neighborhoods of vertices in \( S \) are nested, i.e., one can label vertices in \( S \) with integers such that if \( i < j \) then \( N(i) \subseteq N(j) \). The relationship between threshold graphs and feasible trips is derived from the following theorem of [79].

**Theorem 7.12 ([79]).** The threshold graphs are precisely those permutation graphs corresponding to sequences contained in

\[
[1, 2, \ldots, p]\omega[n, n-1, \ldots, p+1]
\]

where \( p \) and \( n \) are positive integers. \( \square \)

An important consequence of this theorem is the following: if \( \pi \) is a shuffle product (hence a feasible trip) then \( G(\pi) \) is a threshold graph but if \( G \) is a threshold graph then there exists a permutation \( \pi \) which is a shuffle product and such that \( G \) is isomorphic to \( G(\pi) \). In other words, there may exist several permutations giving a permutation graph isomorphic to \( G \). It follows that there may be different permutations \( \pi_1 \) and \( \pi_2 \) such that \( G(\pi_1) \) is isomorphic to \( G(\pi_2) \), and \( \pi_1 \) is a feasible trip but not \( \pi_2 \). Take as example \( \pi_1 = (1, 4, 2, 3) \) and \( \pi_2 = (3, 1, 2, 4) \). Then \( G(\pi_1) \) and \( G(\pi_2) \) are isomorphic to a graph \( G \) consisting in a path on tree vertices and one isolated vertex. \( G \) is obviously a threshold graph and \( \rho(\pi_1) = 1 \) but \( \rho(\pi_2) \neq 1 \) and \( \rho_r(\pi_2) \neq 1 \). This observation shows that, given a permutation \( \pi \), Min Ordered Collecting of \( \pi \) is not equivalent to the problem of covering \( G(\pi) \) by a minimum number of threshold graphs, since \( \rho(\pi) \) is an invariant of the permutation and not an invariant of the corresponding permutation graph.

Following the above remark, a natural extension of Min Ordered Collecting in graphs appears as the following problem.
**Definition 7.13 (Min Threshold-coloring).** Min Threshold-coloring is the problem of covering the vertices of a given graph $G$ by a minimum number of threshold graphs. The optimal value, called threshold-chromatic number, is denoted by $\chi_T(G)$.

In what follows, we discuss its complexity compared to Min Split-coloring and Min Cocoloring.

**Theorem 7.14.** Let $\mathcal{G}$ be a class of graphs closed under addition of disjoint cliques without link to the rest of the graph and under addition of a complete $k$-partite graph completely linked to the rest of the graph. Then, Min Cocoloring reduces in polynomial time to Min Threshold-coloring in the class $\mathcal{G}$.

**Proof.** Consider a graph $G = (V, E)$ in $\mathcal{G}$ of size $n$ as an instance of Min Cocoloring. We obtain an instance $G'_{i,j}$ of Min Threshold-coloring from $G$ by adding $iK_n$, i.e., $i$ disjoint cliques (called external cliques) each of size $n$ without any link to the rest of the graph, and $j$ stable sets (called external stable sets) each of size $n$ with complete links to $G$, to $iK_n$ and between themselves, hence $G'_{i,j} \in \mathcal{G}$.

Suppose there is an optimal cocoloring of $G$ with $p$ cliques and $k$ stable sets; so that $z(G) = p + k$. Let us analyze what happens while considering Min Threshold-coloring in $G'_{k,p}$.

Suppose there is an optimal threshold-coloring with the following threshold graphs (cliques and stable sets with all vertices in $G$ are called *internal*):

- $l$ external cliques matched with $l$ external stable sets,
- $h$ internal cliques matched with $h$ internal stable sets,
- $l'$ isolated external stable sets (as threshold graphs),
- $l''$ isolated external cliques (as threshold graphs),
- $p - l - l'$ internal cliques matched with $p - l - l'$ external stable sets,
- $k - l - l''$ external cliques matched with $k - l - l''$ internal stable sets.

Therefore, we have $\chi_T(G'_{k,p}) = p + k + h - l$. In addition, one can write $\chi_T(G'_{k,p}) \leq p + k$ since $k$ external cliques matched with $k$ internal stable sets, and $p$ external stable sets matched with $p$ internal cliques form a threshold-coloring of value $p + k$. Thus, we have $h \leq l$. On the other hand, this threshold-coloring provides a cocoloring of $G$ of value $2h + p - l - l' + k - l - l'' \geq p + k$ because $p + k$ is the value of an optimal cocoloring. Since $h \leq l$, it follows that $l' = l'' = 0$; there is no isolated clique or stable set taken as a whole threshold graph in any optimal threshold-coloring. Consequently, we have $h = l$ which implies that $\chi_T(G'_{k,p}) = p + k = z(G)$. Hence, one can solve Min Threshold-coloring in $G'_{i,j}$ for different values of $i$ and $j$ (at most $\chi(G) \times \Theta(G)$ values to check) and pick the one for which $\chi_T(G'_{i,j})$ is equal to the value of cocoloring of $G$ induced by that threshold-coloring; this will be an optimal cocoloring of $G$. Equivalently, one can choose a pair $(p, k)$ giving
an optimal cocoloring by detecting the maximum value of $\chi_T(G'_{i,j})$ with respect to $(i,j)$; clearly $\chi_T(G'_{i,j})$ is always less than or equal to the value of the cocoloring of $G$ induced by this solution and the equality will be obtained for $(i,j)$ giving an optimal cocoloring. This reduction is given in Algorithm 23.

**Algorithm 23** Polynomial reduction of Min Cocoloring to Min Threshold-coloring

**Input:** a graph $G$ as an instance of Min Cocoloring, an exact algorithm for Min Threshold-coloring

**Output:** an optimal cocoloring of $G$

1. for all $(i,j) \in \{1, \ldots, n\} \times \{1, \ldots, n\}$ do
2. construct $G'_{i,j} = (G \cup iK_n) \oplus jK_n$;
3. compute an optimal threshold-coloring $TC$ of $G'_{i,j}$;
4. if the value of the cocoloring $Z$ in $G$ induced by $TC$ is equal to $\chi_T(G'_{i,j})$ then
5. return cocoloring $Z$ of $G$.

**Corollary 7.15.** Min Threshold-coloring is $NP$-hard in permutation graphs.

Let us mention a result in [89] stating that coloring a graph in such a way that color classes are $P_4$-free is $NP$-complete in comparability graphs. Knowing that threshold graphs are exactly the $(P_4, 2K_2, C_4)$-free graphs, Corollary 7.15 can also be interpreted in the following way: coloring a graph, where color classes are $(P_4, 2K_2, C_4)$-free, is $NP$-complete in permutation graphs.

### 7.4 More complexity results

According to Theorem 6.15, Min Split-coloring is at least as difficult as Min Cocoloring in most (but not all) of the “natural” classes of graphs. Note that the contrary is not excluded; in Proposition 5.9, we describe a class of graphs, denoted by $G = \{G \cup nK_{2n}\}$, where Min Split-coloring is polynomially solvable while Min Cocoloring is $NP$-hard. This class of graphs is obtained from any arbitrary graph $G$ of size $n$ by adding $n$ disjoint $K_{2n}$ not linked to the rest of the graph. Clearly, it is neither a “natural” nor a hereditary class. Hence, the existence of “natural” classes of graphs where Min Split-coloring is polynomially solvable while Min Cocoloring is $NP$-hard remains an interesting research topic. The same question can be also asked for Min Threshold-coloring since Theorem 7.14 is the threshold counterpart of Theorem 6.15. One could think of the class of *triangle-free graphs*, i.e., graphs having no induced triangle, to which neither Theorem 6.15 nor Theorem 7.14 applies, as a candidate for such a class of graphs. We show, by means of results on a larger class of graphs containing triangle-free graphs, that this is not the case. Let us first state a result of Gimbel et al. in [78].

**Lemma 7.16 ([78]).** If $G$ is a class of graphs closed under taking disjoint unions then the $NP$-completeness of $k$-coloring on $G$ implies the $NP$-completeness of $k$-cocoloring on $G$. $\blacksquare$
This result, combined with the $NP$-completeness of $k$-coloring in triangle-free graphs (see [107]), implies immediately that $k$-cocoloring is $NP$-complete in triangle-free graphs. Here, we show moreover that the chromatic number of a triangle-free graph is equal to its chromatic number.

**Proposition 7.17.** For any triangle-free graph $G$, we have $z(G) = \chi(G)$.

**Proof.** First, let us introduce perfect cochromatic graphs as defined in [123]: a graph $G$ is **perfect cochromatic** if $z(G') = \min(\chi(G'), \chi(G^c))$ for all subgraphs $G'$ of $G$. It is easy to verify that triangle-free graphs are perfect cochromatic since all subgraphs in the list of forbidden subgraphs characterizing perfect cochromatic graphs contain an induced triangle [123]. We will show that $\chi(G) \leq \chi(G^c)$ which gives $z(G) = \min(\chi(G), \chi(G^c)) = \chi(G)$ for all triangle-free graphs of size greater than or equal to 3. Observe that for a triangle-free graph $G$ of size at least 3, we have $\chi(G) \geq \lceil n/2 \rceil$ since every stable set of $G$ has at most two vertices. We only have to show that $\chi(G) \leq \lceil n/2 \rceil = \lfloor (n+1)/2 \rfloor$ for a triangle-free graph $G$ of size $n \geq 3$. Without loss of generality, we may assume that $G$ is $k$-critical. There exists a $k$-coloring $(S_1, \ldots, S_k)$ of $G$ such that every vertex $v \in S_i$ is adjacent to at least one vertex in each $S_j$ with $j < i$. Furthermore $|S_k| = 1$ by criticality. In particular, vertex $x$ in $S_k$ is adjacent to some vertex $y$ in $S_{k-1}$ which is itself adjacent to a vertex $z$ in $S_{k-2}$; but $x$ is also adjacent to a vertex $w$ in $S_{k-2}$. We must have $w \neq z$, for otherwise $G$ would contain a triangle. This gives $|S_{k-2}| \geq 2$. The same reasoning shows that $|S_i| \geq 2$ for all $i \leq k-2$.

**Claim 7.18.** If $|S_i| = 2$ for $i = 1, \ldots, k-2$ and $|S_{k-1}| = 1$, then $G$ is bipartite.

**Proof.** (of the Claim) Let $S_i = \{a_i, b_i\}$ for $i = 1, \ldots, k-2$. We can assume that vertex $x$ is adjacent to $a_1, \ldots, a_{k-2}$ and to $y \in S_{k-1}$; then $\{a_1, \ldots, a_{k-2}, y\}$ is a stable set, otherwise $G$ contains a triangle. But then $y$ is adjacent to $b_1, \ldots, b_{k-2}$; hence $\{b_1, \ldots, b_{k-2}, x\}$ is a stable set. Thus $G$ is bipartite. This ends the proof of the claim.

Since $k \geq 3$, we must have either $|S_i| \geq 3$ for some $i \leq k-2$ or $|S_{k-1}| \geq 2$. In both cases, $G$ has size $n = \sum_{i=1}^k |S_i| \geq 2(k-2) + 1 + 1 + 1 = 2k - 1$. Hence $k = \chi(G) \leq \lfloor (n+1)/2 \rfloor$.

Here are the split and threshold counterparts of Lemma 7.16.

**Proposition 7.19.** If $\mathcal{G}$ is a class of graphs closed under taking disjoint unions then the $NP$-completeness of $k$-coloring on $\mathcal{G}$ implies both the $NP$-completeness of $k$-split-coloring and the $NP$-completeness of $k$-threshold-coloring on $\mathcal{G}$.

**Proof.** Let $G \in \mathcal{G}$ be an instance of $k$-coloring. We construct an instance $G'$ of $k$-split-coloring by taking $n$ disjoint copies of $G$; $G' = nG$ is obviously in $\mathcal{G}$. It is easy to see that $\chi_S(G') \leq \chi(G') = \chi(G)$. Assume we have $t$ cliques $C_1, \ldots, C_t$ in an optimal split-coloring of $nG$, where $t < n$. Then $nG \setminus \bigcup_{i=1}^t C_i$ contains $(n-t)G$ as a subgraph, hence $\chi_S(nG) \geq \chi(G)$.

---

2Applying the same argument recursively, one can verify that $G$ is in fact a complete bipartite graph where the edges of the matching $\{a_ib_i, i = 1, \ldots, k-2\}$ are removed.
7.5. Open questions

Therefore, we have $\chi_S(nG) = \chi(G)$ and if we could solve in polynomial time $k$-split-coloring on $nG$, then we could also solve in polynomial time $k$-coloring on $G$, but this is impossible since it is $NP$-complete.

The same proof also holds for $k$-threshold coloring. □

It follows immediately that Min Split-coloring and Min Threshold-coloring are $NP$-hard in triangle-free graphs.

These results show not surprisingly that, in the class of graphs closed under taking disjoint unions, whenever $k$-coloring is $NP$-complete, so are $k$-cocoloring, $k$-split-coloring and $k$-threshold-coloring. As a consequence, classes of graphs where $k$-cocoloring, $k$-split-coloring and $k$-threshold-coloring admit potentially different complexity results can only occur either in classes of graphs closed under taking disjoint unions but where $k$-coloring can be solved in polynomial time (as it is the case for line-graphs of bipartite graphs (see Theorems 5.4 and 5.8)), or in classes of graphs not closed under taking disjoint unions; this is, for instance, non-hereditary classes of graphs (see Proposition 5.9 on the class of graphs $G = \{G \cup nK_{2n}\}$) or classes of graphs defined by some disconnected forbidden subgraphs. To complete this picture, let us also recall that, according to Corollary 6.16, in subclasses of perfect graphs, Min Cocoloring cannot be $NP$-hard while Min Split-coloring is polynomially solvable.

Finally, note that Lemma 7.16 and Proposition 7.19 can also be stated replacing $k$-coloring by $k$-clique cover and disjoint union by join; similar arguments are then used in their respective proofs.

7.5 Open questions

There are several research topics arising from this chapter. Although it is in general $NP$-complete to recognize polar graphs [21], it is shown in Chapter 4 that a polar cograph can be recognized in time $O(n \log n)$. The question of knowing whether the recognition of polar permutation graphs (which is a class strictly containing cographs) is polynomial or not, is an interesting open problem. A simpler question remains open as well: recognizing $(1, t)$- or $(s, 1)$-polar permutation graphs. In return, in the case where $s$ and $t$ are fixed, the polynomial time recognition of $(s,t)$-polar permutation graphs follows from the following theorem of Brandstädtt et al. (Note that this is already implied by Corollary 1.37 with a higher time complexity.)

**Theorem 7.20 ([18]).** Given a permutation graph $G$, for a fixed $m$, it can be recognized in time $O(n^m)$ whether $G$ is $(p,k)$-colorable, where $p + k = m$, or not. □

**Corollary 7.21.** Given a permutation graph $G$, for fixed $s$ and $t$, it can be recognized in time $O(n^{s+t})$ whether $G$ is $(s,t)$-polar or not.

**Sketch of proof.** For fixed $p$ and $k$, the algorithm in [18] recognizes whether a given permutation graph admits a $(p,k)$-coloring or not. Roughly speaking, this algorithm enumerates
all possibilities in a clever way, giving a time complexity of $O(n^{p+k})$. It can be slightly modified to recognize $(s,t)$-polar permutation graphs by incorporating additional rules, namely complete links between stable sets and absence of links between cliques. It will allow us to consider fewer solutions than we need for the $(p,k)$-coloring and hence will keep the same time complexity.

Numerous open questions arise also from the problem of Min Ordered Collecting. We have already pointed out that, for a permutation $\pi$, we have $\rho(\pi) \geq \chi_T(G(\pi))$. Given a permutation graph $G$, is there a permutation $\pi$ such that $G(\pi)$ is isomorphic to $G$ and $\rho(\pi) = \chi_T(G)$? It would be also interesting to know, for a permutation graph $G$, how large can be the quantity $\max_{\pi_i} |\chi_T(G) - \rho(\pi_i)|$, where $G(\pi_i)$ is isomorphic to $G$.

As a natural continuation of our research, one could investigate the relative difficulty of Min Threshold-coloring with respect to Min Split-coloring and Min Cocoloring. A first step in this direction would be to analyze the complexity of Min Threshold-coloring in line graphs of bipartite graphs. Recall that, in this class of graphs, Min Cocoloring is polynomially solvable while Min Split-coloring is $\mathcal{NP}$-hard.

Another interesting topic concerns minimal obstructions.

**Definition 7.22** (ideal permutation). A permutation $\pi$ is called ideal if we have $\rho(\pi) = \min(\rho_l(\pi), \rho_r(\pi))$.

**Definition 7.23** (minimal obstruction). A permutation $\pi$ is a minimal obstruction if it verifies $\rho(\pi) < \min(\rho_l(\pi), \rho_r(\pi))$ and all subpermutations $\pi' \subset \pi$ are ideal, i.e., $\rho(\pi') = \min(\rho_l(\pi'), \rho_r(\pi'))$.

In [75], lower and upper bounds on the size of minimal obstructions for permutations having $\rho(\pi) = 2$ is studied. It can be easily shown by case enumeration that there is no minimal obstruction of size less than or equal to 7 for permutations such that $\rho(\pi) = 2$; smallest minimal obstructions that are detected have size 8. For instance, $\pi = (1, 8, 4, 3, 6, 2, 7, 5)$ is a minimal obstruction; $\rho(\pi) = 2$ where the robot collects the items with labels $(1, 5, 8)$ by starting from left, and the items with labels $(4, 3, 6, 2, 7)$ by starting from right. However, it can be easily checked that $\rho_l(\pi) = \rho_r(\pi) = 3$ and that for all subpermutation $\pi' \subset \pi$, we have $\rho(\pi') = \min(\rho_l(\pi'), \rho_r(\pi')) = 2$. On the other hand, it is also shown by computer enumeration that obstructions of size 9 contain always an obstruction of size 8, that is, there is no minimal obstruction of size 9. These results allow us to construct the following conjecture.

**Conjecture 7.24.** All minimal obstructions $\pi$ with $\rho(\pi) = 2$ are of size 8.

Naturally, one can try to generalize the above conjecture for minimal obstructions $\pi$ with $\rho(\pi) = k > 2$. Upper and lower bounds on the sizes of such permutations can be studied and the following question can be analyzed: is there a unique size of minimal obstructions for each $k > 2$ such that $\rho = k$? If yes, can we find it? Knowing whether there are permutations $\pi$ such that $\rho(\pi) - \min(\rho_l(\pi), \rho_r(\pi)) \geq 2$ would also provide us a hint for answering the above questions.
Conclusion

In this thesis, we have started exploring some untouched problems. Although Min Coloring is a very well known and extensively studied problem, many directions ensuing from this field still remain unexplored. Generalized coloring problems were one of them and our investigation on this topic has turned out to be very fruitful. We could emphasize several results concerning the computational complexity of the generalized coloring problems. We considered these problems in some restricted classes of graphs; with such an analysis, either we designed some polynomial time algorithms or we obtained the proof that the problem under consideration remains intractable even in this simpler case. As expected, Min Split-coloring and Min Cocoloring are significantly more difficult to solve compared to Min Coloring, since they both remain $NP$-hard in some classes of graphs where Min Coloring is polynomially solvable; for instance, in permutation graphs and in line graphs of bipartite graphs (for Min Split-coloring). Our objective was also to determine the relative difficulties of Min Split-coloring, Min Threshold-coloring and Min Cocoloring; we obtained several results in this direction. In particular, we show that, in a large class of graphs including all perfect graphs, Min Split-coloring and Min Threshold-coloring are more difficult than Min Cocoloring. The multiplication of this kind of results would contribute to a better understanding of the generalized coloring problems. Now, let us summarize the main results of each chapter by emphasizing the open questions arising from them.

In Chapter 1, we introduced generalized coloring problems and we studied some $k$-split-critical structures as well as some solvable cases for $(p, k)$-colorability. We motivated the following chapters by pointing out interesting questions to handle in this field. A future research already mentioned in this chapter would be the characterization of $2$-split-colorable graphs by an infinite list of forbidden configurations.

Chapter 2 dealt with cacti and triangulated graphs where Min Split-coloring is solved in polynomial time. It would be interesting to study a possible extension of these results to some classes of graphs generalizing triangulated graphs, such as weakly triangulated graphs and quasi-triangulated graphs.

In Chapter 3, we showed by means of a new characterization of cographs that there are nice combinatorial algorithms to solve all generalized coloring problems; in particular, we improved the time complexity known so far for solving Min Cocoloring in cographs. Some attempts have recently been made to handle the generalized coloring problems in cographs
with the additional constraint that, given a cograph \( G = (V, E) \), a subset \( V' \subseteq V \) is precolored with \( p \) cliques and \( k \) stable sets, and that this precoloring has to be respected in any \((p', k')\)-coloring of \( V \), where \( p' \geq p \) and \( k' \geq k \) [38].

In Chapter 4, we tackled the problem of recognizing polar graphs which can also be seen as a generalized coloring problem. We could determine the first class of graphs, namely cographs, where the polar graphs can be recognized in polynomial time. We hope that this result will stimulate the search of similar results in other classes of graphs. Triangulated graphs would be a first candidate for this future research. \( P_1 \)-reducible graphs, which contain strictly cographs, can also be considered in order to extend the results of both Chapter 3 and 4.

In Chapter 5, we handled generalized coloring problems in line graphs. This research allowed us to detect several subclasses of line graphs where generalized coloring problems behave differently in terms of \( \mathcal{NP} \)-hardness. In view of the results obtained in this chapter, the existence of known classes of graphs where Min Split-coloring is polynomially solvable while Min Cocoloring is \( \mathcal{NP} \)-hard remains as an open question.

In Chapter 6, we studied the approximability behavior of generalized coloring problems. We derived several approximation algorithms with a performance guarantee. We also showed that Min Split-coloring and Min Cocoloring are better approximable than Min Coloring from the differential point of view, whereas they behave similarly when using the standard approximation ratio. One may try to improve these results or to find better approximation algorithms in some particular cases.

The utility of generalized coloring problems we introduced is validated by some applications that we analyzed in Chapter 7. These examples show that, beyond their theoretical interest, generalized coloring problems have the potential of bringing new approaches to existing problems; their capacity of modeling is indeed wider than the one of Min Coloring. We also dealt with several problems arising from these applications such as Min Threshold-coloring that we propose to study in the same spirit as the other generalized coloring problems. In this direction, there are unexplored classes of graphs as for example, line graphs of bipartite graphs or triangulated graphs. In addition, we have presented some combinatorial problems involving permutations; these can be studied independently from graph theory.

Many open questions were raised during this dissertation; they aim either at tightening the limits between polynomially solvable and \( \mathcal{NP} \)-hard for some specific problems, or at contributing to the comparison of the difficulties of two generalized coloring problems.

Coloring and partitioning problems remain a very active field of research in the area of combinatorial optimization. There are many practical motivations to generalize the basic versions of these problems (think of the applications in robotics, telecommunication systems, computer science, etc.). This thesis has explored some of them and there are many research avenues still to be explored.
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