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Abstract— This paper addresses the problem of optimizing the the enhancement layers, resulting generally in an increased
plgyback delay experierjced by.a population of heterogengous playback delay.
clients, in video streaming applications. We consider a typical In this paper, we propose a server-based scheduling strategy

broadcast scenario, where clients subscribe to different portions that t i fair distributi f the plavback del
of a scalable video stream, depending on their capabilities. Clients at targets a fair distrioution or tne playback delays among

share common network resources, whose limited rate directly the different groups of clients. It takes into account the
drives the playback delays imposed to the different groups of network status, the client capabilities, and the video stream
receivers. We derive an optimization problem, that targets a fair characteristics to optimize an average quality of service for
distribution of the playback delays among heterogeneous clients, all the subscribers. To the best of our knowledge, this work
as well as minimal buffer usage. A server-based scheduling . 8 ) e
strategy is then proposed, that takes into account the properties is a first effort to apldress the playback_ (_16I_ay .optlmlzatlon
of the targeted clients, the channel status, and the structure Problem, together with and the buffer minimization problem
of the media encoding. A polynomial-time algorithm providing for broadcast to heterogeneous clients.

close to optimal results is introduced and it is shown to offer  The paper is organized as follows: we provide an overview

significantly reduced playback delays per client population, as ¢ yha system under consideration and discuss media schedul-

compared to traditional scheduling strategies. In the same time, . . Section Il In Section II] f i h idered
PSNR performance is not affected, which altogether leads to an N9 N Section Il In Section lll we tormalize the considere
overall improvement of the quality of service® problem and discuss its implications. Section IV shows our

simulation results. Finally we conclude with Section V.

I. INTRODUCTION

. . o Il. SCALABLE VIDEO STREAMING
Internet video streaming applications usually make use

of client buffering capabilities to smooth the discrepancidd System Overview
between the video source rate, and the available channel
bandwidth. Buffering then allows for a smooth playback of ) —

Streamin; o ) 5 I
the stream, but it generally induces a playback delay at the erver " ©
client, and thus impacts the general quality of service. =~ ~———-------- channelk’wwledg:?lu ;) ———————
The particular problem we consider in this paper consists A

in a broadcast scenario where scalable media is streamed Network X(-4)
. . A A AI AN
to a variety of heterogeneous clients, such as smart phones, 5 # $ v $ B
notebooks or workstations. Due to their different capabilities, 08 N —:0 8w
these clients subscribe to different resolutions of the media Receiver P : i_ N .*_ :
population s(t-D") ZS (t-D") Zs‘ (t-D")
stream. They however share a common broadcast channel, — — —

whose limited rate directly affects the resolution of the stream
that can be sent, and the playback delay induced by buffering Fig. 1. General overview of the system under consideration.

at the client. The order in which data from the different Wi iderl-| d hi hicall ded bitst that
hierarchical layers are sent by the server directly influences € considert-layered hierarchically coded bitstreams tha

the distribution of the playback delays among the differef{© stored on a streaming server (see Figure 1). In such coding

receiver groups. The server may decide to first send tﬁ(éenarios, all inferior ]ayers from up to [ —1 mu;t be
group y fesent at the decoder in order to decode layBepending on

lower resolution data, or base layer, and thus to favor tr‘i1 . : . :

least powerful clients, whose playback delay is then minim e encoding cho!ce, adding a layer may increase t_he PSNR

Such a policy however highly penalizes the other groups ; thg decoded video, the. framera_tte, or the framesize. Each

clients, that receive an important share of base layer bef FLEr '? completely dete_rm.me(_j by its source ”‘f"ce’ or playout
trace s'(t),1 < I < L, indicating how many bits the layer

1This work has been partly supported by the Swiss National ScienEQnsum_eS during playout at all ti_me inStam_SThe chgnne_l
Foundation. connecting the server to the receivers is defined by its bitrate
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Fig. 2. Left: Playback delay and buffer underflow preventidRight: g — ) | e
Schedulable play-out trace and a corresponding sending rate trace. = s000] 1 vl; //f !
1] | 05 0.5
¢(t), indicating how many bits the channel is able to transmit % 2 @ oo ° % 20 @ @
. . Generic Scheduling x 10"
at any timet, and a potential network latenc¥. Generally, 15000 f) o —=
. . ! D
the server’s channel knowledge is extracted from client or net- o0} - _w 15
work feedback. In this paper we will assume perfect channel =_ | | ] !
. | |
knowledge at the server, as offered by guaranteed services for = o8

. 0 0 o
example. For other types of service, our approach Iegds toan O Bl Y et mte im0ty
upper bound on achievable performanéesets of receivers
connect simultaneously to the media stream, where each f[§gt 3.  The video trace is 2 GOPs of the MPEG-4 encoded Foreman

l ; ; equence. The channel is CBR. The left column depicts the source rate
R',1 <1 < L groups clients that subscribe to all layers up @(t), channel rate:(t) and the illustrated sending rate. The middle column

[ of the media stream. shows the same in cumulative domain, and the right column shows the Buffer
occupation as a function of timeX (¢t) — Sp(t). Top: LOSscheduling. The
B. Media Scheduling sending rate follows the source rate whenever possible. Wheneyg) >

) ) . c(t), data is sent at the latest possible earlier opportunity, thus minimizing
In such scenarios, the most important logical part of thee buffer occupancyt. The maximum amount of buffering needed is 11468

streaming server is the scheduler: given the source trace fig](seetop-right). Middle: Another sending rate that minimizes the needed
he ch | k led it decid h dd . uffer size, but not for alt. X5 (t) # Xros. Note that at times 0 to 4 for

the ¢ anne_ UOW edge, it ec_' es W en _tO sen ata, In or %mple bits are put into the buffer that are only retrieved dftes 10, and

to meet criteria such as desired distortion or delay [1] [2hat are only sent later under th©Spolicy. Bottom: A generic sending rate.

or maximum utilization of the available channel bitrate. Thiote thatsup, 5(t) = 21264 > 11468 bits (seebottom-righ).

scheduler outputs a stream of ratg) < c(t), V¢, thesending |n that case, it can be guaranteed that there is a scheduling
rate, indicating how many bits are sent on the channel atg|ytion.

given time. After the first bit of the stream is sent by the Servek | ast opportunity schedulingOS

a client in populationR! waits for a time D', during which _ _ _
it buffers the data it receives, to ensure that its receiver buffer'Vé NoW introduce thé.ast Opportunity Scheduling (LOS)

will never underflow, i.e., the playback will not be disrupted’hich will be important in what follows. ALOSScheduler
We callD = {D'}E£ | the set of playback delays at the clients'.;e”_ds data a_lt the latest possible opportunity given thelr de-
We will use capital letter$S, C, X) for the cumulative rate coding deadline, so that_the overall buffer occupancy |s_kept
functions, e.g.C(t) = fot ¢(u)du is the number of bits the smg_ll. We setA - 0, W'thO_Ut loss of _generahty. It (1) is
channel can transmit Up to time Note that the cumulative VE'lfied; there exists a family of sending ratas such that
rate functions are all non-decreasingtinJsing this notation eachX () € ¥ satisfies (2), (3) and (4). There further exists

[3][4], Figure 2 illustrates de concept of playback delay. iR sending rate mY'that minimizes thg buffer'occupancy at all
the client starts playback at the reception of the first bit, timest at the receiver. We will call this sending rat, os ().
buffer underflow occurs at time.. Starting playback at the SUPPOSe that we have'(t), S(t), D) such that (1) holds. We
client after D makes sure that the buffer underflow does n&€fin€sp(t) as follows:

occur. We say that a trac€t) is schedulableover a channel o ,0<t< D

with available bandwidthe(¢)?, with a playback delayD, if sp(t) = { s(t—D) ,t>D

the following condition holds for alt: Sp(t) is the corresponding cumulative functiofip(t), as
S(t—D) < C(t—A) (1) seen from the server, is the number of bits that the receiver
has already drained from its buffer at timestarting at time
If condition (1) is met, this implies that the server cam = D. X(t) is the number of bits that the server has sent to
find a scheduling such that each of the following, necessahe server up to time. Thus, at any time the filling level of

conditions are satisfied for all the receiver’s buffer can be expressedX&) — Sp(t). The
minimal buffer occupancy is generated by the sending rate:
St—D) < X(t-A) )
X(t) < C(t) (3) XLOS(t) = aIrg Xr(rtl)lgz\.’ (X(t) - SD (t)) 7Vt' (5)
z(t) < ). (4)  Itis clear that for any sending rat&(t) € X s.t. X(t) #
Xros(t):

2We assume here that there is no specific flow control policy, and:{jat
is fully usable by the streaming application. Xros(t) < X(t),vt (6)



Although the Last Opportunity Scheduler define the (maximum) horizontal distance betwdeft) and
LOS (c(t),sp(t)) is not necessarily the only one generating:(t) as follows:
Xros(t), it represents a straightforward solution to (5). An B 3
illustration is given in Figure 3. WG, F) = Slip (F (G(1) - t)’ ©)
Suppose that we .need to_ tra_nsm|t a bit that negds to vt\’/ﬁere Fl(t) = min{t: F(t) > 2} is a pseudo-inverse of
present at the receiver at its timestamyp As X (¢) is a F(t). The following relations hold:
cumulative function, sending the bit earlier than needed, say 9 |
at time ¢, < ts while having a further opportunity.os, hG,F)=0 < F(t)>G(t),VYtand (10)
te < tros <ts to send it, increaseX (¢t) for t in [t.,tros], Ir s.t. F(r) = G() (11)
and thus increases also the buffer occupancy at the receiver.
It becomes clear that the minimal buffer occupancy is given hG F)<0 < F(t)>G(t),vt (12)
by the sending rat&,os(t), as defined in (5). MG, F)>0 < 3rstF(r)<G(r) (13)
LOS Scheduling will be important in what follows 0 1y yseful properties of(-) will be used in the optimization :
construct a set of playback delays for a set of receiygts}. 1) If h(G,F) > 0 and G'(t) = G(t — h(G, F)), then
Indeed, it can also be shown that for a fixed set of playback h(G };) 0. In other words) (G, F) is thé mir’1imum
delaysD, usingLOSon each layer of the stream individually, Shift 7we need to apply o () Sc’) that F () > G'(1)
the buffer occupancy at each set of receivBftds minimized vt ' Y= '

at all times, giverD. 2) Let F(t), G(t) and G'(t) be non-decreasing functions

such thatG’(¢) > G(t), Vt. Then:h(G', F) > h(G, F).

Indeed by the definition of(-) and F~1(-), and because

A. Problem Formulation F(t) is non-decreasing, the result follows immediately,
Consider a channel given by its cumulative rate trége), asF~! (G'(t)) > F~ (G(t)), vt. Similarly, if G'(t) <

and a set ofL hierarchically coded layers given by their G(t), Vt thenh(G', F) < h(G, F).

cumulative source rate tracgs'}~ ,. The channel connectsLet § denote any set of decreasingly ordered positive values:

a streaming server th sets of receiver§ R'} - |, that simul- § = {61,00,...,6L}, 61 > 0y, > ... > b6, > 0. We

taneously subscribe to layers upitdOur aim is to find a set will use the following notationvl, 1 > [ > L: Gg(t) =

of playback delayD = {D'}L,, D' < D*< ... < DE < S Gt +6;) and Gl (1) = YL, Gi(#).

Dinaz, that minimizes a global metrig(-) over the set of | emma 3.1:Consider a set of, non-decreasing functions

possible playback delay sets: {G'(t)}L_, and a non-decreasing functidf(t), all defined on

Dy = argmin (¢(D°, ., DY) @ the temporal axis. We have], 1 > [ > L andVs:

IIl. PLAYBACK DELAY OPTIMIZATION

Dy=h(G\F) < h (Glg, F) - DL (14)

l 1 _
such that for anyl < L, Sp(t) < C(t), where Sp(t) = Proof: As the functions{G'(¢)}%_, are non-decreasing,

2221 St (t — D?). This is, from (1), a sufficient condition for ) !

the trace(Sg(t) t)o be schedulable over the chanrét). Let \_/rvrt]eur;a;/le,fl;ll féiﬂgvz}?d Vo > 0 GH(E) < GT{E+0).
D! . denote the smallest possible playback delay for layers "'~ = = '
up tol. In order to have dair distribution of the penalty Go(t) < Gg(t) WVt (15)
on the playback delays, we choose to minimize the standard

R l l
deviation of the relative penalties induced by a set of pIaybaEIEom above, it follows thaD); < DS" u
delaysD. The global metricy(-) becomes: C. Minimal delay for one set of receivers
o(D°,....DF) = o ((DO D0 ) (DX - DE. )) 8) Applying this property to cumulative source rate traces, we
PR man/y Tt man :

derive a lower bound on the playback delay for the clients in
In the same time, we want to minimize the buffer occupanget R'. If S}(t) > C(t), for somet, the smallest playback
at the receivers for a given set of playback delays. We propaselay for layerl, is given by:

to solve the optimization of the playback delays, and buffer Dlo— (Sl (J) (16)
occupancy in two steps, using the previously outlingdS o - 00~/

strategy. whereS) (t) = S°1_, Si(t) is the sum of all the layers without
relative shifts. Since layers are hierarchically ordered, we
know, by application of Lemma 3.1, thax, is the lower bound

In this subsection we will introduce some general resultsn all possible playback delays for layerthus D! .= D}.
inspired from [4], that are important in order to formally derivé-urthermore, as all the rate traces are positive valued functions,
lower bounds on the playback delays, which is a crucial st&fy™ (t) > S(t), Vt, so from (ll-B) we haveD! ! > D! . .
towards solving (7). Note that any playback delay lower thdd . will result

Suppose that we have two increasing non-zero functioimsa buffer underflow at the receiver, while any larger play-

F(t) and G(t) such thatlim;_ . F(t) > lim;,. G(t). We back delay will allow reception without experiencing a buffer

B. Playback Delay Analysis



underflow. This allows us to formulate a quick algorithm t@nce we haveD;, we know how to schedule the layers in
find D! . wusing a simple bisection search, see Algorithrarder to minimize the buffer occupancy, namely we need to
1. It is important to note that, by achieving the minimunuselLOS scheduling. FindingD; is a combinatorial problem,

. —— - and solving it generally implies a full search algorithm which
Algorithm 1 Dy = getDmin (C(t), S(¢)) belongs to clas&P. Based on the example introduced above

2 Diow <0 h k bservations about th

2° Dpyn <some large value we can however make some observations about the structure
3: while (Dpigh — Diow) > 1do of the solution space. We will first considgreedylayered

4 Diest < | PtowtDrign scheduling as given by Algorithm 2. Using the greedy al-
5. if S(t — Diest) < C(t), V¢ then location scheme, the playback delay is minimized for the
?f els’é’”gh = Diest first layer given the available bitrate, and using the remaining
8 Digw < Diest bitrate, we iterate on higher layers. This scenario results in
9: endif an upper boundDgL on the playback delay for the highest
10: end while

layer L, in the sense that increasid@” beyond D/ will no
longer liberate channel bits that could be used to minimize the
playback delay for a given layel we do not necessarily playback delays of lower layers. Indeed, fixing ed2h ! < L
achieve the minimum playback delay for any other layer. {o the shortest possible delay, given the available bitrate at
rather represents a bound that will be used in the optimizatigat iteration, which results from the same procedure on the
algorithm that aims at solving (7). This can be illustrated usingrevious layer, all the spare bitrate for layewill be available

a simple 2-layer example, depicted in Figure 4. In Figure 4t the latest possible instant in time. We also have seen that
top, we setD! = D} .. without considering higher layers. In
that case playout of layer 1 can begin affe},,, = 2 frames. Algorithm 2 ({z!},{DL}) = Greedy (c(t), {s'(t)})
If we consider layer 2 (Figure 4-middle) without taking intoy. .1 ;) = (¢
account lower layers individually, playout of layers 1 and 2 can: for I =1 to L do
begin afterD2,,, = 127 frames. Note the induced playback3: L < getDmin (C'(2), S'(1))
delay penalty of 125 frames for clients in sBt. Figure 4- g: i ;lﬁosﬁc(ﬁ t(rf;’g%(?)é)TJrD do
bottom shows thgreedyrate allocation schemd?, is fixed 6: () < cH(t) — 2L (t)
to D! . and the playback delay for layer 2 is computed usin% end for

- . . DL=D
the remaining channel bitrate. The playback delay for layer ¢ onq%r
grows to 219 frames, inducing a relative penalty of 92 frames:
We are finally facing a typical tradeoff situation: as we increage can easily comput®?, . We can thus drastically limit
the relative playback delay penalty for lower layers, we leagge range of values in whicl’ can evolve. Starting from
more available channel bits that can be used to decreasettigfe, we can loop through the possible valuesDdf in the
playback delay penalty for higher layers. range[DL .., Dj]. Fixing a valueD’, we compute the bitrate
D. Optimization Algorithm available for layers 1 td — 1 as:CE=1(t) = C(t) — XE(t).

- L _ . Given this channel bitrate, we then compute the range of
Finding Dy = {D}};~,, the solution to the global opti- ossible delays for layef — 1, [DL—l.DL]’ fix a valueDL—1
mization problem, is the hardest part of the joint probleng

11! Dpin = Dtest

man’
nd iterate down through the lower layers. While searching,
we are thus limiting the search space to only feasible solutions.
Pl R — Although this reduces the number of iterations of the search
1 algorithm, the worst case complexity remains unchanged.

bits
-
\

s ] E. Heuristic-based Algorithm

. . .
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7777777 We therefore consider a sub-optimal quick heuristic to find

] an approximation oDy. It is based on the a priori information
| we have about the structure of the optimal solution. Indeed,
T any set of delaysD;, = {Dj} |D! :Dﬁnm+kl}le, where
. tmeinimes (0 bs) — k; are equal positive integerss!( = K,1 < | < L) sets
il Sley 1 ¢ (Dyp,) = 0. In other words the source traces of all layers need
i - to be delayed by units relative to their respective minimal

A — playback delayD! . . Given the set of minimum playback
TR Moy delaysD,,;,,, we thus construct the aggregate source rate trace
(t), defined as:

bits.
-

L
Fig. 4. Scheduling 300 frames of Foreman (QCIF). The 2 layers represégrﬁ)mi"
the MPEG-4 FGS base layer and the first bitplane of the enhancement layer. I
The channel is available for 450 time units, providing a mean rate of 128kbps, I p P
which drops to 64kbps between times 100 and 200. Sp,.. (1) = Z S (t - Dﬁmn) a7
i=1



3
Using this, we can comput& as the minimum delay that is (r(alf)(;nféﬁce) (Opt?rgum) (heﬁr}ilstic)
needed to receivéémm (t— K) over the channel of raté'(t). DI 594 63 63
Thus: D? 594 97 97
D3 594 655 655
K =h (SlL) _ ,C) (18) fterations n/a 4824189 10
So k; = K, VI can be computed by using Algorithm 1 once. TABLE |I

We know that an upper bound on the p|ayback de'ay for the OPTIMAL VS HEURISTIC PERFORMANCE(DELAYS IN FRAME UNITS)
highest layet. is given byDL, so we can reduce the value we
found to Df = min (Df, Dy), by adjustingk,, accordingly.
We then reduce the value for layér-1 in the same way: the
upper bound is derived by greedily scheduling the 1 lower
layers over the channel of bitrateé‘~*(t) = C(t) — XE(¢).

both cases. The gain in playback delay for receivers ofet

is of the order of seconds when using our fair distribution.
Figure 5 and Table 1l show the results of another simulation

. run: we consider sending the composite sequence over a

%?ecewise CBR channel with rate changing between 128,

us the final result. This algorithm executes in polynomial tim§:56 and 384kbps, which can transmit 3 layers. Using a fair

ano_l our S|mulat|0n_s show that it finds results (_:Iose to t ayback delay distribution playout at receivers of s&fs
optimum. If the optimum set of playback delays is such that

— 1,2, 3 can start playback after a delay 6, [ = 1,2,3
respectively, as given in Table Il. Note the gain in delay for
clients in setskR! and R?, compared to a playback delay of

¢ (Dy) = 0, the algorithm finds the optimum itself.

V. RESULTS 594 frames if D3 . is used for all clients (dotted line in
Foreran CoTToSTE Figure 5). The rglative plgyback delay_ penalty per client set,
DZ_— D; DZ_— D; compareq to th.elr rgspectl\léﬁnm.value, is of 61 frames eaph.
DI 212 54 DI 241 59 The iterations field in Table Il gives the number of feasible
D? [[ 212 259 DZ ]| 241 297 combinations that have to be checked for optimality Ty,
TABLE | which grows exponentially with the number of layers. The

checking itself is performed in polynomial time. Similarly,

iterations for D, indicates the number of bisection search
The video traces we used in our simulations are Forem#é@rations before the result was found. This number grows

(300 frames)’ and a Composite sequence made up of Forerﬁ@%l’ithmiCa”y with the Iength of the trace only. Each iteration

Coastguard and News (total of 900 frames), both QCIF @fly contains steps of polynomial complexity.

30 Hz framerate. We used the MoMuSys MPEG-4 FGS [5]

reference codec to encode the sequences into a base layer and . .
an enhancement layer. THOP size is 150 frames, and it In this paper, we have outlined and formalized the problem

only contains P-frames. The enhancement layer has been o playback delgy distribution in a scalable streaming scenario,
along the bitplane boundaries to construct further layers. Where a streaming server broadcasts to a heterogeneous set of
Table | shows results for both sequences sent over a cha nts. We have proposed a server-based scheduling strategy,

of mean rate 100kbps. The channel can transmit 2 Iayers%d_val,ida_ted_a computationally fast algorithm,. t_haF targets
a fair distribution of the playback delays and minimizes the

buffering at the receivers. It is shown to bring significant

FAIR PLAYBACK DELAYS Dy IN FRAME UNITS. CHANNEL: 100kBPS CBR.

V. CONCLUSIONS

W ‘ ‘ improvements on the playback delays experienced by the
- Sfop - ston seon clients, since it takes into account the heterogeneities in the
SH(t-D, ;) + S°(t=D ;) + S°(t-D ;) . : 1
wf /" client population, the structure of the encoded stream, and the
’ available channel knowledge.
10r- 4 T
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