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ABSTRACT size S; in bytes, its importanc@ D; in units of distortion, and its
We consider streaming of pre-encoded and packetized mediadelivery deadling p ;. The gainAD; in distortion is the amount
over best-effort networks in presence of acknowledgmeet-fe by which the distortion is decreased if data ung decoded, com-
back. Given an estimation of future transmission resousres pared to the distortion if only the ancestord afe decoded. When
knowing about past transmissions and received acknowledg;n  the streaming server selects a data unit for transmisshendata
a scheduling algorithm is defined as a mechanism that seteets ~ Unit is encapsulated into a packet and sent over the netwerk.
data to send over the network at any given time, so as to min- data unit can be encapsulated in more than one packet iranse
imize the end-to-end distortion. Our work first reveals tng-s ~ Missions are possible, but we assume that a packet contains o
optimality of popular greedy schedulers, which might bersgty and only one data unit. As in [1], the network forwarding pisth

penalized by anticipated retransmissions. It then prapaseorig- modeled as an independent time-invariant packet erasaraeh
inal scheduling algorithm that avoids premature retrassions, ~ With random delays. That means that a packet sent at ticae
while preserving the simplicity of the greedy paradigm. ine- pe elt/her lost with probablllty,F, |n_dependent of, or rec_ewed at
posed patient greedy (PG) scheduler appears to savesiFitof timet’, where the delay- = ¢’ —¢ is randomly drawn with prob-
rate in comparison with the conventional greedy approach. ability density functionpr. Similarly, when an acknowledgment

packet is sent from the client to the server through the baottw
channel, it is either lost with probabilitys, or received after a de-
1 INTRODUCTION lay 75, drawn with probability density functiopz. Each forward

The proliferation of high-bandwidth and wireless Interoetnec-  Or backward packet is lost or delayed independently of qtek-
tions has increased the demand for a low-cost and flexiblesacc ~ ©ts. For convenience, to combine the packet loss probabiiti

to media content. Yet, to become a reality, widespread mediathe packet delay density into a single probability measueede-
dissemination has still to face the lack of guarantee offarg  fine a forward (backward) trip time random variable, dendt@d
the network in terms of bandwidth, delay and error rates. Our (BTT), thatis assigned too when the packet is lost, and is set to
work addresses the problem of streaming packetized media ov 7+ (75) when the packet is not lost. The round trip time RTT is a
a best-effort packet network. Sender-driven (re)transimisus-  fandom variable defined as the sum of FTT and BTT.

ing acknowledgement (ACK) feedback is considered. For-arbi

trary packetization of encoded media content, our papgetar ~ 2.2. Odeto greedy scheduling

the definition of appropriatecheduling methods to decide which  Numerous authors have addressed the problem of scheduding m
packet should be forwarded to the client at any given timestMo  dia content over unreliable networks. Most of them have psep
previous works about scheduling end-up in recommendingnihe  to control streaming systems based on rate-distortionmipdr

plementation of a greedy mechanism to match the instantsneo ggﬂégﬁm‘éqggas iEﬁS:sng%!ci/r’ti;hlley%Ltjag]gr:/saitﬂe[ll\}l;fk%]vfmge
rate of a connection, while approximating some rate-distoop- cess. However, in final, to reduce computational complesatst

timal, generally computationally |ntractal?le, solutllcmur paper to match the instantaneous rate imposed by the networkyeskt
demonstrates that the greedy approach is sometimes fardpem  works recommend the use of heuristic greedy scheduling aaech
timal, and defines a novel and original patient greedy (PG¢dc nisms that transmit, at any given time, the data unit thatimaes
uler. PG outperforms the conventional greedy approachlewhi the decrease in distortion expected per unit of rate. As amex
preserving its low computational complexity. The paperrigae  Ple, to control the instantaneous rate of the streamingsysfl]
nized as follows. Section 2 formalizes the streaming systemm- ~ PrOPOSeS to adjust the scheduling parameters so that x|

. - o . data unit is selected at each transmission opportunityexffé&
marizes earlier contributions, and demonstrates gredusdsting the network. In that case, the scheduler derivggl basedy d'mtté

sub-optimality. Section 3 and 4 respectively define anddeddi  horizon Markov process degenerates to a greedy approabler Ot
our proposed PG scheduler. Section 5 concludes. examples of studies that recommend the use of greedy meohsni
are 54[])an(|:l| 53]] Formtz?llly, the dgr}gedé/ scr}eﬁuling in;'en(éhanidvrea
tise all these authors is defined as follows. T respec-

2. RATE-DISTORTION OPTIMIZED STREAMING tively d)énote the current time and the maximal pre-fetchiep@y.
21 Mediaand channd modes The s_et of data utnlts vv_hose delivery deadline lies betweamd

. . t + 7 is denoted™.. At time ¢, when a packet has to be sent over

To formalize the streaming framework, we follow [1]. The me- ihe network, the greedy approach selects the data uiif ithat
dia source is assumed to have been encoded and packetiaed int maximizes the expected decrease in distortion per unittef tat
finite set of data units, stored on a media server. The inperie /¢ denote the transmission history for tH& data unit at time.
dency between the data units is expressed by a direct agyafit, Specifically, s = {t},2, ...t} defines theN; time instants at
which induces a partial order relatienamong the data units. We which thel!" data unit has been transmitted in the past. We now
write !’ < I when data unit can only be decoded if data udlithas estimate the probability’ (I | ») for the /" data unit to be re-
been decoded. We say that data uhif) is an ancestor (descen-  ceived in-time at the client, knowing about its transmisdiéstory
dant) of data unit (I'). Thel'” data unit is characterized by its »f. When an acknowledgment has been received for data unit



pL(l | »}) is obviously equal to 1. In absence of acknowledgment
for [, we note that data unitonly fails to reach the client in-time
when all its transmission attempts fail. Because we assode i
pendent packet transmissions, in absence of ACK, fare have
thus

pi(l] ) =1— [ P{FTT} > tp,—tj | RTT} > t—t}} (1)
i<N;

whereFT'T} andRT'T} respectively denote the forward and round
trip time random variables associated to He(re)transmission of
the!'" data unit. These random variables have the same distribu-
tion as the RTT and FTT variables defined in Section 1. We now
estimate the decrease in distortiBhto expect at time from an
additional transmission of tH&" data unit. Taking the dependency
among data units into account, we have

Bi = [Pl | >4 U{t}) = pell | >4)]
X Z (AD[/

U=l
The sum in Equation (2) reflects the fact that the receptichef
I*" data unit is beneficial farbut also for all its descendants. The
product in Equation (2) expresses the fact that correctdiego
of data unitl/’ is subject to in-time reception of all its ancestors.
At current timet, the greedy approach (re)transmit the data unit,

denoted® (t), that maximizes the gain in distortion to expect per
unit of rate. We have thus
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2.3. Greedy sub-optimality

This section analyzes the limitations of greedy scheduflirgtoy
example. For that purpose, we restrict our study to a spemifie
tent and propose a scheduling algorithm that is dedicatedato
particular kind of content, but that is expected to be optim¢he
rate-distortion (RD) sense. A comparative analysis of tteedy
and proposed RD optimal approaches lays the ground for fire de
nition of the patient greedy algorithm proposed in Section 3

Due to the lack of space, and because it is just an interneediat
step towards Section 3, we only give the flavour of the studied
RD optimal scheduling system. We first define the format of the
content handled by the RD system. In short, the chosen donten
is a sequence of identical, independent, and temporallidisgu
tant frames. Each frame is composed of data units organized i
a hierarchy of layers. All data units have the same size, hed t
decrease in distortion associated to a data unit only depaméts
layer index. We now briefly summarize the algorithm proposed
to stream that kind of content in a rate-distortion optimalwFor
that purpose, similar to [1], we associate the notion ofdnaission
opportunities and transmission policy to a data unit. Tapgmis-
sion opportunities refer to the set of time instants at whidata
unit may be put into a packet and transmitted. A policy is then
defined to assign actions to observations at future trassmisp-
portunities. Concretely, it tells whether the data unitigtide
retransmitted or not given the acknowledgement feedbpck(s
ceived about itself and possibly some other dependent déta u
Based on these definitions, the guiding principle of the RB- sy
tem states that the sender should commit to follow a pre-e@fin
transmission policy for each data unit sent over the netwaik

a consequence of the commitment principle, the scheduier-pr
itizes the retransmission of committed data, and only seess

Layer % Average Average+ of trans.
in-time # of trans. | while ACK to come
RD G RD G RD G
1 100 | 100 | 1.42 | 2.56 0.09 1.27
2 100 | 100 | 1.39 | 2.19 0.08 0.91
3 100 | 100 | 1.37 | 1.36 0.07 0.15
4 100 | 38 | 1.26 | 1.03 0.02 0.02
5 96 0 1.08 0 0.00 -

Table 1. Statistical comparison of RD optimal and greedy (G)
scheduling mechanismg.r g = 180ms, er = 0.2, andep = 0.

data over the network if none of the committed data needs to be
retransmitted. New data are selected in increasing orddead-
line within a layer. To define the layer index and the transiois
policy of the new data, we make the assumption that all fulate

of a given layer commit to the same policy (which only makes
sense when the media is composed of identical frames in site a
distortion). We then select the data and the policy of eagérlao

as to converge to an optimal equilibrium that is characeeriay:

e the amount of committed data units allocated to each layer. A
large number of committed data for one layer means that & larg
period of time is available before expiration of the deljweead-
line for the data sent in that layer. As a consequence, évagyt
being equal, it allows for more efficient retransmission haec
nisms, which in turns improves streaming performance.

e the policy associated to each layer. The retransmissidmedsc
uled by these policies affect the quality in two opposite svayirst,
more retransmissions increase the probability that the alaives
in-time at the client, which improves the rendered qualitgcond,

too many retransmissions w.r.t. the available rate preiyely
drain the buffer of committed data (because prioritizechretmis-
sions prevent the transmission of new data). It makes fuexe
transmissions less efficient, and degrades the quality.

A complete and formal description of the method used to cgeve

to a rate-distortion optimal equilibrium is planned for gmcam-

ing report. Here, we just compare the behaviors of the RDvagiti
and greedy (G) schedulers to derive appropriate and ofrgene
use heuristics to improve the greedy mechanism. Table 1 com-
pares the statistics of both G and RD. The streamed frames are
displayed every 50 ms, and are composed of 5 layers, defimbd su
thatS;11 = SiandAD;y; = AD;/2 VI < 5 (seeR21 template

in Section 4). The channel delay pdf is modeled as shifted-exp
nential with meanur andug. Table 1 presents (i) the percentage
of data units that have reached the client in-time, (ii) therage
number of transmissions per data unit, and (iii) the averags-

ber of unnecessary retransmissions, for which an ackngmedt
triggered by a previous transmission was on the way to rdaeh t
sender before data delivery deadline. For both G and RDethes
statistics are presented as a function of the layer indexotWerve
that the greedy algorithm fails to transmit the fifth layecease

it retransmits too much other layers. Based on the last aoltm
Table 1, we conclude that lots of these retransmissionsdvoegil
avoided if the sender was more patient in triggering retrass
sions, so as to give previous ACKs the opportunity to reaeh th
sender. This observation is fundamental, and motivatedefigi-
tion of the patient greedy algorithm in Section 3.

3. OUR PROPOSAL: PATIENT GREEDY SCHEDULING

We have shown in Section 2.3 that greedy solutions mightitresu
in significantly suboptimal rate-distortion (RD) traddsofNever-
theless, the RD system studied in Section 2.3 to highlightith-



itations of greedy approaches is of little practical ins¢teecause
it relies on specific assumptions about the media contentth®o
primary goal of this section is to derive a scheduling apgihchat
can be used for any media content while integrating the fesso

drawn based on the complex and dedicated system described in

Section 2.3. In short, Table 1 suggests that the greedy sigred
should wait longer between successive retransmissionkasthe
ACKSs triggered by previous transmissions of the same daita un
do have the opportunity to reach the sender. This learnisgps
posed to stay valid in general, for any kind of content. Fix tba-
son, we evaluate the advantage to get from a postponedsetisn
sion, and propose to constrain the conventional greedyritiigo
to forbid the retransmission of data units for which a dethye
transmission is likely to bring a benefit in the rate-dismrtsense.
The proposed solution, named Patient Greedy (PG) algoyrithen
serves the simplicity offered by the conventional greedyedaler
while significantly improving its performances.

3.1. Consequencesof a delayed transmission
We now explicitly consider the possibility to wait beforesthe-

transmission of a data unit. Léf’t/ denote the expected decrease
in distortion estimated at current tinidor the (re)transmission of
the!'" data unit at time’ > ¢. Similar to (2), we have

ﬁf’t/ = [pL(l | 5 U{t'}) — pL( | »)]

X Z (ADV H

U=l U< #£L
In the right hand side of (4), only’(I | »} U {t'}) depends on'.
Based on (1), in absence of ACK for data uhi ¢, we have

pel” | %fn)) )

pe(l] > U{t'}) =1 = P{FTTy, , > tp, —t'}

x [[ PA{FTT} > tp,—t; | RTT} >t —t;} (5)
i<N;
which shows thap(l | »f U {t'}), and consequently the benefit
in distortion3]"*, decrease a& increases. Furthermore, because
an ACK might be received betweerandt’, the cost in rate asso-
ciated to a postponed transmission also decreasEsiageases.
Formally, we introduce the expected cqjﬁf estimated irnt and

associated to the transmission of the data unit at timet’ > ¢.
Given the transmission histofy; };<, of data unit/, we have

¢t = s [[ PARTT! > ¢ — ¢ | RTT} > t —4}} (6)
i<N,

3.2. Patient greedy algorithm

Based on Section 3.1, we know that postponing the retrasgmis
of the!*" data unit has a positive impact on the rate consumption

. ’ . . .
i.e., gf’t decreases a8 increases, but a negative impact on the

media quality i.e.ﬁf’t decreases whetl increases. To estimate
whether the gain in rate is worth the loss in quality, we idtroe
the Lagrangian factoi(t), which balances the expected gain in
rate versus distortion. In concrete wordst) defines the decrease
in distortion that can be expected per additional unit af edttime

t. Given the Lagrangian factox(t), we can figure out whether
postponing the retransmission frarto ¢’ is likely to bring a global

benefit in the rate-distortion sense. For tHedata unit, delaying
transmission is beneficial whext)[¢] — ¢/ ] > 8" = )" or,
equivalently, when

—BE A > =88 £ At ™

Based on (7), we say that a data un#ligible for transmission
at current time if there is no global RD benefit to expect from a
postponed transmission. Formally, tH& data unit is eligible at
timet if
t = argmin
t’E[t,tDyl]

(=8 +2we") ®)
We can now define our proposed Patient Greedy (PG) schedul-

ing mechanism as a greedy scheduling that is constrainesldcts

the data to transmit among the set of eligible data unitsmidy,

let U denote the set of eligible data units containedinand let

179 (t) denote the index of the data unit selected at tirby the

PG algorithm. By definitiors;”" = g} and¢;"* = S;. So, similar

to (3), we have

6t
1PG (t) argmin =L
lewt St

9

3.3. Practical implementation considerations

This section explains (i) how to estimait), and (ii) how the
eligibility condition defined in (8) is checked in practice.
Regarding the Lagrangian facta(t), we observe that, every-
thing being equal, the rate spared in postponing the retrssson
of a data unit is used to transmit one or several additiontd da
unit(s). Following the greedy approach principle, thesditamhal
data units are selected as the ones that are expected totheing
largest benefit per unit of rate among the data units that hate
been transmitted yet. We can thus estimate the faqtgrbased on
the history of the streaming session. Specifically,) is estimated
as the smallest expected benefit per unit of rate observedg@mo
the data units that have been sent over the network in a rpastt
In practice \(¢) is defined to be a piecewise constant function i.e.,
it is updated at regular time intervals. Lfi. }x>o denote the se-
quence of time instants at whick(t) is updated, and let,” and
vy denote the instants immediately preceding and following
V\7e also define\;, to be the smallest expected benefit per unit of
rate encountered among the data units sent durinduthe , vy]
time interval. The piecewise functioh(t) is then derived based
on the sequencf\, }x>0. Formally, starting with an initial value
of A\(vo) equal to zero, we update the Lagrangian factor based on
a weighted exponential average. We have

M) =ad, + (1 —a)A(v,) VE>0 (10)

To complete (10), we still have to define the parametand the
sequence of time instan{s, } >0 at which(t) is updated. For
that purpose, we introduce the notion of self-containedigrof
interdependent data units. A self-contained group is defs®
that it does not have any ancestor or descendant among dega un
that are outside the group. Typically, it corresponds tocugrof
pictures in the MPEG terminology, or to a frame in the J2K ter-
minology. We propose to updabgt) each time a self-contained
group becomes obsolete i.e., when all data units contaméuki
group have passed their delivery deadlines. We have chasen t
synchronize th€vy } x>0 sequence with the delivery deadlines of
self-contained groups because they occur at regular titeevals,
and because we migh expect some consistency between tHe smal
est expected benefit per unit of rate observed in such interia
our simulations, the parameterhas been chosen equal to 0.4, but
the function\(t) appears to be quite insensitive to th@arameter
because successive values\gfare indeed close to each other.

To verify the eligibility condition defined by (8), only a fiei
number oft’ values are considered. The computational complex-
ity associated to each additionlis small as3!"* and¢*’ can
be computed without referring to ancestors and descendéits
In practice, the possible values dfinvolved in the verification



of (8) are distributed regularly between the current tinaad the
data unit delivery deadling, ;. We have chosen to use the average
time elapsed between successive packet transmissioresriedbnt
past as the interval between two successive investigatealues.
Doing so, we roughly investigate all realistic transmigsidterna-
tives. It is worth noting that the scheduling system is nois#tére
to the sampling period of . Indeed, the postponed transmission
alternatives are investigated to check whether waitingieefe-
transmission is worthwhile or not. The purpose is thus nditid

the exact time’ that minimizes—g5" + A(£)¢H* .

4. SSIMULATION RESULTS

This section demonstrates that the proposed patient gragdy
rithm outperforms conventional greedy solutions. ForwéFil
and backward (B) paths are modeled as independent timaanva
packet erasure channels with random delays (see Sectipariil
constant bandwidth. The probability density functignsandp s
are modeled as a shifted exponential with mgan(u5) and shift
kr = ur/2 (kg = ps/2)[1, 5]. Furthermore, our preliminary
simulations consider the streaming of data units corredipgrto

a sequence of identical and temporally equidistant frammasare
decoded independently of each others. Streaming a stfatly
matted content provides two major advantages. First, itandhke
results easy to reproduce and compare with other contoitsitilt
also facilitates the interpretation and understandingp@ttchedul-
ing mechanisms as they are not affected by fluctuation of tatian
features along the time. Second, it allows for a comparisith w
the RD optimal sheduling mechanism described in Section 2.3
We are thus able to estimate how far the greedy and patieatigre
schedulings are from an optimal. Whilst being helpful to emd
stand the scheduling behavior, formatted media contemt ity
sufficient to apprehend all the components of real-lifesstriag
system. For this reason, experiments that are based onideal v
content will be reported in an upcoming publication.

We now present some of our initial results. In these simula-
tions, the frame rate is 20 fps, and all (patient) greedy @gugres
use a maximal pre-fetching delayequal to 1 sec. Each frame is
composed of N = 5 data units organized in a hierarchy of layers
All data units have the same size, set to 1000 bits. The iseriga
quality (or equivalently the decrease in distortion) agsed to a
data unit only depends on its layer index, and obeys a prextefin
distortion template, characterized by a constant rativben the
decrease in distortion provided by consecutive layers. A&},
denote the decrease in distortion for tHelayer. We denotg?11
the template for whiclh D; = 8 andAD;;+1 = AD;. We denote
R21 (R12) the template for whiclAD, = 32 (AD; = 1) and
ADiy1 = ADj41/2 (ADi41 = 2ADy44). For all templates the
quality achieved in absence of any data unit is set to 0. Nwte t
the R11 and R21 templates are the most realistic, as media coders
generally encode the most important information in the fagérs.

Figure 1 presents the quality as a function of the forwaraheha
nel bitrate for the greedy (G), the patient greedy (PG), hpddate-
distortion optimal (RD) algorithms. Figure 1 (a) and (b)pes-
tively consider the?11 and R21 distortion templates. We observe
that PG significantly outperforms G, and achieves perfoogean
that are close to the RD ones. Extended simulations withge lar
range of channel parameters have confirmed that observation

To evaluate the gain of PG in terms of rate consumption, Fig-

ure 2 plots the ratio between the rates consumed by G and PG td®!

achieve the same average quality as a functianrofThe targeted
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Fig. 1. Quality (in units of quality) versus channel bitrate
(bits/sec)ur = up = 180ms, er = 0.2, andep = 0.

quality is the one obtained by PG at 4.5 kbits/sec. Figure 2qa-
siders a lossless backward channel, and compares the G diod PG
different layer distortion templates. We observe that theant of
transmission rate saved by the PG approach is highly depeode
the way quality is allocated among layers. Some distortén-t
plates end-up in relatively good behavior of the greedy ritlgm,
while other cause a lot of penalizing anticipated retrassions.
Figure 2 (b) analyzes the impact of feedback reliabilityloe gain
provided by the PG algorithm. Losses are either symmettic (
= er) or one-way £z = 0). We conclude that PG is even more
beneficial with reliable feedback, which makes sense as #ig m
PG achievement is a better usage of received ACKs.

GIPG bandwidth
GIPG bandwidth

11fl 5
N ‘ ‘ B
0 5 1 20 [

(b) R21, 1717 = 60ms.

20
at

@)ep =0, ur.p = 180ms.
Fig. 2. Ratio between the G and PG transmission rates needed to
achieve a constant quality, as a functioregf

5. CONCLUSIONS

The paper reveals the sub-optimality of popular greedyddies,
which are penalized by premature retransmissions. Theopaab
patient greedy (PG) solution solves the problem, whilegmégsg

the simplicity of greedy approaches. PG appears to be abose-t
timal in the rate-distortion sense. At constant quality, $2@es up

to 50% of rate in comparison with conventional greedy schedulers.
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