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Abstract—This paper presents an unequal error protection scheme for in [4], where each data packet can be perceived as a different de-
atomic image bitstreams. An atomic stream is the encoded version of a scription of the image signal. The proposed unequal error protection

digital image, which is represented as a sum of bi-dimensional functions, gyataqy js shown to outperform basic error resiliency schemes, and
as typically generated by Matching Pursuit encoders. The atomic struc-

ture of the compressed image presents an enormous advantage in terms of0ffers graceful degradations of the image quality, even in very adverse
flexibility, since any atom of the stream can receive a different treatment, channel conditions.

like a finely adapted protection against error. We take benefit from this ~ The differentiated protection method is further extended to the var-
property to propose a joint source and channel coding algorithm, that 5 regions of the image. Common unequal error protection mainly

finely adapts the channel rate to the relative importance of the bitstream t t timal tructi lity. Th f K
components. A fast search algorithm determines the distortion-optimal @f9€ts an optimal reconstruction quality. The same framework can

rate allocation for given bit budget and channel loss parameters. We however be applied to give different priorities to atoms, depending
further extend the algorithm to differentiated protection of region of on whether they belong to a particular region of interest, or to a
interests. Simulation results show that the unequal error protection is predefined sub-stream. Experiments show that high priority regions
g%&:ﬁ;ggngcﬁfgégvew adverse conditions, and it clearly outperforms - ., o efficiently recovered, even in the case of very bad channels.
The paper is organized as follows. Sec. Il briefly presents the
source coding scheme used in this paper, which is based on a
Matching Pursuit algorithm. The joint source and channel coding
scheme is presented in Sec. IlI-A, that describes the related channel
The problem of image transmission over error-prone channels date optimization problem, and a fast algorithm that find the optimal
generally only be efficiently addressed by joint source and chanmate allocation. Sec. IV presents simulation results that highlight
coding approaches, where source rate is traded against charhelperformance of the optimized unequal error protection strategy.
protection to optimize the end-to-end average image quality. Tlec. V proposes an extension of unequal error protection to differen-
separation principle enounced by Shannon indeed does not htddded protection of regions of interest, and Sec. VI finally concludes
in practical applications with delay or complexity constraints, antdhe paper.
optimal approaches are inevitably based on joint compression and

protection strategies. Il. MATCHING PURSUIT IMAGE CODING

Since images are non-stationary by nature, most of the COOIIngRecent studies have shown the potential of novel representation

schemes produce ched representations with no_n-equwalent elem(?ﬂghods, that target the efficient approximation of natural images,
Some parts of the bitstream become thus more important than oth%r

|I. INTRODUCTION

Sherall inat -like characteristi . Algorith
which naturally yields to the concept of unequal error protectio enerally dominated by edge-like characteristics [5], [6]. Algorithms

ased on redundant expansions have also been shown to provide
good approximation properties. In the same time, they present
erous advantages in terms of flexibility and adaptivity [7], even

Unequal error protection has been widely studied in the recgpé
years (see for example [1]-[3]), and researchers have propo %%

optimal channel coding strategies for different, generally scalabl?‘there is often a price to pay in terms of encoding complexity. In

mpression schem n orthogonal transforms. . .
compression schemes based on orthogonal ransforms contrast to orthogonal transforms, overcomplete expansions of signals

This_paper Proposes _to investigate meth(_)ds for_unequa_l €Ik indeed not unique. The number of feasible decompositions is
.protect.lon of streams built on atomic expansions ,Of image S'gn"’,‘llﬁfinite, and finding the best solution under a given criteria is in
in particular those generated by Matching Pursuit coders. Codi Aneral a NP-complete problem. Matching Pursuit (MP) is one of

ap_proac_:hes tha_t use redundant S|gnalnrepresen_t§1t|ons haye rec éhéub-optimal approaches that greedily approximates the solution to

flexibility, sparsity and scalable nature of the signal representatioaqoms[S] Let D = {g} be such a dictionary withlg, || = 1
" - YJ~el A

The strategy proposed in this paper proposes to take benefit frggy represents the set of possible indices. The funcfias first
the flexibility of Matching Pursuit streams, and to derive an Optim"ﬂecomposed as follows

channel rate allocation, finely adapted to the importance of the

independent bitstream elements. An end-to-end quality optimization F={gvlf)gvw + RS, 1)
problem is derived, and a fast search algorithm is proposed, tha}}I —
jointly optimizes the number of Matching Pursuit elements to pahere <97°|f> o represent_s the projection q_fonto 9o anq R.f
transmitted, along with their respective channel protection, in ordér@ _reS|duaI _co_mponent. Since all elementﬁmgve by definition
to provide the minimal distortion at decoder. Interestingly enougﬁ unit norm, itis easy to see from eq. (1) thaf, is orthogonal to
the proposed coding strategy may be seen as a form of Multi » and this leads to

Description Coding, similar, for example, to the scheme proposed |\f||2 — |<g%‘f>|2 + ||Rf\|2 ) (2)

This work has been partly supported by the Swiss National Sciend® minimize ||Rf||, one must choose,, such that the projection
Foundation. coefficient | (g, |f)| is maximum. The pursuit is carried out by



applying iteratively the same strategy to the residual component. Aft&R* f||>. On the other hand, optimal a posteriori quantization

of the residue norm is faster than an exponential decay curve whose
rate depends on the dictionary only. There exists a decay parameter |
A > 0 such that for allAf > 0

M iterations, one has the following decomposition for schemes induce the same quantization error for any coefficient [9],
M—1 which can easily be factored in eq. (8).
F= (9vlR" N)gr, + RY [, 3) .
n=0
whereR™ is the residual of the/*" step withR®f = f. Similarly, |
the energyl| f||* is decomposed into : | ! | 2 | 3 |4 |6 |8 | mP |
M-—1
n FEC 51719 K. MP
117 =D g R*HIP+IRM £ . 4) | | | | | : |
o N[ ree Jio] mP |
The approximation error decay rate in Matching Pursuit has been
shown to be bounded by an exponential. In other words, the decay | FEC | MP |

FEC | W

Fig. 1. Unequal Error Protection Scheme.

IRM £l < 27*Mi]] - (5)
The decay rate can be written as The progressive Matching Pursuit bitstream is segmented in
) 5 ol packets ofS coded atoms, as illustrated in Figure 1. Without loss
277 =01-a" p7)2, (6)  of generality, we assume that all Matching Pursuit atoms are coded

where 3 is the redundancy factor and € (0,1] is driven by the with the same number of bitsThe atoms, sorted along the decreasing
search strategy. ’ magnitude of their coefficients, are distributed according to a simple

The image coder used in this paper is similar to the MP cogiqund robin strategy in the pgckgts, along the successive columns of
presented in [7]. The dictionary of atorgs is built on anisotropic the packet block illustrated in Figure 1. In other words, atoms are

refinement of wavelet-like functions. Quantization and arithmetigitially put into the first packet, until the second packet becomes

coding are then applied to the coefficients and atom parameters. No¢@llable for MP atoms. The atoms are then fed alternatively into

that the resulting MP bitstream presents very interesting propertf@? first and secor?d packet_s, until the third packet_becomes_ available.
that can be exploited in the joint source and channel coding scherhlB€ Process continues until all atoms are packetized. As illustrated
First, following eq. (5), the stream is progressive. Second, atoms dfd19ure 1, Forward Error Correction (FEC) is applied column-wise
totally independent, which allows to avoid error propagation withiicroSS the N-packet block, using a systematic code, like a Reed-
the bitstream. Finally, the order of the atoms is irrelevant, and tR9!0mon code. In columa, k; atoms are protected with a channel

decoder can reconstruct the decoded image regardless of the adifi & Since all atoms do not have the same importance, unequal
error protection is naturally applied to the series of atoms, in order to

numbers. ) .
increase the chance to recover the most important atoms. Note that
I1l. UNEQUAL ERROR PROTECTION the unequal error protection scheme used in this work is similar to
_ ' _ the method proposed in [4] in the context of Multiple Description
A. Joint source and channel coding Coding.

In practical applications with limited delay, and non-stationary Recall that a FEC code with channel r%’eis able to recover up to
channels, minimal end-to-end distortion can only be attained witl — k; erasures. IV — k; packets at maximum are lost, the channel
proper joint source and channel coding. In the presence of chanpeitection is able to recover thie Matching Pursuit atoms in column
loss, the encoder thus needs to trade-off source rate against channéfe consider here a packet erasure channel, that can be modelled by
protection, in order to optimize the end-to-end quality. Under a fixgtie widely accepted Gilbert model. It is a simple two-state Markov
bit budget constraint, the sender may choose to send only a sulst&tin allowing to capture the first order correlation of the loss process.
of the atoms generated by the Matching Pursuit encoder, and ratfibe loss probability on the channel is denotedand the average
to protect them with efficient channel coding. size of burst of losses is represented dayFor a given packet loss

The end-to-end distortion is then composed of the source distortiprobability and average burst length on the transmission channel, the
|[R™ f|12, that is driven by the numbe¥! of encoded atoms, and theloss probabilityp,, of losing the atomn is therefore directly driven
distortion generated by the potential loss of atoms. In other wordy, the channel rate chosen for this atom (see Appendix A or [10] for

the average total distortion can be written as: details). In order to guarantee optimal quality, the channel rate has
M1 to be finely adapted to the atom importance in the Matching Pursuit
D= HRMf||2 + Z HC"lH2 Pn (7) expansion. The optlml_zatlon of the jO!nt source and channel coding

o strategy is presented in the next section.

wherec, = (g,,|R"f) is the atom coefficient, ang,, represents
the probability of loosing the atom,,,. From eq. (4), the distortion B. Optimization Problem

can further be expressed as: . ) .
The joint source and channel coding problem becomes equivalent

9 Mol 9 to jointly optimizing the number of atoms, and the channel rate for
D=IAI*+ 3 lleall® (pn = 1) - (8)  each of these atoms, under a fixed bit budget. In other words, with
=0 the average distortion from eq. (8), and the packetization scheme
Note that, without loss of generality, the quantization error has
been neglected for the sake of clarity. On the one hand, the error inThis assumption has been verified in a first approximation on several MP
a priori quantization schemes is included in the source rate distortibitstreams.



proposed here-above, the optimization problem can be written asat iterationj + 1 can only be different fromk? in i equal tol, i
s ks or i2. Each time the channel rate is decreased in one column, the
min D = maxz Z ek, onll®> (1= prcan(ks)),  (9) least significant atom of the stream is simply dropped, to keep the
{ki} {ki} ' ! bit budget constant. The search algorithm stops when none of the

. S . candidates at iteratiofi + 1 improves the average energy(k’).
under the bit budget constraifC;_; k; < NS5. The cumulative Finally, it can be noted that the computation of the average energy

value K; = Zj:l k; represents the number of atoms that has be%](;%) is quite fast, since at mosV atoms change their respective

pa.cketlzed in the first;_, columns of the m,am),( presented in Fig. 1contribution between successive iterations of the search algorithm.
QW|th K, = 0). The channel rate allocation is further defined as

k= [k:{ . kg], and the corresponding energy in the reconstructed
image is written as:

i=1 n=1

IV. SIMULATION RESULTS

s Kk

] - i This section presents simulation results of the optimal joint source
E(K) = i 1P (U =pes, (KD) . 10 . : .

(k") ZZ ”CKH"” ( pKf+"( ) (10) and channel coding strategy proposed here-above. Figure 3(a) il-
lustrates the channel rate allocation for the different atoms of the
C. Fast Search Algorithm Matching Pursuit stream, in different channel conditions. The total
| der t ve the ch | rat timizati bl ¢ rate is set tol0 packets of120 atoms (i.e., approximately half a
n order 1o solve Ihe channel rale optimization problem, a aiﬂTU), which corresponds to a bit budget of 45 kbits. As expected,

search algorithm is .proposed,. the}t takes benefit of the progresﬁi‘{s channel rate increases with the atom order, and larger FEC
nature of the Matching Pursuit bitstream. The search algorithm ﬂ?otection is applied for the most important atoms. The channel rate

lllustrated in Algorithm 1. also decreases when the packet loss ratiiecreases, since obviously
more protection is needed when transmission conditions worsen.
Figure 3(b) shows the influence of the channel average burst length

i=1 n=1

Algorithm 1 Fast search algorithm

ki — N,Vi € [1..9] « on the average channel rate allocation. For low loss ratios, the
Jj<=0 protection is more important for very bursty channel loss processes.
repeat Due to the limit of FEC in bursty loss conditions, the channel rate
J—ij+1 ) ) ) however increases for bursty channel conditions, at high loss rates.
T'={c| (=1 or (K-} <k)and (k' >1)} Since loss often cannot be recovered in these conditions, the optimal
E(k) — E(K ™) joint source and channel coding prefers to increase the number of
for all . € 77 do atoms to be sent, in order to augment the benefit due to correctly
Ko — kI V£ received packets.
koo— kT N Figure 4(a) illustrates the influence of the packet size on the
if E(K) > E(k?) then performance of the coding strategy. For a fixed total bit budget, small
K’ SR packets allow for larger FEC blocks (i.e., larger valuesNdf, and
E(k") « E(R) thus for better error resilience at low and medium values of the packet
end if loss ratiorr. For very high loss ratios however, the bursty nature of
end for. N the loss process highlights the limits of FEC protection, even for
until E(k?) = E(k'~") large FEC blocks.

The performance of the Unequal Error Protection strategy is finally
compared to the behavior of a simple Equal Error Protection (EEP)
k(i) method in Figure 4(b). The EEP simply consists in distributing the
N Pt atoms in the different packets following a round-robin strategy, in
order to balance the importance of the packets. FEC packets are then
added to the data packets, depending on the channel characteristics.
In contrary to the UEP strategy, packets are either data packets,
1 or FEC packets, which limits the possibility to finely adapt the
i channel rate to the atom importance, in EEP. As expected, the UEP
strategy outperforms the EEP scheme for all packet loss rates
Fig. 2. Representation of the solutidd in the iterative search strategy. More surprisingly, it can be seen also that the EEP strategy is in
79 = {1,i1,i2}. general very inefficient. It is slightly better than a strategy without
any channel coding only for medium loss rates.

The fast search algorithm iteratively looks for the best channel rateFigure 5 proposes visual comparisons of the decoded images in
allocation, starting from the initial allocatioh) = N,Vi € [1..S]. both UEP and EEP joint source and channel coding strategies. If only
Since the bitstream is progressivle; can only be non-decreasingone loss affects the bitstream transmission, both schemes behaves
with the column ordet, as represented in Figure 1. At each iteratiogimilarly since the coding strategy far= 0.1 allows for recovering
j of the search algorithm, the allocatié# that maximizes the energy the packet erasure. However, when two packet losses affect the
E(Ej) is retained. The possible candidates at iterafiamne limited to transmission, EEP can recover only one lost packet, or even none
the subset of channel rate allocatiotishat are equal to the solution of them when the channel protection has been underestimated. It can
K, except for the column = :, where k) becomes equal to be seen however that even in these very adverse conditions, the UEP
kEJ~' —1. The columns in which the rate allocation differ are eitherscheme is able to recover most of the bitstream energy. The decoded
the first column { = 1), or the columns that represent a changenage stays of very good quality, even in the very poor conditions
in the channel rate, i.ekf_’l1 < kJ71, under the condition that where two packets out of0 are lost, while the expected loss ratio
k, > 1. The strategy is illustrated in Figure 2, where the solutiowas actually smaller (i.eq = 0.01).

1 i1 i2 S
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V. DIFFERENTIATED PROTECTION to a particular region of the image, or to a particular substream of
A. Extension of the JSCC problem the full atomic representation.

Due to the flexibility of the atomic streams, that are built on a Different regions of interest can be generated based on the position

series of independently decodable atoms, the joint source and chamfighe atom in the image, for example. Figure 6 (a) presents such a

coding problem described in Sec. Il can be further extended scenario. Typically, the coefficients of atoms whose position is located

differentiated protection scenarios. Atoms can therefore be allocaiadhe face of Lena are simply weighted by a factorThe order of

different priority levels, depending on their meaning to the strearimportance is thus altered, and the solution of Eqg. (11) now favors

and not only their energy in the stream reconstruction. the recovery of the face of Lena, even with very poor transmission
The optimization problem is slightly modified to take distributeconditions (66% of loss).

channel rate based on the atom importance, in a generic sense, and

eq. (9) simply becomes : The atomic stream can also be the composition of two substreams,

N like an image and a text, for example. In this case, priority is given to
.o~ . the text, and(g-,,) = K, with {g,,,, } is the substream representing

min D = I{%Z > Ui, en) (L= picyen(ka)) (A1) the text, andK( is C?’IOSEI’I at Iea{st as}large as the most energetic atom

==t in the other substream. As shown in Figure 6 (b), such a strategy

where Q(g~,,) is the importance, or the priority of atom in the allows for the recovery of the priority substream (i.e., the 'EPFL

stream reconstruction. Such a weighting function directly drives thego on the bottom right of the image), even with very high loss

probability for recovering a given atom, i.e., that it participates tgrobabilities.

the decoded images. Examples of weighting functions are presented

below.

S
1

Note that many other, more complex, weighting functiéX(g.,,, )
could be proposed, but that is beyond the scope of this paper, that is
rather to show that atomic streams allow for efficient, and simple
B. Examples

differentiated protection strategies. It represents an advantage on
Two examples of differentiated protection are briefly describetbding schemes like JPEG-2000 for example, where the definition

here. Atoms can receive different priorities, typically if they belongf regions of interest is certainly less flexible.



(@) UEP,m = 0.1, one loss.

(d) EEP,7 = 0.1, one loss. (e) EEP,m = 0.1, two losses. (f) EEP,m = 0.01, two losses.

Fig. 5. Decoded image for different loss patterns, for different coding stratelyies {0, total bit budget of 45 kbits).

(a) UEP, ROls. (b) UEP, substreams.

Fig. 6. Decoded image after 6 lost packets, for differentiated protection of (a) regions of inierest(*) and (b) substreamsr(= 0.1, a = 2, total bit
budget of 40 kbits, loss of 6 out of 9 packets).

VI. CONCLUSIONS to outperform basic channel coding strategies, and to offer graceful
degradation of image quality, even in very poor channel conditions.
Joint source and channel coding of bitstreams built on atomlde flexibility offered by streams composed of independent atoms

image representations has been discussed in this paper. Suchhag- also been advantageously used to implement a differentiated
proaches jointly optimize the number of atoms to be coded forRgotection of regions of interest, or substreams.
given bit budget constraint, and their respective channel protection
that depends on the atom importance, and the channel state. An
Unequal Error Protection algorithm has been proposed as a solution
to a channel rate allocation optimization problem. It has been shown



APPENDIXA be in the loss stater = p’fq The average error burst lengthis
FECPERFORMANCE given by the average residence time in the loss state: %
The probability of FEC recovery is simply given by the probability The loss probability after FEC recovepy, is easily computed in
to have less thatv — k + 1 losses in a block ofV packets. this case. It obviously depends on both the model paramgtanslg,
First, assume that any packet takes a binary valael, where )~ and the FEC parameteksand . Indeed, for a Gilbert loss process,
is for a correctly received packet, and] aneans the packet has beerfhe following relations hold :

lost or equivalently represents an error. We further assume that the ) 1—gq, if i =1

loss process matches a renewal error process. That is, the lengths of p(i) = { g (1-p)2p, otherwise,

consecutive inter-error intervals (also called gaps) are assumed to be _

independently and uniformly distributed. Following the development P(i) = { L, , ifi=1

of [11], let p(s) further denote the probability that a gap length is q (1—-p)", otherwise,

i—1,ie.,p(i) = Pr0°1]1), where0~* is a shorthand foi — 1 1 i

successive 0’s. Similarly, |eP (i) denote the probability that at least q(i) = { b i_o no=-

i— 1 0's follow a given error, i.e.P(i) = Pr(0*"!|1). p(1=q)""q otherwise,
Order is irrelevant because of the independence among gap lengths ) 1, ifi=1

of a renewal process. The events0~! and 0°~!1 are therefore Qi) = { p (1—¢)2, otherwise.

equiprobable. From this property, the probabilRym, n) thatm —1

errors occur in the next — 1 packets following an error can be easilyr Thrf rﬁ)rot;?brlllqlt:sR(g n)ngnfgs(rm,n) t.CaT tfh compkutteld byr "
computed by recurrence [11]. Thus, ecurrence from Egs. (12) and (13) respectively. The packet loss ratio

pn IS then computed from Eq. (14).
P(n), form=1andn > 1,

n—m-+1

> p(i) Rim —1,n—1i), for2<m < n.

i=1

Let ¢(¢) denote the probability that a burst is of length- 1 and,
Q(i) the probability that at least — 1 1’'s follow a zero. These [2]
probabilities are given by the loss process or can even be deduced
from the above variables. The dual &f(m,n), namely S(m,n),
represents the probability to hawe— 1 0’s in the nextn — 1 packets
following a 0. This probability is obtained by recurrence from :
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