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ABSTRACT
This work addresses the problem of studying and characterizing topology changes between resulting and reference segmentation masks in video sequences. In particular, the goal of this paper is to examine the impact of individual and combined artifacts found in video object segmentation applications (e.g., added regions and holes). Added regions and holes artifacts are synthetically generated and inserted in a segmentation mask. We performed a psychophysical experiment in which human subjects were asked to rate the annoyance of the generated artifacts when presented alone or in combination. The results show how individual objective metrics can be derived and how an overall objective metric can be predicted by linearly combining individual segmentation errors for a specific video content.

1. INTRODUCTION
Applications such as object-based coding, video databases, interactive video and remote surveillance are based on a representation of the video content in terms of video objects. The first step of object-based applications is the identification of the areas of a video sequence that correspond to meaningful regions i.e., objects. This step is generally performed by a segmentation algorithm.

During the past three decades, different video segmentation techniques have been proposed to extract the objects of interest from a video sequence. However, no single segmentation technique is universally useful for all applications and different techniques are not equally suited for a particular task. In recent years, in order to properly evaluate the performance of segmentation techniques, objective metrics have been proposed [1], [2], [3], [4], [5].

To validate an objective metric, subjective experiments need to be performed. Subjective experiments are also used as a research tool to better understand how humans perceive artifacts and judge quality. On the basis of the analysis of the subjective data, topology changes between a reference and the resulting segmentation mask (or segmentation artifacts) can be characterized and a more reliable objective metric can be developed. With this purpose, in this paper we present an analysis of two artifacts produced by typical segmentation algorithms (i.e., added regions and holes). A subjective test has been carried out to measure the annoyance of these artifacts when presented alone or in combination. We studied the different levels of annoyance produced by these artifacts at different sizes and by their combinations. The idea is to develop individual metrics for the most relevant artifacts and to combine them into an overall quality metric towards a perceptually driven segmentation evaluation metric.

In this paper, we also present an experimental method for subjective evaluation of segmented video sequences. The task of defining a formal method for subjective tests in video object segmentation quality assessment is very useful, since to the best of our knowledge, only informal tests have been performed [3], [4].

The paper is organized as follows. The description of synthetic artifacts and the test sequences generated for the subjective experiments are presented in Section 2. The experimental method is described in Section 3. Subjective results are analyzed in Section 4. Finally, Section 5 draws the conclusions.

2. GENERATION OF SYNTHETIC ARTIFACTS
To determine the topology changes between a reference and a resulting segmentation mask, the difference between the two segmentation masks has to be computed. These changes (segmentation artifacts) can affect the quality of a segmented video in two ways: statically (spatially) and dynamically (temporally). In this work, we concentrated on the annoyance of two kinds of spatial artifacts: added regions and holes that are among the spatial artifacts typically introduced by the most common segmentation algorithms. Segmentation artifacts are defined by the amount of missegmented pixels (or pixel errors) present in the resulting segmentation mask. An algorithm for object segmentation can in principle be evaluated by estimating only these pixel errors [1], [3], [4] and [5].

In this paper, we focused on segmentation of moving objects in video sequences. An object is a semantically meaningful region. Let us define $R$ as the set of all the objects belonging to the reference segmentation mask. Similarly, $C$ is defined as the set of all the objects and regions in the resulting segmentation mask.

Pixels in the resulting segmentation mask $C$ which do not belong to the reference segmentation mask $R$ are defined as false
positive pixels. False negative pixels, on the other hand, are defined as the pixels which belong to the reference segmentation \( R \), but not to the resulting segmentation mask \( C \).

Added region pixels, \( A \), are those sets of false positive pixels not connected to any objects of \( R \). Let us define \(|A|\) as the cardinality of \( A \), i.e., the number of pixels contained in \( A \). Holes are those sets, \( H \), of false negative pixels completely inside the objects of \( R \). In the following, \(|H|\) is the cardinality of \( H \). These spatial artifacts are indicated in Figure 1.

To generate the test sequences, we chose a set of four video sequences of 60 frames each: Coastguard, Hall monitor, Group (a European IST project Art.live sequence), and Highway (an MPEG-7 test sequence). To insert the artifacts, we modified the reference segmentation masks. For two of the sequences (Group and Highway) the reference masks were obtained by hand. For the other two sequences, they were made available by the MPEG committee ¹.

Many and different experiments can be generated by changing the position of artifacts along the test sequence in order to investigate their annoyance in the temporal dimension. In this experiment, the temporal variation of spatial artifacts is not under investigation. We keep the same position for the spatial artifacts, since we want to study the interactions between different artifacts and to find whether a simple model is able to predict how the two artifacts combine to determine the overall annoyance. For each reference segmentation mask, two new test segmentation masks were created: one with only added regions and one with only holes. The test segmentation masks, \( S \), were obtained by combining added regions and holes (see Fig. 2 (a)) of different sizes as given by the following equation:

\[
S = (R \setminus H) \cup A
\]  

where \( \setminus \) denotes a set difference. By varying \(|A|\) and \(|H|\) we obtained the twenty combinations shown in columns 2-3 of Table 1. We did not use all possible combinations because that would make the experiment too long. The artifacts presented the same shape (square) and were constant in number (three). Column 1 shows the indices of the test combinations. Finally, we obtained the test sequences by showing the texture of the original video in correspondence to the segmented moving objects/regions over a uniform green background, as shown in Figure 2 (b). A total of 80 test sequences were used in this experiment (20 combinations \( \times 4 \) reference segmentation masks).

| Test comb. | \(|A|\) | \(|H|\) | Coast. MAV | High. MAV | Group MAV | Hall MAV |
|------------|--------|--------|-----------|----------|-----------|----------|
| 1          | 0      | 0      | 4.6       | 3.9      | 6.7       | 7.0      |
| 2          | 9      | 0      | 8.7       | 23.0     | 16.2      | 12.2     |
| 3          | 25     | 0      | 13.5      | 22.3     | 20.9      | 17.6     |
| 4          | 49     | 0      | 20.3      | 27.7     | 23.0      | 24.1     |
| 5          | 81     | 0      | 24.2      | 30.1     | 27.9      | 28.6     |
| 6          | 169    | 0      | 29.9      | 33.7     | 30.0      | 30.3     |
| 7          | 0      | 9      | 28.3      | 23.2     | 50.0      | 42.2     |
| 8          | 0      | 25     | 43.9      | 36.3     | 54.6      | 63.1     |
| 9          | 0      | 49     | 45.8      | 35.3     | 58.2      | 47.1     |
| 10         | 0      | 81     | 56.8      | 50.8     | 62.8      | 52.7     |
| 11         | 0      | 169    | 62.4      | 68.0     | 70.4      | 64.1     |
| 12         | 25     | 9      | 40.5      | 27.6     | 50.1      | 41.3     |
| 13         | 9      | 25     | 38.9      | 32.8     | 53.1      | 70.7     |
| 14         | 25     | 25     | 45.1      | 36.5     | 52.1      | 67.0     |
| 15         | 81     | 25     | 61.6      | 46.2     | 54.8      | 65.1     |
| 16         | 169    | 49     | 68.8      | 62.7     | 65.1      | 56.7     |
| 17         | 25     | 81     | 61.5      | 51.5     | 65.6      | 56.3     |
| 18         | 81     | 81     | 59.9      | 65.3     | 74.8      | 54.7     |
| 19         | 49     | 169    | 72.8      | 70.8     | 76.5      | 63.6     |
| 20         | 169    | 169    | 77.8      | 64.0     | 77.7      | 66.7     |

Table 1. MAVs for all segmented video sequences and all combination \(|A|\) and \(|H|\) used in the experiment.

3. EXPERIMENTAL METHOD

For the subjective evaluations to be meaningful and comparable, a set of standards and grading techniques are defined by ITU-R [6] and ITU-T [7]. However, there are no recommended standards for the evaluation of segmented video sequences. Nevertheless, the subjective video segmentation quality evaluation is not completely ad hoc and an indicative set of guidelines has been provided [8]. In this paper, we present a new method for subjective evaluation of segmented video sequences. This experimental method is an effort to make subjective evaluations in this field more reliable, comparable and standardized.

Each test session was composed of five stages: instructions, training, practice trials, experimental trials, and interview. In the first stage, the subject was verbally given instructions and was made familiar with the task of segmentation of moving meaningful objects. In the training stage, the original sequences, the reference segmentation masks and sample segmented masks were shown to establish the range for the annoyance scale. The display configuration showed the texture of the original image in correspondence to the segmented objects/regions over a uniform green background. The reference segmented masks and the original sequences were only shown in the training stage for two reasons. First, in real applications the reference and the original video are not always available. Second, in earlier experiments we noticed that subjects do not pay attention to the reference after the training. After the training, in order to familiarize the subject with the experiment and to stabilize the subjects’ responses, practice trials were performed with a small subset of the test sequences.

The experimental trials were performed with the complete set of test sequences presented in a random order. Our test subjects were drawn from a pool of students in the introductory psychology class at UCSB. The 28 subjects were asked one question after each
The test combinations 2-6 and 7-11 correspond to sequences with added regions with the same size. This confirms the hypothesis used by most of the objective metrics that artifacts would appear combined or by themselves and they should contribute the most in annoyance with respect to the pure artifact, both being equal in size, number and shape. This explains why the test sequences to be worse, and we specifically instructed them to think about the worst example in the sample videos. The subjects were then told that artifacts would appear combined or by themselves and they should rate the overall annoyance in both cases.

Finally, in the interview stage, we asked the test subjects for qualitative descriptions of the defects that were perceived. The qualitative descriptions are useful for categorizing the defect features seen in each experiment and help in the design of future experiments.

4. DATA ANALYSIS

We used the standard methods [7] to analyze and screen the judgments provided by the test subjects. From the data gathered we calculated the Mean Annoyance Value (MAV) of each test sequence.

The values for the MAV for all the video sequences are shown in columns 4-7 of Table 1. The test combination number 1 corresponds to the reference segmentation without any artifact. It is interesting to notice that the values for the MAVs corresponding to the reference are not zero, indicating that subjects reported that these sequences, normally used as terms of comparison in many objective metrics, contain annoyance levels different from zero. The test combinations 2-6 and 7-11 correspond to sequences with only one type of synthetic artifact: added regions or holes, respectively. It can be observed from these combinations that the pure artifact holes obtained higher MAVs compared to the pure added region artifact, both being equal in size, number and shape. This confirms the hypothesis used by most of the objective metrics that holes contribute the most in annoyance with respect to added regions with the same size.

On the other hand, the MAV values for added regions artifact (test combinations 2-6) point out another important aspect not yet remarked. Independently from the video content, the added regions have perceived annoyance values which quickly reach a saturation level for larger sizes. In order to illustrate this result, we plotted all the MAV values versus the the added region error measures \([A]\) for all the reference video sequences. The MAV data suggested a logarithmic curve to fit the data:

\[
y = a + b \times \log(x + c)
\]

Figure 3 contains both the MAV added regions values and the fitting curves for each video. The perceived added region annoyance data follow a logarithmic behavior as the size of the artifact increases. Their perceived annoyance changes very little with the video content for larger sizes of artifacts. This result has to be taken into consideration when an objective metric is formulated. The type and the salience of the correctly extracted video objects do not influence the perception of this kind of artifact.

As can be observed from the MAV values of test combinations 7-11 in Tab.1, the previous conclusion is not valid anymore for the artifact holes. For the pure holes artifact, the annoyance changes according to the content, the size and the relevance of the extracted objects. That is a consequence of the fact that more relevant objects attract more the eye gaze. Therefore, a bad segmentation of those objects implies in higher annoyance values, as remarked by Correia in [4]. A further investigation of this artifact needs to be carried out.

To complete the analysis of the data we tried to predict the MAV of the combined artifacts from the two MAV values, MAV_add and MAV_hole, respectively for the pure artifacts added regions and
In this paper, we created two synthetic segmentation artifacts - added regions and holes. We presented them alone or in various combinations and had subjects rate the annoyance of the perceived artifacts. When the artifacts were presented alone, the annoyance judgments show that the annoyance of added regions is almost independent of the video content especially for larger artifacts. The MAVs suggest a logarithmic curve (see Equation 2) to describe the perceived annoyance caused by added regions. This function can be used in an objective metric with reference. The size of the added region (z in Eq. 2) can be provided by computing the difference between the reference and the resulting segmentation masks. The annoyance (y in Eq. 2) is then obtained by using the coefficients α, β, c indicated in Fig. 3.

When the artifacts were presented in combination, a simple linear model with no interactions predicted how the artifacts combine to determine the overall annoyance. The linear model of Equation 3 provides a good fit. The estimated coefficients in Table 2 were close for segmented video content not containing specific regions of interest such as people. This simple model with the estimated coefficients α and β shows how an overall objective metric can be predicted by linearly combining the individual metrics for spatial artifacts added regions and holes.

5. CONCLUSIONS

In this paper, we created two synthetic segmentation artifacts - added regions and holes. We presented them alone or in various combinations and had subjects rate the annoyance of the perceived artifacts. When the artifacts were presented alone, the annoyance judgments show that the annoyance of added regions is almost independent of the video content especially for larger artifacts. The MAVs suggest a logarithmic curve (see Equation 2) to describe the perceived annoyance caused by added regions. This function can be used in an objective metric with reference. The size of the added region (z in Eq. 2) can be provided by computing the difference between the reference and the resulting segmentation masks. The annoyance (y in Eq. 2) is then obtained by using the coefficients α, β, c indicated in Fig. 3.

When the artifacts were presented in combination, a simple linear model with no interactions predicted how the artifacts combine to determine the overall annoyance. The linear model of Equation 3 provides a good fit. The estimated coefficients in Table 2 were close for segmented video content not containing specific regions of interest such as people. This simple model with the estimated coefficients α and β shows how an overall objective metric can be predicted by linearly combining the individual metrics for spatial artifacts added regions and holes.
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