In this paper we use support vector learning machines (SVM) for classifying EEG signals corresponding to imagined motor movements. The parameters of an SVM Kernel are optimized for minimizing a theoretical error bound. Fourier features and correlative time-frequency based features are extracted from EEG signals and compared with respect to their discriminatory power.
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I. INTRODUCTION

A noninvasive electroencephalogram (EEG) based brain-computer communication device (henceforth called brain-computer interface BCI) can be subdivided into three subsystems, namely EEG acquisition, EEG signal processing and the output subsystem (Figure 1). The EEG acquisition subsystem is responsible for gathering and digitizing the EEG signals measured at the scalp. EEG signals are composed of the single signals measured at different electrodes placed on the scalp according to the ten-twenty international system [1].

Digital EEG is fed into the signal processing subsystem where it is preprocessed and classified among a predetermined set of classes. The classification result (a label indicating the most probable class) is sent to the output subsystem which executes the action associated with the class label.

Each class corresponds to a mental activity (MA). Usually, a BCI is operated with a small number of MAs that correspond to imagined motor tasks [2].

Successful operation of a BCI depends on the judicious choice of features that are extracted from EEG signals, the classification strategy and the user himself who has to modulate his mental activity so as to make the BCI accomplish his intents [2]. The first two points involve knowledge of brain’s electrophysiology and machine learning. The latter point deals with the feedback provided to the user during the training [3].

In the case of imagined motor tasks, the Fourier analysis of each EEG component appears to be adequate for the classification [2]. Good results using the joint correlative time-frequency representation (CTFR) of EEG were also reported in [4].

The classification strategy is adapted to the nature of the extracted features and must allow for continuous updating of its intrinsic parameters. Indeed, the EEG associated with a specific MA can present short term and long term variations as a result of different brain background activities [2].

Recent advances in machine learning research have pointed out the advantages of support vector machines (SVM) over other classification techniques [5]. Solid theoretical foundations, good generalization capabilities and easy parameters updating are among the most appealing qualities of SVMs for BCI applications.

In this paper, we focus on the application of SVMs to EEG classification in the Fourier and in the CTFR domains.

II. FOURIER ANALYSIS AND CTFR OF EEG

We note an EEG signal as $X(t) = [x_1(t), \ldots, x_N(t)]^T$ where $T$ is the transpose operator, $x_n(t)$ is the signal measured at the $n^{th}$ electrode and $N$ is the number of electrodes.

A simple Fourier analysis of $X(t)$ (such as reported in [2] and [3]) consists in computing the power at some frequency bands of each of the components of $X(t)$. If we note by $N_B$ the number of frequency bands, the result of this analysis is a set of values that can be arranged into a vector of length $NN_B$. When no prior information about the optimal $N_B$ and the length of the frequency bands is available, one can compute the power corresponding to the uniformly spaced 2 Hz bands ranging from 2 to 40 Hz.

The CTFR of $X(t)$ is defined as

$$A_x(\theta, \tau) = \int X(t + \tau/2) X^H(t - \tau/2) e^{i\theta} dt$$

where $\theta$ and $\tau$ are the frequency and time lags respectively, “$.$” denotes the ordinary matrix multiplication and $^H$ is the
III. SUPPORT VECTOR MACHINES FOR CLASSIFICATION

For the sake of explanatory convenience we only consider the two-class classification problem. Multi-class classification for a small number of classes (as in BCI applications) can be done with multiple pair-wise comparisons. A more complete description of the SVM theory can be found in [6].

Given a set of labeled observations (training set) \( \{(x_i, y_i) : 1 \leq l \leq L \} \) ( \( x_i \in \mathbb{R}^D \) is the observed vector and \( y_i \in \{-1,1\} \) its label); one has to estimate a decision function \( f_{a^*} : \mathbb{R}^D \to \{-1,1\} \) chosen from a set of admissible decision functions \( \{f_a\} \) ( \( a \) is a vector of parameters) such that \( f_{a^*} \) will correctly classify unseen vectors \( x \).

The risk associated with a function \( f_a \) is

\[
R(\alpha) = \frac{1}{2} \mathbb{E}[\xi^2] = \mathbb{E}[(y-f_a(x))^2] = \int_\mathbb{R}^D \mathbb{E}[(y-f_a(x))^2] d\mu(x)
\]

where \( \mathbb{E} \) is the (usually unknown) probability distribution of pairs \((x,y)\). The empirical risk is defined as the mean error rate on the training set.

\[
R_{\text{emp}}(\alpha) = \frac{1}{2L} \sum_{l=1}^L \|y_l - f_a(x_l)\|
\]

For some \( \eta \) such that \( 0 < \eta < 1 \), with probability of at least \((1-\eta)\), the following bound holds [6]:

\[
R(\alpha) \leq R_{\text{emp}}(\alpha) + \sqrt{\frac{\log (2L/h) + 1}{L}} \log (\eta/4)
\]

where \( h \) is the Vapnik-Chervonenkis (VC) dimension (a measure of the learning capacity of the set \( \{f_a\} \)). The second term in the right side of (4) is called the VC confidence.

While the empirical error can become arbitrary small by choosing \( \{f_a\} \) with large \( h \), the VC confidence term increases with \( h \). The SVM approach for reaching a good compromise consists in keeping the value of the empirical risk fixed (e.g. equal to zero) and minimize the VC confidence.

The optimal decision function can be expressed as

\[
f_{a^*}(x) = \text{sign}(\langle w, x \rangle + b) \quad \text{where} \quad w = \sum_{l=1}^L y_l \alpha_l x_l
\]
The parameter $\theta_d$ is updated as follows:

$$\theta_d = \theta_d - c \frac{\partial P}{\partial \theta_d}$$

where $c$ is a user-defined learning factor.

IV. RESULTS AND DISCUSSION

Two male right-handed subjects participated in the experiments. The signals from electrodes C3 and C4 [1] were measured at a rate of 128 Hz. The reference was placed in Cz. In addition, an electrode was placed at each eyebrow for detecting ocular artefacts.

The subjects were asked to perform two types of imagined mental activities, namely left and right index finger movement (MA1 and MA2 respectively). Half second segments of EEG (EEG trials) were classified. Five hundred (artefact-free) EEG trials per MA and per subject were selected for experimentation.

The training set was composed of 200 randomly selected EEG trials per MA, the generalization error rate was estimated on the remaining 600 EEG trials. For the Fourier analysis, we computed the power of the two Hz frequency bands uniformly spaced in the 2 to 40 Hz frequency range. Thus, a vector of 38 components was obtained for each EEG trial.

As the modulus of the CTFR (for real signals) is symmetrical with respect to the origin we can compute the CTFR at 32 time lags and 32 frequency lags. Thus, a vector of 4096 components was obtained for each EEG trial.

The estimated error rate associated with the Fourier and CTFR analysis are represented in Figure 2. The theoretical error bound (Eq. (12)) is also represented for comparison.

Furthermore, the error rate obtained with a linear discriminant analysis (LDA) based classification is depicted in Figure 3.
From the results reported on Figure 3, one can say that the Fourier analysis provides better results when the classes are assumed to be linearly separable. This is an obvious result since each feature vector’s component is considered independently in the LDA based classifier, and the Fourier components reflect global characteristics of the signal while the CTFR components are local measures that are dependent on another.

In Figure 2 the error obtained with the CTFR analysis is smaller than in the Fourier case. This means that the CTFRs corresponding to the two MAs considered here are better discriminated when nonlinear separation is assumed. Indeed, the classification error for the CTFR based features is considerably smaller when a SVM allowing for nonlinear decision boundaries is used.

V. CONCLUSIONS AND FUTURE WORK

The flexibility requirements imposed on the classification strategy, in the framework of BCI applications are satisfactorily fulfilled by an SVM based classifier. The solid theoretical foundations of the SVM allow us to optimize several parameters of a Kernel function using analytical methods. The overfitting is cleverly avoided by controlling the trade-off between the training error minimization and the learning capacity of the decision functions. Finally, the decision function parameters can be easily updated because they depend on the SVs only.

Features based on the time-frequency interaction between the signals coming from different electrodes provide better results in terms of classification error rate. These features can efficiently separate the classes when nonlinear decision boundaries are constructed. Kernel based methods can be used in the context of novelty detection for outliers detection [5]. We intend to utilize this approach for providing the feedback during the training sessions, in order to make the user confine his mental activity, corresponding to a given MA into a small region in the feature space.
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