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Abstract. This paper presents new techniques for slant and slope removal in cursive handwritten
words. Both methods require neither heuristics nor parameter tuning. This avoids the heavy
experimental effort required to find the optimal configuration of a parameter set.

A comparison between the new deslanting technique and the method proposed by Bozinovic
and Srihari was made by measuring the performance of both methods within a word recognition
system tested on different databases. The proposed technique is shown to improve the recognition
rate by 10.8% relative to traditional normalization methods. Moreover a long exploration of the
parameter space is avoided.
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1 Introduction

Off line Cursive Script Recognition (CSR) is an important technology for applications involving au-
tomated processing of handwritten data, such as bank check processing and postal address read-
ing (Plamondon and Srihari, 2000). Almost every CSR system presented in the literature involves a
normalization step, which consists in removing slant and slope. The slant is the angle between the
vertical direction and the direction of the strokes that, in an ideal model of handwriting, are supposed
to be vertical (see Fig. 1). The slope is the angle between the horizontal direction and the direction

Slant

Slope

Figure 1: Slant and slope in a raw word image.

of the line on which the writer aligned the word (see Fig. 1).

Slant and slope can be introduced by both handwriting style and acquisition process. Ideally, the
removal results in a word image independent with respect to such factors. For this reason the process
is called normalization.

The recognition techniques usually applied (Dynamic Programming and Hidden Markov Models) need
a fragmentation of the word (Steinherz et al., 1999). In DP based systems, where the isolated subunits
are expected to be characters, the normalization reduces the shape variability, which simplifies their
classification by pattern recogniton techniques. In HMM based systems, where the signal is assumed
to be piece-wise stationary, the normalization aims to transform the handwritten data into such seg-
ments.

In the literature, the description of the normalization technique is often neglected and the use of
heuristic rules, frequently based on parameters that need to be set manually, is apparent (Morita
et al., 1999). Parameter tuning can be a time consuming process and may only be optimal for a
specific database.

This work presents new techniques to remove slope and slant that avoid such problems and that do
not involve any heuristic parameters. The deslanting technique is compared with the widely applied
“Bozinovic and Srihari Method” (BSM) (Bozinovic and Srihari, 1989) in terms of recognition rate.
Section 2 describes a common slope removal algorithm, section 3 illustrates the new desloping tech-
nique, sections 4 and 5 present the BSM and the new deslanting method respectively. Recognition
results for the different methods are shown in section 6 and the conclusions are drawn in section 7.

2 The traditional slope removal algorithm

The traditional method for slope removal (Bozinovic and Srihari, 1989)(Senior and Robinson, 1998)
starts by finding a first rough estimate of the core region, the region enclosing the character bodies
(see figure 2). This estimate is biased by the fact that the word is not horizontal, so that the upper
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Figure 2: The proposed core region detection method: the density threshold gives a first rough estimate
of the core region. A high density region is located in the ascender area, but can be discarded by
simply selecting the high density region containing the highest number of foreground pixels.

and lower limit of the estimated core region do not fit, as they should, the extrema of the character
bodies. To solve this problem, the stroke minima closer to the lower limit of the estimated core region
are used to fit (e.g. with the Least Squares Method) the line connecting the bottom points of the
character bodies. This is the line on which the word is aligned (called lower base line).

The image is desloped when this line is horizontal, which is a condition achieved by a rotational
transform. After the deslanting step, the core region can be re-estimated under the assumption that
the word image is now horizontal. It becomes evident that the first estimate of the core region is
fundamental for removing the slope. The detection of the core region is based on the hypothesis that
the density of the lines belonging to it is higher than the density of the other lines. This is evident
in the horizontal density histogram (see figure 2), showing higher values in correspondence with the
core region, and this property is used to perform the detection.

Core region lines are usually obtained as the ones surrounding the highest density peaks, but this
technique is strongly affected by the presence of long horizontal strokes that can be confused with the
actual core region and can lead to severe errors in normalising the word (see figure 3). Many heuristic
rules are necessary to handle the problem and the resulting process is not robust.

3 Our slope removal algorithm

In order to avoid the problems described in the previous section we analyzed the distribution of the
density values rather than the density histogram itself. The density distribution P(h) is expected to be
bimodal! : one mode corresponds to the high density lines of the core region, the other corresponds to
the other lines, where the density is low. A thresholding algorithm can be applied to the distribution
to separate the two modes. The threshold can be used to distinguish between core region lines (above
the threshold) and remaining lines (below the threshold). Since the horizontal strokes have a negligible

'In the hypothesis that the data is distributed normally around the modes, these correspond to the averages of two
gaussians.
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Figure 3: Peaks determined by horizontal strokes are evident in the density histogram (upper figure).
In the density probability distribution (lower graphic), the density values of the peaks have small
probability. Their influence is negligible and they do not influence the calculation of the threshold.

influence on P(h), the threshold is robust with respect to their presence.

The density histogram h(i) presents the density for each row 7. The density distribution describes the
probability P(h) of having h foreground pixels in a line. Long horizontal strokes (e.g. t-bars) give
rise to high peaks in the density histogram (see Fig. 3) but their influence in the density probability
distribution is small because they only occur a few times.

We use the Otsu thresholding algorithm (Haralick and Shapiro, 1992) that is based on the minimization
of the weighted sum of the variances of the following two sets: the group of the density elements less or
equal to the threshold and the group of the density elements greater than the threshold. The weights
are the probabilities of the respective groups, calculated as the percentage of elements belonging to
each group. When several regions have a density higher than the threshold, the region with the highest
number of foreground pixels is selected as the core region (see Figure 2).

Another approach focusing on the density distribution can be found in (Cote’ et al., 1998). Here the
entropy is calculated for distributions corresponding to several rotation transformed images of the
word. The image giving the lowest value of entropy is assumed to be the desloped image.

After the core region is found, we select the points that are used to fit the lower base line. The lowest
point I; of each column i is found, then the set L = {l; : [y(l;_1) < y(;)] A [y(l;) > y(lj+1)]}, where
y(1;) is the vertical coordinate of the points, is created?. The average distance of the L elements from
the lower limit of the estimated core region is calculated. The elements with distance less than the

2Since the image vertical axis is directed downward, the condition y(l;_1) < y(I;) means that point I; is lower than
point ;1
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average are finally retained to fit the lower baseline. Fitting is done with the Least Mean Squares
method. The slope of the fit is used as an estimate of the slope of the word.

4 The Bozinovic and Srihari deslanting technique

The BSM was proposed in (Bozinovic and Srihari, 1989) and is based on the idea that slant infor-
mation is mostly contained in the almost vertical strokes of the word. These are selected as follows:
first all lines containing a continuous stroke longer than a parameter MR (Max Run) are discarded.
The remaining lines form stripes that are accepted if their height is higher than another parameter
SH (Strip Height) as shown in figure 4. The strokes in the finally remaining stripes enclosed between

Allowed strip
Allowed strip

Allowed strip

Figure 4: The Bozinovic and Srihari deslanting method: the strokes for the slant estimation are
selected in the allowed stripes. These must be composed of lines where all of the continuous strokes
are shorter than a value MR (Max Run) and must be higher than a second parameter SH (Strip
Height). A stroke is enclosed between vertical lines connecting the borders of an allowed strip without
intersecting foreground pixels. When one of the two halves of a stroke is empty, the stroke is discarded.

vertical lines connecting the strip borders without intersecting foreground pixels (see vertical segments
in figure 4) are selected for the slant estimation.

For each selected stroke, the centroid of the upper and lower half are retained and the slope of the line
connecting them is assumed as a local slant estimate. The average of all the local slant estimates is
used as a global slant estimate. The image is deslanted with a shear transform based on the estimated
slant.

The main disadvantage of the method is that parameter tuning is needed. This might result in a
heavy experimental effort to find the optimal point in the parameter space (MR and SH), i.e. the
point corresponding to the best performance of the recognition system. Furthermore, in the presence
of several handwriting styles, pens, and handwritten word dimensions, the estimated parameters can
be sub- optimal for many data.

Other methods based on averaging the slant of near vertical strokes are described in (Kim and Govin-
daraju, 1997) (Senior and Robinson, 1998) and (El-Yacoubi et al., 1999). They are similar in concept
to the BSM, but use different criteria to select the near vertical strokes. In these methods, the slope
of the selected strokes is estimated from the slope of their contours.

The contours of the near vertical strokes are used also in (Marti and Bunke, 2001). They are first
approximated by a set of straight lines [;. The so called angle histogram:

ha(a) = Z |l;]? (1)

{i:xi=a}

is then obtained, and finally ag = argmaz,(hs(a)) is assumed as slant estimate.

5 The new deslanting technique

The new deslanting technique is based on the hypothesis that the word is deslanted when the number
of columns containing a continuous stroke is maximum. For each angle a in a reasonable interval, a
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shear transform is applied to the image and the following histogram is calculated:

ha(m)
H,(m) = —) p
) = Kyalm) )
where h,(m) is the vertical density (number of foreground pixels per column) in column m, and
Ay, (m) the distance between the highest and lowest pixel in the same column. If the column m
contains a continuous stroke, H,(m) = 1, otherwise H,(m) € [0, 1].
For each shear transformed image, the following function:

S@= > hali) (3)

{i:Ho (i)=1}

is calculated. The angle a giving the highest value of S is taken as the slant estimate (see fig. 5).
By using in S(«) the square value of the density rather than the density itself, the contribution of
the longest vertical strokes is enhanced with respect to that of short strokes, which are often due to
stronlgy slanted vertical letters.
Histogram H, and function S(«) are easier to calculate than the above mentioned angle histogram.
The detection of near vertical strokes, their borders and their approximation with a set of straight
lines strokes are in fact not required. A simple count of the foreground pixels of each column allows
us to calculate H, and S(«).

The need for multiple shear transforms makes the method computationally heavy, but the computa-
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Figure 5: Deslanting algorithm. The plot of S(«) shows a high peak in correspondence of the deslanted
image. For high values of a;, when the image is strongly deformed, the value of S(a) becomes lower.

tion can be reduced using some recursive procedure to obtain the shear transformed image for angle
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a + 1 from the shear transformed image for angle «. On the other hand, the absence of parameters
avoids any experimental effort in parameter optimisation.

A similar approach, based on slanted histograms, can be found in (Guillevic and Suen, 1994). Here,
for each slanted image, the highest positive value D(a) of the first derivative of the vertical density
histogram is calculated. The slant estimate is then found as argmaz,(D(«)). The main advantage
of our algorithm with respect to such approach is that the function S(«) is not influenced by a single
stroke but by the whole image. The derivative peak D(«) is, on the contrary, completely determined
by a single vertical stroke which might be not representative of the slant across the word.

Another approach avoiding the selection of near vertical strokes and relying rather on a global mea-
sure over the word can be found in (Kavallieratou et al., 2000). In that work, the authors use the
Wigner Ville Distribution to calculate the degree of deslantedness of the word. The measure is re-
peated over shear transformed word images corresponding to different angles in an interval. The angle
corresponding to the image giving the optimal measure is taken as the slant estimate.

6 Experiments and results

The effectiveness of the proposed methods was evaluated as a function of the performance of a CSR
system and compared to traditional normalization methods. The CSR system converts the handwrit-
ten data into a sequence of vectors with a sliding window shifting column by column from left to
right. At each window position, a frame is isolated and a feature vector is extracted. The recognition
is performed using continuous density Hidden Markov Models to calculate the likelihood of the ob-
servation sequence with each word in a lexicon. The most likely word is selected as the interpretation
of the handwritten data. Words are modeled as concatenations of single letter HMMs. Training is
based on Maximum Likelihood estimation, while recogniton is based on the estimation of Maximum
A posteriori Probability. The number of states is the same for every letter model.

The cross validaton technique was used to find the best parameter values (Stone, 1974). Systems cor-
responding to different parameter sets were trained and tested on a separate training and validation
set respectively. When using the new method, the only parameter to be changed is the number of
states in the letter models. The range of this configuration parameter is delimited by the amount
of training material available. When using the BSM, there are three parameters to be tuned: the
number of states per letter model, MR and SH.

After having found the best parameter set for both deslanting techniques, the performance of the two
corresponding systems was measured again over the test set, giving the final result.

Two different data sets were used in the experiments. The first is a database® of 4053 words produced
by a single writer and described in (Senior and Robinson, 1998). The second is a set of 12198 words
extracted from a handwritten page database collected at the University of Bern (Marti and Bunke,
1999). A page-into-words segmentation algorithm was applied to each. Ounly the words correctly
segmented and labeled were retained. The words were produced by approximately 200 writers. The
databases will be referred to in the following as the Cambridge and Bern database respectively.

6.1 Cambridge Database results

The database was partitioned into a training set (2360 words), validation set (673 words) and test
set (1020 words). The lexicon size is 1334 and the number of states in the letter models tested spans
from 1 to 11.

The best performance over the validation set obtained using the deslanting method described in
section 5 is 84.23%. Exploration of the parameter space of the Bozinovic and Srihari algorithm was
started at the point corresponding to the average value of the lengths of the continuous horizontal

3The database is publicly available on the web and can be downloaded at the following ftp address:
ftp.eng.cam.ac.uk/pub/data.
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MR
8 9 10 11 12
8 | 78.59 | 79.92 | 79.48 | 80.07 | 80.37
9 | 77.99 | 79.33 | 79.48 | 80.22 | 80.67
SH | 10 | 78.44 | 79.78 | 81.26 | 79.48 | 78.59
11 | 79.18 | 79.63 | 79.03 | 79.33 | 78.44
12 | 76.65 | 79.18 | 78.74 | 80.07 | 76.65

Table 1: Cambridge database results. Each column reports the accuracy results obtained changing
SH for a given value of MR. Each line reports the results obtained changing MR for a given SH. The
central point corresponds to the highest performance obtained. The results were measured over the
validation set. Each reported score is the maximum among tests using different numbers of states per
letter model, for a given pair (MR,SH).

strokes over the database (MR coordinate), and the average height of the allowed stripes given such
value of MR, (SH coordinate). We selected as optimal a point corresponding to the highest performance
over a window centred on about thid point, and five points wide. Results over the validation set are
shown in Table 1. The results over the test set are shown in Table 3. The recognition rate shows a
3.6% relative improvement using the new deslanting technique.

6.2 Bern database results

The database was partitioned into a training set (8106 words), validation set (1349 words) and test
set (2744 words). The lexicon size is 100. Experiments involved letter models with a number of states
between 9 and 20.

The best performance achieved with the deslanting described in Section 5 over the validation set is
57.52%. For the exploration of the parameter space of the Bozinovic and Srihari method the starting

MR
8 9 10 11 12
10 | 52.26 | 52.18 | 54.18 | 52.33 | 54.41
11 | 51.96 | 53.66 | 53.39 | 52.77 | 52.70
SH | 12 | 53.96 | 52.70 | 54.41 | 52.03 | 53.00
13 | 51.22 | 51.81 | 53.15 | 54.41 | 53.52
14 | 51.74 | 51.00 | 51.96 | 51.51 | 53.22

Table 2: Bern database results. Each reported value corresponds to different values of MR and SH
(see caption for Table 1). The results are obtained over the validation set.

point was selected with the same method described in the previous subsection. The results obtained
over the validation set are shown in Table 2. The two winning systems (one for each deslanting
method) were tested over the samples of the test set. The use of the new method improves the
recognition rate by 10.8% relative (see Table 3).

7 Conclusions

A new normalization technique for cursive handwritten words was presented. The algorithm is com-
posed of two steps, deslope and deslant, and in both the use of any manually set parameters has been
avoided. This is an advantage because parameter tuning often requires a heavy experimental effort,
training and testing the system to find an optimal configuration. Furthermore, a parameter set can
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| DB | BSM (%) [ new (%) |
Cambridge [ 81.56 84.50
Bern 54.95 60.89

Table 3: Results over the test set. First column reports the database, The following columns report
the performance obtained with BSM and the new method respectively. The results were obtained
over the test set.

be optimal only for a given data set.

A comparison between the new deslanting technique and the well known BSM was performed.

Two benchmarks were used for the comparison, the first is composed of words produced by a single
writer, the second of samples written by several persons with different pens (see Sections 6). In both
cases, the system showed a significantly better performance when using the new deslanting technique.
The effort needed to find the optimal system when using BSM is much higher and its optimal config-
uration is data dependent. Use of the new technique has therefore been shown effective in improving
recogniton results, while also avoiding a lot of effort in parameter tuning.
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