
BEHAVIOR OF A BAYESIAN ADAPTATION METHOD FORINCREMENTAL ENROLLMENT IN SPEAKER VERIFICATIONC. Fredouille1;2, J. Mari�ethoz3, C. Jaboulet1, J. Hennebert1,J.-F. Bonastre2, C. Mokbel4, F. Bimbot5UBS-Ubilab1 LIA2 IDIAP3 Univ. St Joseph4 IRISA5ABSTRACTClassial adaptation approahes are generally used forspeaker or environment adaptation of speeh reognitionsystems. In this paper, we use suh tehniques for the in-remental training of lient models in a speaker veri�a-tion system. The initial model is trained on a very limitedamount of data and then progressively updated with aessdata, using a segmental-EM proedure. In supervised mode(i.e. when aess utteranes are erti�ed), the inrementalapproah yields equivalent performane to the bath one.We also investigate on the impat of various senarios ofimpostor attaks during the inremental enrollment phase.All results are obtained with the Piassoft platform - thestate-of-the-art speaker veri�ation system developed in thePICASSO projet.1. INTRODUCTIONHMM adaptation tehniques have been suessfully appliedin several domains of speeh and speaker reognition. Thesetehniques allow supervised or unsupervised adaptation ofa reognition system to a partiular ondition of use, e.g.a partiular speaker or a spei� environment by adjustingspeaker model parameters [3℄[6℄[8℄. In that ase, the ini-tial model is generally estimated using a large amount ofdata. Adaptation tehniques are also used in the ontext ofspeaker veri�ation, for estimating a speaker model as anadapted version of a speaker-independent model [10℄.The work presented here has been arried out in the ontextof Work-Pakage 5 of the European Telematis PICASSOprojet [1℄, where robust approahes to text-dependentspeaker veri�ation are studied. In the type of appliationstargeted by the projet, a very limited amount of ativeenrollment data is available (typially, 2 sessions x 2 repe-titions). These data provide an unsuÆient overage of thevariability of the lient's voie and of the variety of ondi-tions of use. To improve the model quality, we investigatean inremental enrollment sheme for adjusting and updat-ing progressively the model with aess utteranes produedduring the atual use of the system, i.e without requiringany spei� speeh material beside the one uttered by the1 UBS-Ubilab - Banhofstr. 45, CH-8098, Zurih, Switzerland2 LIA - BP 1228, 84911 Avignon, Frane3 IDIAP - BP 592, CH-1920 Martigny, Switzerland4 Univ. St Joseph - Fa. des Sienes, Mar Roukos, Lebanon5 IRISA - Campus Beaulieu, 35042 Rennes, Frane

lient while he/she is using the appliation.To this aim, we use an HMM adaptation tehnique, whihstarts from a model trained on the ative enrollment utter-anes and is then adapted with eah new aess utterane.This task is performed by an inremental version of thesegmental EM algorithm (setion 2). It was shown in [9℄that this algorithm is a partiular ase of the Maximum APosteriori (MAP) adaptation algorithm [3℄ with adequatehoie of the priors depending on the initial data set.To integrate this inremental approah in our speaker ver-i�ation system, two points have been studied. Firstly, wehave investigated the inremental enrollment in supervisedmode, i.e when the lient's identity is erti�ed during theadaptation proess (setion 4). This mode is then exper-imented with and ompared to a lassial speaker enroll-ment. In setion 5, the inremental enrollment in unsu-pervised mode has been studied. For this purpose, severalprotools have been de�ned in order to investigate the be-havior of the proposed adaptation tehnique in the ase ofimpostor attaks. We �nally draw a few onlusions andperspetives from this set of experiments.2. BAYESIAN ADAPTATIONA �rst-order HMM � is de�ned by a set of Q states, aset of output distributions assoiated to the states, whihwe suppose Gaussian with a diagonal ovariane matrixfNi(:; �i;�i); i = 1; : : : ; Qg and a set of transition proba-bilities between states A = faij ; i; j = 1; : : : ; Qg.As exposed in [9℄, the inremental enrollment algorithm pro-eeds as follows: if a model �I is already trained with aninitial set of speeh data X(I); and if some new data X(N)are available to enrih the model parameters, the adapta-tion proedure by the segmental (Viterbi) EM algorithmsyields: �opt = argmax� [ max(SI ;SN ) p(�;SI ; SN jX(I); X(N))℄ (1)This proedure optimizes only the model parameters andthe new state sequenes given the whole data. The opti-mal state sequenes of the initial data are �xed to the sameas in the initially trained model. This means that the statesequenes orresponding to the initial training data are on-sidered to be always optimal. Eq. 1 an be written:�opt = argmax� [maxSN p(�; Sopt(�I)I ; SN jX(I);X(N))℄ (2)By onsidering the adaptation of the Gaussian meansonly, solving this maximization leads to the following re-



estimation equation1:�(i)l = nIl :�Il + nNl :XlNnIl + nNl (3)where n(I)i;m (resp. n(N)i;m ) is the number of feature vetorsof the initial (resp. new) data set assoiated with the mthomponent of the ith distribution and �(I)i;m (resp. X(N)i;m ) isthe mean of those initial (resp. new) feature vetors. Allthe parameters of the initial model are onstant and do notdepend on the Estimate step of the iteration.3. EXPERIMENTAL CONDITIONS3.1. Baseline systemThe baseline system is the Piassoft platform, i.e a speakerveri�ation system developed in the PICASSO projet,around the HTK software pakage [12℄, similarly to whatwas done in the CAVE projet [5℄.Aousti features are 12 LPC epstral oeÆients with log-energy, together with their �rst and seond derivatives.Cepstral mean subtration is applied at the whole utter-ane level. For lient and world modeling, Left-Right HMMword models are used, similarly to the approah in [11℄.The topology of the lient and world HMMs2 is �xed totwo states per phoneme with one Gaussian distribution perstate. The initial lient models are estimated with twotraining sessions.3.2. PolyVar databaseAll the experiments have been onduted on a subset ofthe PolyVar database. PolyVar is a Swiss Frenh databasefor speaker veri�ation tasks in telephony environments. Itontains various items suh as read sentenes, digits, om-mand words, dates, et, pronouned by 143 speakers [2℄.The task being text-dependent, only a subset of PolyVarhas been used. This subset is omposed of 17 ommandwords, uttered by speakers during multiple enrollment ses-sions. The speaker group is omposed of 42 females and 52males, split into three di�erent populations. Two of them,of 19 speakers eah (7 females and 12 males) named Popu-lation A and B are in turns dediated to development andevaluation phases. A third population (population W) isused to estimate the world model (28 females and 28 males).In pratie, 5 training sessions are available for eah wordof the voabulary, for eah speaker of Population A and B.In average, 25 repetitions of eah word have been utteredby eah speaker.4. SUPERVISED MODEIn supervised mode, aess data used to adapt a lientmodel are erti�ed as belonging to the orret lient.The experiments presented here aim at omparing the adap-tation based inremental enrollment in supervised mode1The experiments reported later are based on the adaptationof Gaussian means only, see [9℄ for re-estimation equations ofovariane matrix and Gaussian weights.2Full word models are used. Parameters are not shared be-tween word HMMs.

with a lassial enrollment. For inremental enrollment, thelient model parameters are �rst estimated on two trainingsessions. They are afterwards adapted inrementally withone additional training session at a time. Three adaptationsteps are used in this paper. For the lassial enrollment,the same number of training sessions (i.e �ve) as for in-remental enrollment are used to estimate the lient modelparameters in bath mode.Figure 1 depits the DET [7℄ urves obtained with inre-mental enrollment (\12+3+4+5") and lassial enrollmenton �ve training sessions (\12345"). For referene, the DETurve obtained with a lassial enrollment on the �rst twotraining sessions only (\12") is also provided. As expeted,it is observed that lassial enrollment on �ve training ses-sions and inremental enrollment outperform the lassialenrollment on two training sessions. This underlines therequirement for large amount of training data for an au-rate estimate of speaker model parameters. On the otherhand, similar performane is obtained for both lassial en-rollment and inremental enrollment approahes on �ve ses-sions. In this ase, the adaptation approah proposed in thispaper is able to inrementally adjust lient model param-eters to new onditions of use while reahing lient modelquality similar to a lassial enrollment approah appliedon the same amount of training data used in bath mode.
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Figure 1: Comparison of supervised inremental enrollment(12+3+4+5) to lassial enrollment in bath mode (12345).Performane of the initial model (12) is also represented.5. UNSUPERVISED MODEAdaptation-based inremental enrollment in unsupervisedmode is a more troublesome task. In this ontext aessdata used to adapt lient model an belong to the lient orto an impostor. No a priori ertainty an be guaranteed re-garding the identity of the speaker and the deision whetherto use the data or not for adaptation is left to the system.In pratie, similarly to the deision making proess appliedfor speaker veri�ation, a threshold (whih an be spei�to the inremental adaptation purpose) is used to deidewhether on�dene on inoming data is suÆient to usethese data or not for adapting the lient model. Similarly



to a baseline ASV, False Adaptation Aeptane3 (FAdA)and False Adaptation Rejetion4 (FAdR) an our. FAdAand FadR rates are de�ned as:FAdA = Number of Impostor Adaptation AeptanesNumber of Impostor Aess (4)FAdR = Number of Client Adaptation RejetionsNumber of Client Aess (5)5.1. Di�erent senarios of impostor attaksIn unsupervised mode, it an be reasonably assumed thatfalse adaptation aeptanes might ause lient modeldegradation. Therefore, the experiments reported here aimat studying the behavior of the proposed adaptation algo-rithm against di�erent senarios of impostor attaks. Thesesenarios have been designed as follows:�Protool P0. This protool is based on lient and im-postor attempts. These attempts our randomly while re-speting the hronologial order within the aess set ofeah lient (resp. impostor).�Protool P1. This protool aims at simulating massiveimpostor attaks. Therefore, the attempt list used beforein the protool P0 is reordered to group all the impostorattempts at the beginning. The hronologial order is stillrespeted.�Protool P2. The purpose of this protool is to simu-late attaks of a unique impostor against eah lient. Fourphases are de�ned and performed for eah lient:1. Attaks of a unique impostor: a unique impostor isseleted to attak a lient. During the attaks, a �xednumber of impostor attempts (�ve in this paper) arearried out against the lient model, and they areall supposed suessful. They are thus all used forinremental adaptation.2. Post-attak tests: this phase, based on a standardtest (with lient and impostor attempts without in-remental enrollment) aims at evaluating the lientmodel performane after the attaks of the uniqueimpostor.3. Client adaptation attempts: a series of lient at-tempts (�ve in this paper) are arried out with in-remental enrollment. The lient model remains pos-sibly degraded by the initial impostor attaks of step1. As for step 1, all the lient data are used for in-remental adaptation.4. Final test: a new phase of test, similar to the one ofstep 2, is performed to evaluate the behavior of thelient model estimated in step 3.To keep a onsistent number of tests, eah lient is apotential unique impostor to attak all the other lients.The four phases are repeated until all the lients have beeninvolved in this proess.If ompared to a real-life situation, protool P2 is ertainly aworst-ase situation, as, in general, a signi�ant proportionof the massive impostor attaks would be rejeted.3An impostor is aepted to adapt a lient model.4A lient is rejeted for inremental enrollment.

5.2. Test on�gurationsTo investigate on the behavior of inremental enrollment,experiments have been onduted on protools P0, P1 andP2. Results of these experiments are illustrated by DETurves.The same speaker population is involved in the three pro-tools.For protools P0 and P1, the same test data set is used(6478 lient aess and 11628 impostor aess). Only, theorder of attempts within this set di�ers between both pro-tools (impostor attempts our �rst for P1). Therefore,results obtained on both protools are omparable.For protool P2, three separate test data sets are used: a�rst set for the attaks of a unique impostor, a seond onefor the lient adaptation attempts and a third one for thetest phases (post-attak tests and �nal tests). The totalnumber of aess performed over all the phases is 221293lient aess and 470934 impostor aess.To evaluate the inremental enrollment on protool P2, dif-ferent soring on�gurations are proposed:� \IM+IA": log likelihood ratios omputed during bothphases of unique impostor attaks and of post-attak testsare used to yield a DET urve.� \IM+IA+CA": log likelihood ratios omputed duringboth phases of lient adaptation attempts and of �nal testsare used to yield a DET urve.� \IM": log likelihood ratios omputed while running the �-nal test with a lassial enrollment i.e with speaker modelstrained on two sessions only are used to yield a refereneDET urve.� \IM+CA": log likelihood ratios omputed during bothphases of lient adaptation attempts and of �nal testsare used to yield a DET urve. However, as opposed to\IM+IA+CA", no phase of unique impostor attaks hasbeen applied previously. This on�guration shows what theideal situation would look like if no impostor data were usedfor adaptation (equivalent to a supervised inremental en-rollment).The adaptation threshold (see setion 5) is set a posteri-ori in order to optimize the HTER (arithmeti average ofthe FAdA and the FAdR). For both protools P0 and P1,inremental enrollment is tested in normal onditions withan adaptation threshold set up to -1. Conversely, for pro-tool P2 this threshold is set to �1 in order to use all thedata (stemming from lient or impostor) for the adaptation.This �1 value is hosen in order to estimate the impat ofsuessful unique impostor attaks on inremental enroll-ment. 6. RESULTS6.1. Protools P0 & P1Figure 2 provides DET urves obtained using inrementalenrollment on both protools P0 and P1 and using lassialenrollment on two training sessions used in bath mode.One an observe that inremental enrollment on both P0and P1 gives the best performane if ompared to the las-sial enrollment. In terms of EER, P0 outperforms P1.Nevertheless, the di�erene of DET urves between P0 andP1 is not as larger as expeted. Indeed, depending on the



Protool FAdA (%) FAdR (%) HTER (%)P0 6.8 6.8 6.8P1 13.8 3.4 8.6Table 1: FAdA, FAdR and HTER for protools P0 and P1.massive impostor attaks involved in P1, it ould be as-sumed that performane would degrade drastially. In fat,the areful study of the FAdA and FAdR rates for P0 andP1 (see table 1) tends to show that, as expeted, the mas-sive impostor attaks do untune the lient model towardsa more \aeptant" model but fewer false rejetions ourand the HTER is only inreased by approximately 30 %relative error.6.2. Protool P2Figure 3 shows the DET urves obtained on protool P2and related to the di�erent soring on�gurations de�nedin setion 5.2. These urves reveal large performane dif-ferenes and the following points an be underlined:�\IM+IA". Five adaptations from data of a unique impos-tor are suÆient to really degrade lient models and to mul-tiply by more than 2 the EER of the referene urve. There-fore, unique impostor attaks are an important issue for theadaptation method.�\IM+IA+CA". Pursuing with �ve lient adaptations, thelient models have worse performane than initial lientmodels based on two training sessions. Degradation dueto impostor adaptation is laboriously reversible.7. CONCLUSIONSThis work advoates for the viability of an adaptive ap-proah for speaker model update, provided that the veri�a-tion based on the initial model is reliable enough to ontrolthe proportion of impostor speeh in the inremental en-rollment sheme. In ase of massive suessful impostor at-taks, the model an get severely untuned. But tehniquesfor monitoring suh large deviations an be envisaged andthey will be a topi for our future work.8. REFERENCES[1℄ F. Bimbot, M. Blomberg, L. Boves, & al, An overview ofthe PICASSO projet researh ativities in speaker veri�a-tion for telephone appliations, Eurospeeh'99, pp 1963-1966,Budapest (Hungary), Sept. 1999.[2℄ G. Chollet, J.-L. Cohard, A. Constantinesu, C. Jaboulet,P. Langlais, Swiss Frenh PolyPhone and PolyVar: telephonespeeh databases to model inter- and intra-speaker variability,Linguisti Databases, edited by John Nerbonne, pp 117-135,1997.[3℄ J. L. Gauvain, C.-H. Lee, Maximum A Posteriori estimation formultivariate Gaussian mixture observation of markov hains,IEEE Transations on Speeh Audio Proessing, Vol.2(2), pp291-298, April 1994.[4℄ O. Kimball, M. Shmidt, H. Gish, Speaker veri�ation with lim-ited enrollment data, Eurospeeh'97, Rhodes (Greee), Sept.1997.[5℄ C. Jaboulet, J. Koolwaaij, J. Lindberg, J.-B. Pierrot, F.Bimbot, CAVE-WP4 generi speaker veri�ation system,RLA2C'98, Avignon (Frane), April 1998.
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Figure 2: Comparison of a lassial enrollment on two train-ing sessions with an inremental enrollment in unsupervisedmode under two di�erent protools P0 and P1.
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