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Abstract - There is an important trend toward personal mobile communications. People use more and more handheld devices to keep in touch with friends or business partners. One possible way to connect these devices is provided by wireless radio technologies. The emerging Bluetooth technology is such a short-range wireless technology. An important feature of Bluetooth is that it enables ad hoc networking. In this paper we present some methods which enable Bluetooth devices to form an ad hoc network.

Zusammenfassung – Heutzutage  ist mobile Kommunikation wichtiger geworden. Die Leute haben verschiedene personale elektronische Apparaten, die Anschluss zu verschiedene Kommunikationsnetze versichern. Mit der Bluetooth Radiotechnologie können wir ein ad hoc Netzwerk von diesen Apparaten bilden. Ad hoc bedeutet, dass die Apparaten können ohne Infrastruktur fürenander Dateien senden. Wir presentieren verschiedene Methoden, die ein ad hoc Netzwerk von Bluetooth Apparaten aufbilden können. Weiterhin presentieren wir eine andere Methode, die dieses Netzwerk optimisiert.
Keywords: Bluetooth, ad hoc networking, scatternet formation, distributed methods

I. INTRODUCTION

The emerging Bluetooth technology [1] enables a simple shorth-range connection between different devices. They can connect to an access network or form a separate network called ad hoc network [2]. The ad hoc network is a set of devices, which build a network without any infrastructure. They forward the packets of each other. In this latter case the nodes can communicate without any infrastructure by forwarding the data of each other.

The ad hoc networking with Bluetooth arises new problems to solve. Bluetooth is a connection-oriented technology, which means that the connection between two devices must be set up before they could send packets to each other. The main question is how to build up these connections to provide an efficient communication in the ad hoc network. The aim is to increase the whole capacity in the network and provide routes as short as possible. Furthermore we should maintain a fully connected network to support an easy packet forwarding for the nodes.

Section IV describes two methods for network building, maintenance procedures and in Section V we present a topology optimization mechanism. Every method operates in a distributed manner, which is useful in the ad hoc environment.

II. BLUETOOTH WIRELESS TECHNOLOGY

Bluetooth wireless technology operates in the 2.4-2.5 GHz Industrial, Scientific, Medicine (ISM) frequency band which is license free. This means that users do not need to pay for the license of the usage of the frequency band. But it also means that other radio technologies and other types of devices (for example the microwave oven) can also use the same frequencies as Bluetooth. To reduce the interference caused by other devices Bluetooth technology uses the Frequency Hopping Spread Spectrum (FHSS) method. The transmission frequency is periodically changed. This feature of the FHSS method gives robustness against interference and fading. The Time Division Duplex (TDD) communication scheme is used for sending packets in both directions (Figure 1).
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Fig. 1. FHSS/TDD communication between nodes

Bluetooth standard defines 79 frequencies for communication. The devices use a pseudo-random sequence to determine the series of the frequency hopping between the channels. The length of the time slots is 0.625 ms, which means 1600 hops/s hopping speed. Each packet is sent on different frequency. 

The devices can communicate using a master-slave method. The master role is signed to the node, which determines the frequency-hopping scheme in the connection. Up to 7 active slaves can connect to a master node. This formation is called piconet. Communication in the piconet is lead by the master which means that the master determines the hopping sequence and the slaves synchronize their clock to the master's clock. These roles are only logical states. Any device can become a master or a slave.

Several piconets can form a larger network, called scatternet (Figure 2). 
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Fig. 2. Scatternet of Bluetooth devices

In this case there are some nodes which participate in more than one piconet. These nodes are called bridging nodes. There can be bridging nodes, which are slaves in both piconets. Alternatively, they can be a master in one piconet and a slave in another piconet. A bridging node switches between the piconets on a time-sharing based method. During the switch the bridging node has to synchronize its clock to the master's clock of the piconet it actually switches to. The node must wait till it can send data in that piconet. This bridging procedure means an overhead in the communication. An important aim of the optimization protocol is the reduction of bridging in the network.

III. PROBLEM FORMULATION

The Bluetooth specification enables the formation of a larger network from many nodes but it does not define an exact method for scatternet formation.

A. Connection setup mechanism

Since Bluetooth is a connection-oriented technology there is the question how to build a connection as fast as possible. The connection setup procedure includes the inquiry and page procedures [1]. The Bluetooth specification describes methods for building up connections with neighbouring nodes. How to reduce the connection setup time is out of scope of this paper.

B. Bluetooth scatternet building

We want to build up a network and keep it connected so that every node can communicate with another when it is possible. We must assign the master and slave roles and we must determine which nodes bridge between piconets. 

Due to the movement of the nodes the existing links can be broken. In this case we must maintain the network topology to prevent the network from being split into two parts. So we must replace the broken link with an alternative path. To ensure the reachability of each node in the network it is sufficient to provide the reachability of every visible node. This means when a node can reach the nodes in its radio range (visible neighbours) then it can reach the visible neighbours of these nodes, too, and so on. When a node can not find a route to a visible neighbour then they build up a direct connection.

C. Bluetooth scatternet optimization

The network building procedure ensures a fully connected scatternet. However this topology can be inefficient in some cases. The scatternet builder modifies the topology only when a link failure occurs. To reach a more efficient topology we have given an additional feature to the scatternet formation: this is the scatternet optimization. The scatternet optimization procedure makes the existing topology more efficient. The traffic carried by the network is forwarded on a shorter path, which increases the capacity of the whole network.

IV. SCATTERNET BUILDING METHODS

We have developed two solutions for scatternet building. In the first method the nodes use alive messages to advertise their reachability in the network. The second method is based on a routing mechanism, which stores the network topology. The message sending of both methods should be limited. This means in case of the former method that the nodes forward the alive messages in a limited hop distance and at the latter method that the nodes know only a limited network topology.

1) Alive Broadcasting Scatternet Building (ABSB)

We can check the reachability of the visible nodes by sending periodically refresh messages, which we call alive messages. When the node has periodically refreshed information about all the nodes in its neighbourhood then it can react to link failures.

The basic rule is that when a node does not receive alive messages from a visible neighbour then it builds up a link with it.

We can limit the broadcasting of alive messages (the limit called scope). With the scope value we can tune the hop distance of the reachability advertisements of the node. The scope of the messaging can be set arbitrarily. The algorithm builds up a new link even to nodes, which are already reachable, but not in the limited scope. Thus a low scope value leads to a certain redundancy in the network.

2) Routing Based  Scatternet Building (RBSB)

We can use a distance vector (for example AODV [3]) or link state (for example OLSR [4]) routing algorithm proactively to explore the topology. With the help of this knowledge we can react fast to topology changes because the nodes are able to decide whether a new link is needed or not.

We use a link state routing algorithm, which maintains the whole network topology and can calculate the route to every destination. Every node periodically sends hello messages on its links with the list of its neighbours. The neighbour nodes store this information and send the message further. This way every node explores the whole network topology. The Dijkstra-algorithm [5] can be used to find the shortest path and route the data packets to a destination. The link failure is detected by one of the end nodes and the information is spread in the network with the broadcasting of topology refresh messages. When a node refreshes the topology information and does not find an alternative route instead of the previous route, it builds up a new connection to one of the unreachable nodes. 

The messaging of this method can also be limited. In this case the nodes know only a limited topology information.

V. SCATTERNET OPTIMIZATION METHOD

The scatternet building methods build up a fully connected network of Bluetooth devices. This network may be not efficient enough for the current traffic characteristic. There is a need for a topology optimization mechanism.

The network topology optimization algorithm (Traffic Dependent Scatternet Optimization TDSO) is a distributed method. In the case of the distributed method there is no need for global coordination. It means that the nodes periodically execute the rules independently from each other. This operation of the nodes is based on local traffic information measured at the node. The aim with the execution of the rules is to increase the network capacity in a local environment and so increase the whole capacity of the network. The other aspect is to reduce the forwarding path for every traffic flow as much as possible

We propose a scatternet optimization method, which optimizes the existing network topology. Every node executes 3 simple rules according to the local measured traffic characteristic.

· Link setup: builds up new links to reduce the path length of the communication. 

· Link teardown: tears down an unnecessary link when the nodes on both ends agree. 

· Master-slave switch: allows a slave to initiate a master-slave switch. When the master accepts it then the roles are changed. 

Every node attempts to change topology according to one of the above rules. In case of failure, the node re-tries it after a certain period of time. Whenever a link modification step is accepted the node executes the next step. When a step is not accepted then the node does not do anything. This means that the steps do not need any acknowledgment, which makes the procedure robust against packet loss.

VI. SIMULATION RESULTS

We examined the methods in simulation environment. To be able to do measurements we built a packet level ad hoc Bluetooth simulator in the Plasma simulation environment.
At the simulation we used a random waypoint mobility model to simulate the movements of the nodes. The staying period was larger as the moving period which is more realistic for Bluetooth networks.

A. Simulation of the Alive Broadcasting Scatternet Building method

The Bluetooth specification defines the radio range of the Bluetooth nodes in 10 meters. We simulated the ABSB method in an area of 12x12 meters. This was large enough to generate link breaks but small enough to keep the network connected most of the time. Figure 3. shows that the Alive broadcasting method reconnects the network when it is split into two parts.

By the measurements we used a TCP connection which used the maximum available capacity for the communication.
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V. CONCLUSIONS

[image: image5.wmf](a)

(a)

[image: image6.jpg]


[image: image7.jpg]



[image: image8.jpg]


[image: image9.jpg]


[image: image10.jpg]



Fig. 3. Simulation of the ABSB method

In this case the nodes A and B communicate. We can see that first the communication goes on a direct link without bridging. This is an efficient case and the throughput is the highest during the measurement. Due to the movement of the nodes the link between A and C breaks. The protocol restores the fully connected topology. This is less efficient because of the bridging of B and the throughput drops.

This method is able to keep the network fully connected but it may not provide an efficient network topology.

B. Simulation of the Scatternet Optimization method

The Traffic Dependent Scatternet Optimization method reconfigures an existing Bluetooth network topology to increase the whole capacity of the network. 

We simulated a simple reconfiguration procedure of a piconet where a node forwards traffic between two other nodes. The traffic forwarding is an overhead for the forwarding node and it wants to initiate the other nodes to build up a direct connection if possible (Figure 4 and 5). 

The TCP source was the same as in the case of the scatternet building procedure. The execution of the rules began at 60 seconds. This was needed to let the TCP mechanism stay at a constant average transmission rate.
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Fig. 4. Faster reconfiguration of the scatternet

The first result shows the throughput as a function of time. Because of the low parameter settings the reconfiguration procedure ends in 3 seconds. This is useful when we have constant bit rate traffic (CBR). In this case the TDSO protocol reacts fast for the traffic changes. But this feature can be disadvantageous in case of bursty WWW traffic. In this case we must set the protocol parameters and the protocol will be less sensitive (Figure 5).
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Fig. 5. Slower reconfiguration of the scatternet

VII. CONCLUSIONS

Bluetooth technology provides a universal interface for the interconnection of various devices. This technology enables ad hoc networking as well. However ad hoc networking with Bluetooth arises new problems to solve.

The Bluetooth standard does not define a procedure for scatternet formation. 

In this paper we suggested two methods for scatternet building: the alive broadcasting and routing based methods. We presented how the alive broadcasting method works in a simulation environment.

 We completed the scatternet building method with a traffic dependent scatternet optimization procedure, which reconfigures the existing network topology to reach a more efficient one. 
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