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Abstract

Users often have to search for a most pre-
ferred item but do not know how to state
their preferences in the language allowed
by the system. Example-Critiquing has
been proposed as a mixed-initiative tech-
nique for allowing them to construct their
preference model in an effective way.
In this technique, users volunteer their
preferences as critiques on examples. It
is thus important to stimulate their pref-
erence expression by the proper choice of
examples, called suggestions. We ana-
lyze what suggestions should be and de-
rive several new techniques for comput-
ing them. We prove their effectiveness
using simulations and live user studies.

1 Introduction
To find products in online environments, people increasingly
rely on computerized search tools. The performance of such
tools depends crucially on an accurate model of their users’
preferences. Obtaining such models requires an adequate in-
teraction model and system guidance.

Utility theory provides a solid mathematical foundation for
optimal decision support. However, it assumes complex pref-
erence models that cannot be obtained in e-commerce sce-
narios: people are not willing to go through lengthy prefer-
ence elicitation processes. Furthermore, they are usuallynot
very familiar with the available products and their characteris-
tics. Thus, their preferences are not well established, butcon-
structedwhile learning about the available products[Payne
et al., 1993]. To allow such construction to take place, we
need to let users explore the space of possible options while
building their preference model.

A good way to do this is through a mixed-initiative system
based onexample critiquing(see Figure 1). It shows exam-
ples of complete solutions and invites users to state their cri-
tique of this solution. This allows users to better understand
their preferences. Example critiquing has been proposed by
a number of authors.[Lindenet al., 1997; Burkeet al., 1997;
Shimazu, 2001; Pu and Faltings, 2000]
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Figure 1:Example critiquing interaction. The dark box is the
computer’s action, the other boxes show actions of the user.

It has been shown[Puet al., 2003; Pu and Faltings, 2004]
that example critiquing enables users to perform rational de-
cision tasks more efficiently with considerably fewer errors
than a non-critiquing interface.

In an example-critiquing interaction, user’s preferencesare
volunteered, not elicited: users are never forced to answer
questions about preferences they might not be sure about.
Thus, users will only state preferences that they actually have,
so that a preference model with a higher number of prefer-
ences will also lead to more accurate decisions.

To encourage users to provide as complete a preference
model as possible, the system should show them examples
that will stimulate expression of their preferences as muchas
possible. Several authors have proposed that examples should
include not only outcomes that are good with respect to the
current preference model, but also outcomes that are designed
to educate the user about possible other options and thus stim-
ulate preference expression. Thus, the examples would in-
clude:

• candidate examples that are optimal for the current pref-
erence query, and

• suggested examples that are chosen to stimulate the ex-
pression of preferences.

While most earlier work, such as[Burke et al., 1997;
Shearin and Lieberman, 2001; Faltingset al., 2004] has con-
centrated on rankings and filters for finding candidate exam-
ples, the main topic of this paper are methods for generating



suggested examples.
Different strategies for suggestions have been proposed in

the literature. Linden [Linden et al., 1997] used extreme
examples, where some attributes take extreme values. Others
use diverse examples as suggestions[Smyth and McGinty,
2003; Shimazu, 2001].

In this paper, we take a deeper look at how suggestions
should be generated and derive a a family of new strate-
gies, called Pareto-strategies. We show through simulations
and experiments with live users that they strongly outperform
suggestion strategies that have been proposed earlier.

2 A deeper look at suggestions
The problem faced by a user of a search tool is that he has to
learn how to state his preferences so that the tool will find his
most preferred option. We can assume that he is minimizing
his own effort and will add preferences to the model only
when he can expect them to have an impact on the solutions.
This is the case when:

• he can see several options that differ in a possible pref-
erence, and

• these options are relevant, i.e. they could be reasonable
choices.

In all other cases, stating an additional preference is irrele-
vant: when all options would evaluate the same way, or when
the preference only has an effect on options that would not be
eligible anyway, stating it would only be wasted effort. This
leads us to the following principle as a basis for a new set of
suggestion strategies, called Pareto-strategies:

Suggestions should be options that could become
optimal when an additional preference is stated.

As a simple example consider searching for a suitable
flight between two cities A and B. Options are characterized
by the attributes:<price, arrival time, departure
airport>. For the departure airpot, there is a city airport
(CTY) which is very close to where the user lives and a big in-
ternational airport (INT) which takes several hours to reach.
Assume that the user has three preferences in this order of
importance:

• the lowest price

• arrive by 12:00

• depart from the city airport

and that he initially only states a preference on the price. The
other two preferences remain hidden. Finally, assume that the
choice is among the following options:

• f1: <200, 13, INT>

• f2: <250, 14, INT>

• f3: <300, 9, INT>

• f4: <600, 8:30, INT>

• f5: <400, 12, CTY>

• f6: <400, 16:30, CTY>

• f7: <900, 18, CTY>

• f8: <280, 15, INT>

According to the first stated preference (lowest price), the
options are orderedf1 ≻ f2 ≻ f3 ≻ f8 ≻ f5 = f6 ≻ f4 ≻
f7.

Assume that the system shows the 2 most promising ones:
f1 andf2, the two with lowest price. Heref1 already dom-
inatesf2 (f1 is better in all respects) according to the users
hidden preferences, so he is unlikely to state any additional
preference based on these examples.

A strategy that generates suggestions according to diversity
might pickf7 as suggestion as it is most different from what
is currently displayed. However, the user is likely to discard
this option, because it is very expensive and arrives very late.

A strategy that chooses examples with extreme values
would show one off4 or f7. Neither of them is likely to
be taken seriously by the user:f4 is likely to leave at a very
early and inconvenient hour, whilef7 arrives much too late to
be useful.

What makesf7 a bad suggestion to show? From the system
point of view, where only the preference about the price is
known,f7 is not a great suggestion because for most of the
possible hidden preferences, it is likely to be dominated byf5

or f6. If the hidden preference is for the city airport, thenf5

dominates because it is cheaper. If the hidden preference is
on arrival time, then only if the user requires an arrival later
than 16:30 there is a chance that it will not be dominated by
f6, which is otherwise significantly cheaper.

Without knowing the hidden preferences, good suggestions
for this scenario would bef3, which has a reasonable arrival
time without a significantly higher price,f5 or f6. These ex-
amples differ fromf4 andf7 in that they have a good chance
of becoming optimal for a wide range of possible hidden pref-
erences.

We are now going to formalize criteria for choosing such
suggestions automatically based on the current preference
model, and prove its usefulness through a set of experiments.

3 Implementing Pareto suggestion strategies
To further show how to implement Pareto suggestion strate-
gies, we have to define preference models and some minimal
assumptions about the shape that user preferences might take.
We stress that these assumptions are only made for generat-
ing suggestions. The preference model used in the search tool
could be more diverse or more specific as required by the ap-
plication.

3.1 Preference model
Given a fixed set ofn attributesA = {A1, .., An}, an option
o is characterized by the valuesa1(o), ..., an(o) that have to
belong to the fixed domainsD1, .., Dn, that can be explic-
itly enumeratedor can beintervalsof continuous or discrete
elements.

The user’spreferencesare supposed to be independent and
defined on individual attributes:

Definition 1 A preferencer is an order relation�r of the
values of an attributea; ∼r expresses that two values are
equally preferred. Apreference modelR is a set of prefer-
ences{r1, .., rm}.



If there can be preferences over a combination of attributes,
such as the total travel time in a journey, we assume that the
model includes additional attributes that model these combi-
nations. As a preferencer always applies to the same attribute
az, we simplify the notation and apply�r and∼r to the op-
tions directly:o1 ≺r o2 iff az(o1) ≺r az(o2). We use≺r to
indicate that�r holds but not∼r.

3.2 Suggestions
We consider 4 strategies of increasing complexity for select-
ing suggestions. All are based on the principle of selecting
options that have the highest chance of becoming optimal, as
explained earlier.

Depending on the formalism used for modeling prefer-
ences, there are different ways of combining the order rela-
tions given by the individual preferencesri in the user’s pref-
erence modelR into a global order of the options. For exam-
ple, each preference may be expressed by a number and the
combination may be formed by summing the numbers corre-
sponding to each preference, or by taking their minimum or
maximum.

We can obtain suggestion strategies that are valid with
most known preference modeling formalisms by using qual-
itative optimality criteria based ondominanceand Pareto-
optimality:

Definition 2 An optiono is dominated byan optiono′ with
respect toR if and only if for allri ∈ R, o �ri

o′ and at least
onerj ∈ R, o ≺rj

o′. We writeo ≺R o′ (equivalently we can
say thato′ dominateso and writeo′ ≻R o)

We also say thato is dominated(without specifyingo′)

Note that we use the same symbol≺ for both individual pref-
erences and sets of preferences.

Definition 3 An optiono is Pareto-optimal(PO) if and only
if it is not dominated by any other option.

Pareto-optimality is the strongest concept that would be
applicable regardless of the preference modeling formalism
used. Our techniques use the concept ofdominating set:

Definition 4 The dominating set of an optiono is the set of
all options that dominateo: O+

R(o) = {o′ ∈ O : o′ ≻R o}.

We will write O+(o) if it is clear from the context which is
the setR of preferences we are considering.

In our applications, users initially state only a subsetR of
their true preference modelR. When a preference is added,
dominated options with respect to R can become Pareto-
optimal. The following observation is the basis for evaluating
the likelihood that a dominated option will become Pareto-
optimal:

Proposition 1 A dominated optiono′ with respect toR be-
comes Pareto-optimal with respect toR∪ri (a new preference
ri is added), if and only ifo′ is strictly better with respect
to ri than all options that currently dominate it:o′ ≻ri

o,
∀ o ∈ O+

R(o′).

In general, the Pareto-optimal set increases when stating
more preferences, as the dominance relation becomes sparser.

3.3 Strategies
The extremestrategy, proposed initially by Linden et al. in
ATA [Linden et al., 1997], selects options that have either
the smallest or the largest value for an attribute on which the
user did not state any preference yet. Because many possible
choices often do not have a clear ranking, random selection
may be required. This strategy is included for comparison
purposes.

The 3 strategies we propose (that we callParetosuggestion
strategies) use Pareto-optimality to implement the principle
stated in the introduction: suggestions should not be optimal
yet but have a high likelihood of becoming optimal when an
additional preference is added. An ideal suggestion is an op-
tion that is Pareto-optimal with respect to the full preference
modelR but is dominated inR, the partial preference model.

According to Proposition 1 the probability of a dominated
optiono of becoming Pareto-optimal is equal to:

p(o) =
∏

o+∈O+(o)

pd(o, o+) (1)

wherepd is the probability that a new preference makeso
escape the domination relation with a dominating optiono+,
i.e. if o is preferred overo+ according to the new preference.
As evaluating this probability exactly requires the probability
distribution of the possible preferences, in general difficult to
evaluate, we propose several strategies based on increasingly
detailed assumptions about these distributions.

The simplest strategy, thecounting strategy, is based on
the assumption thatpd is constant for all dominance relations.
Thus, we assume:

p(o) =
∏

o+∈O+(o)

pd = p
|O+(o)|
d (2)

Sincepd ≤ 1, this probability is the largest for the smallest
setO+(o). Consequently, the best suggestions are those with
the lowest value of the following counting metric:

FC(o) = |O+(o)| (3)

The attribute strategyconsiders the fact that for breaking
the dominance relation with all options in the dominating set,
there has to be one attribute where all dominating options
have different values. To express this concept, we define the
predicateDiff :

Definition 5 For an attributeai and a given optiono1 with
dominating setO+, Diff(o1, ai, O

+) holds if:

• interval domains:ai(o1) should be either greater than
or smaller than the attribute values forai of all options
in O+

• enumerated domains:ai(o1) should be different than the
attribute values forai for all options inO+

The operatordiff(o1, ai, O
+) has value1 if the predicate

Diff holds,0 otherwise.

The reasoning here is the following. For interval domains,
we assume that preferences are continuous, i.e. the user is
likely to prefer values to be larger or smaller than a certain



threshold, or as large or as small as possible. This applies
to attributes like price or travel time and fits well with the
majority of users. For enumerated domains, a new preference
may break the dominance relation whenever the attribute has
a different value. Then we count the number of attributes for
which there are no preferences yet and where all dominating
options have a different value:

FA(o) =
∑

ai∈Au

Pai
diff(ai, o, O

+(o)) (4)

whereAu is the set of attributes on which no preference has
been expressed yet;Pai

is the probability that the user has an
unstated preference on attributeai. It chooses as suggestions
those options with the largest value of this metric.

The probabilistic strategyfinds the best possible estima-
tion of the probability that a particular solution will become
Pareto-optimal.pd (Equation 1) can be written as:

pd(o, o+) ≈
∑

ai∈Au

Pai
δi(o, o+) (5)

whereo+ ∈ O+(o), the set of dominators ofo, andδi

is an heuristic estimation of the probability that an hidden
preference on attributeai makeo better thano+ according to
that preference, hence escaping the dominance relation. As
heuristic we use a normalized difference for interval domains;
for discrete we simply look if the attribute values are the dif-
ferent.

Such a heuristic (the more two attribute values are differ-
ent, the more a preference is likely to discriminate them)
implement the intuition that suggestion should be different
from the candidates. It is a correct estimation of the prob-
ability (when the attributes are not correlated) under some
circumstances: preference are of the formLessThan(v),
GreaterThan(v) and values on the same side with respect
to v are indifferent between themselves.

The example continued
In the example before,f1 andf2 are shown as candidate op-
timal examples. We will now consider which options will be
chosen by the filters as suggestions, omitting the calculations.

The dominance relation directly map to the counting filter
rank: the first suggestion will bef8 (that is not very interest-
ing because very similar to the candidates), if two are shown,
the other will bef3. The attribute filter selectsf6 as best sug-
gestion: its dominators for price (f1, f2, f8, f3) all depart
from a different airport and leave before (external interval):
the diff is equal to 1 on both attributes. The attribute filter
cannot choose a second suggestion: all other options have the
same values fordiff on both attributes. The probabilistic filter
choosesf6 andf5: they are both dominated by four options
(f1,f2,f8 andf3) but have high chance of breaking this domi-
nation because they significantly differ on the other attributes
(they leave from the other airport;f6 lands few hours after,
f5 before).

Let’s assume now that the user has stated the preference
about the price and about the time. The candidates will be
now f1 andf3. The suggestions: the counting strategy will
proposef2 and f5 (dominated respectively only byf1 and
f3), the attributef5 (different airport than its dominator,f3)

interface C interface C+S
number of critiquing cycles 3.48 3.90

initial preferences 2.19 2.10
final preferences 2.81 4.19

increment 0.62 2.09

Table 1:Results of the between groups experiment.

and the probabilisticf5 andf6. All suggestions technique
show an example with the city airport and the user is stimu-
lated to state that preference.

4 Empirical Evaluation
We conducted two experiments to evaluate the suggestion
strategies on FlatFinder, a web application for finding stu-
dent housing that uses real offers from a university database.
User preferences are elicited interactively and incrementally.
There are 10 attributes; four are interval domains (e.g. num-
ber of rooms), and six are enumerated domains (e.g. type of
available transportation). The users state their initial prefer-
ences and perform a query pressing thesearchbutton; based
on the results displayed, the users then refine their preference
model through the example critiquing process.

We define theinteraction cycleas the period between two
consecutive times that the search button is pressed. During
each interaction cycle, the user can state additional prefer-
ences, change the reference value of existing preferences or
even remove one or more of the preferences.

The application was made available in two versions:C,
showing only the candidate set, andC+S, also showing the
suggestions produced by the probabilistic strategy. The sub-
jects included doctoral and undergraduate students, as well as
university staff. The experiment was supervised. We divided
the 54 subjects in two groups, A and B, of 27 subjects each.

We conducted two experiments. In the first one, we com-
pared the two different interfaces showing one version to each
group. In the second experiment, we further showed interface
C+S to each subject in the group that was shown interface C
before and compared their preferences and choices. Note that
we could not ask the group that had worked with the full in-
terface to use the simpler version in the second experiment,as
they would have already constructed a more complete prefer-
ence model based on the suggestions.

Between groups experiment
The first group (group A), was shown interface C while the
second group (group B) was shown interface C+S. We mea-
sured the number of critiquing cycles and the number of ex-
pressed preferences, defined as the number of preferences at
the end of the interaction minus the number of initial prefer-
ences. Table 1 shows the results we obtained.

Note first that both groups state about the same number
of initial preferences r, showing that there is no bias in their
distribution. Second, the number of critiquing cycles for
both groups is not significantly different (t-test: tStat=-0.72,
p=0.23), showing that they both spent a comparable amount
of effort. However, there is a big difference in the number
of elicited preferences; subjects who saw the suggestions in



interface C interface C+S
initial preferences 2.19 2.19*
final preferences 2.81 3.62

increment 0.62 1.43
% that changed their choice 77%

Table 2:Result of the within group experiment. *= the initial
preferences are considered the same as in the first use of the
application.

the C+S interface on average stated 2.1 additional preferences
during critiquing, whereas those who did not see the sugges-
tions added only 0.62. This difference is statistically very
significant (t-test: tStat=-4.07, p=0.01). As all preferences
are volunteered by users, it is likely that they reflect true pref-
erences. Thus, a model with more preferences is more ac-
curate. The suggestions almost double the number of prefer-
ences, and thus very significantly increase the accuracy of the
preference model.

Within group experiment
In the second experiment, which was conducted simultane-
ously with the first, we additionally asked the subjects who
had used only interface C to subsequently complete the same
task with interface C+S. 15 of the 27 subjects in the group
agreed to continue for this experiment. We measured how
many additional preferences they stated with interface C+S,
and how often the option they finally chose was different from
their initial choice.

Table 2 shows the results of this experiment. They show
that subjects who used interface C+S after interface C stated
on average 0.93 additional preferences (t-test: tStat=-2.3,
p=0.02). The average total number of 3.62 preferences is
slightly lower than the 4.19 in the first experiment, which can
be attributed to the fact that subjects are likely to be tired
when performing the second of two experiments. Thus, the
suggestions again seem to significantly improve the quality
of the preference model.

This is also confirmed considering that 77% of the subjects
discovered an option that they considered better than their
previous choice based on the generated suggestions. This is
another strong indication that the resulting preference model
is indeed significantly more accurate.

5 Experiments with a simulated user
To further compare the different strategies without using
costly user studies, we simulated the interaction of a com-
puter generated user behavior with an example critiquing sys-
tem with randomly generated preferences. The simulated in-
teraction starts with the initial preference (randomly chosen)
andk solutions are selected as suggestions according to the
strategy in use. The simulated user states a new preference in
the case he/she is shown a solution that would become Pareto-
optimal if such a preference were stated. If among thesek
options, there is one that triggers this rule, a new preference
will be stated. The interaction continues until either the user
model is complete or the simulated user states no further pref-
erence. Note that when the complete preference model is dis-
covered the user finds its most wanted option.
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Figure 2:For each strategy, we compare the fraction of simulation
runs that discover at least x preferences. 100 runs, data setwith 8
attributes and preferences.

#P random extr. c. att. prob.
2 0.40 0.55 0.75 0.79 0.73
5 0.29 0.44 0.78 0.81 0.82
8 0.28 0.39 0.80 0.83 0.86

Table 3:The impact of the variation in the number of preferences
to be discovered. (% of correctly preferences discovered, on av-
erage. Legend: extr. = extreme strategy, c. = counting strategy,
att.=attribute strategy, prob= probabilistic strategy.)

The results of the simulation are summarized in Figure 2
for a catalog with 50 options, 9 attributes and complete user
model. It is shown the percentage of runs (out of 100) that
discover at least x out of the 8 preferences to discover. We see
that the suggestion strategies provide a marked increase inthe
quality of the preference model. Furthermore, the increase
closely mirrors the results of the study with human users, pro-
viding additional confirmation that the reasoning behind our
strategies is correct.

We investigated the impact of the number of preferences,
the number of attributes and the size of the data set.

Surprisingly we discovered that the number of attributes
only slightly changes the results. Keeping the number of
preferences constant at 6 (one being the initial preference),
we made simulations with the number of attributes equal to
6,9,and 12. The fraction of runs (with 100 total runs) that
discovered all the preferences varied for each strategy and
simulation scenario by no more than5%.

We were surprised by the fact that the strategy of gener-
ating extreme examples, as originally proposed by Linden
[Lindenet al., 1997], performed so poorly and only beats ran-
domly selected suggestions by a narrow margin. This shows
the importance of considering the already known preferences
in the selection of suggestions.

Increasing the size of the data-set makes the performance
gap bigger. This can be explained by the fact that the Pareto
suggestion strategies can profit from the increased number of
options from which to pick out the best options.

The simulations show that the simulated user is much more



data random extr. c. att. prob.
size choice
50 0.28 0.39 0.80 0.83 0.86
75 0.23 0.29 0.84 0.81 0.91
100 0.20 0.24 0.81 0.83 0.89
200 0.09 0.16 0.80 0.84 0.92

Table 4:The impact of the size on the performance. For each strat-
egy, we show the average fraction of preferences discovered(in %).
We ran 100 Simulations with 8 attribute and 8 preferences. Leg-
end: extr. = extreme strategy, c. = counting strategy, att.=attribute
strategy, prob= probabilistic strategy.

likely to state new preferences using the probabilistic strat-
egy (statistically significant). Moreover, in the simulations
the complete preference model was discovered up to 25 times
more often with the probabilistic strategy than with randomly
picked suggestions, up to 10 times more than using the ex-
treme strategy, and 1.5 times more than the counting strategy.
The probabilistic strategy has an average behavior better than
the attribute strategy.

Among the three Pareto strategies, the probabilistic strat-
egy gives the best results. However, it also makes the most
assumptions about the preferences the user is likely to state.
When these assumptions are not satisfied, the performance
is likely to degrade. On the other hand, the counting strat-
egy is the most robust among Pareto strategies as it makes no
assumptions whatsoever about the form of the user’s prefer-
ences, while still achieving a large gain over simpler strate-
gies. In practice, it may often be a better choice.

6 Conclusions
Obtaining quality user preferences is essential for increas-
ing the accuracy of search and recommender tools. Mixed-
initiative systems such as example critiquing are a promising
technology for efficiently eliciting accurate user preference
models. Determining how to stimulate the user to state pref-
erences on as many attributes as she or he may have is a key
issue concerning such systems. We have developed a model
for computing what examples would be the best for stimu-
lating preference expression and designed several suggestion
strategies based on this model. The main principle is that
suggestions should be options that are dominated under the
current preference model but would no longer be dominated
with the inclusion of additional preferences. To implement
this principle with a minimum of assumptions about the user’s
preference model, we defined different strategies based on the
concept of Pareto-optimality, generally calledPareto strate-
gies.

With a user study, we showed that this model is indeed very
effective for eliciting user preferences; we followed thisuser
study with a more precise investigation based on simulations.
The results show the strong performance of Pareto strategies
in comparison with other techniques that have been proposed
earlier.

Overall, the suggestion strategies significantly contribute
to making the most accurate decision by almost doubling
the number of preferences stated by average users. As they

are based on the very general notion of Pareto-optimality,
they can be applied to a broad range of preference model-
ing formalisms, including utility functions, soft constraints
[Bistarelli et al., 1997], and CP-networks[Boutilier et al.,
2004]. This should greatly strengthen the performance of ex-
ample critiquing systems in applications ranging from deci-
sion support to e-commerce.
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