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#### Abstract

Assurance of equity in student outcomes includes ensuring that module results are comparable within reasonable bounds. We present a procedure that first compares (and adjusts if necessary) module variances. Then, student results are individually normalised to standard variates. A simple sign test is used to identify modules with disproportionately good or poor results. Module results are offset so as to adjust averages that do deviate. A detailed examination of an artificial data set shows that the proposed very simple procedure yields results that agree with a sophisticated statistical analysis.


## INTRODUCTION

STUDENT EXPECTATIONS of fair and robust grading schemes are mirrored by more general community expectations: each group uses university results for a variety of purposes. Employers and admissions personnel at the student's home university and at other educational institutions examine grades routinely. In countries like the United Kingdom and Australia, engineering graduates are ranked according to the class of honours attained; this honours degree outcome can affect a graduate's career prospects for several years. Results of examinations should, therefore, be subject to processes to ensure fair and equitable outcomes. Such outcomes are also necessary because student assessment of their own performance is often at odds with the assessment of tutors and lecturers [1].

Not surprisingly then, at least annually, academics expend much time and effort in reaching agreement on student grades. For example, a scheme was developed for comparing consistency of marking of undergraduate theses [2]. It is not at all unusual for engineering academics to attend lengthy meetings at which detailed discussions occur regarding differences between the performance of individual students in different subjects/ modules (we use 'module' to refer to a subject or similar discrete component in a given year of a degree programme), and in the overall performance displayed in those modules. In particular, summary statistics such as averages and standard deviations (or variances) for various modules are compared, discussed and, indeed, debated. Perhaps module $X$ has a very low average, whereas modules $Y$ and $Z$ have averages $20 \%$ or more higher. Explanations abound concerning the difficulty of the material in $X$ relative to $Y$ and $Z$ or, conversely,

[^0]the lack of difficulty of $Y$ and $Z$ relative to $X$. Or, perhaps $X$ has been taught by a junior or otherwise inexperienced academic [3, 4], there was an unforeseen timetable clash, formative assessment items were not returned in a timely fashion, the examiners placed different emphasises on different aspects of assessed work [5], or library/laboratory facilities were inadequate in the relevant area. In addition, these discussions are exacerbated by the fact that usually students have a good deal of choice in the range of modules studied, in which case module $X$ might have been taken by a group of interested students, while those taking $Y$ and $Z$ were highly motivated. How can examination boards (the term 'examination board' refers to the committee with formal responsibility for awarding student grades) be assured that the excellent grades in $Y$ and $Z$ are not simply a manifestation of generous marking?

Another explanation for disparity in module averages is that academics, being individuals, will produce exams of varying difficulty, or will vary in the results awarded in marking student work of identical quality. Perhaps on sound pedagogical grounds, a new teaching method was employed, with unforeseen consequences.

Clearly, procedures to quantify whether differences between module outcomes are justified on reasonable statistical grounds can provide very useful timesaving guidance to assist examination boards in identifying the need for grade-moderation discussions. On the other hand, statistical measures and comparisons can likewise help identify when detailed discussions are not needed.
As mentioned already, given that student results can have a major effect on the prospects of graduating students [6], it is important that consistent and fair grades are given. More generally, quality assurance procedures should be robust and ensure equity in student outcomes. That is, although a brief perusal of student/module results might not suggest any obvious outcomes necessitating discussion, a
mature quality assurance procedure would include a standard set of quantitative checks to alert the examination board to possibly biased or otherwise unusual results. Quality assurance involves identifying where moderation is justified, as well as where it is not.

A perusal of the statistical and educational assessment literature reveals various statistical methods that could be applied to identify the need grade moderation [7]. Unfortunately, the level of statistical sophistication needed is likely not readily available in many examination boards, particularly given the time pressure under which boards typically operate. Even with available expertise, for many sophisticated procedures there is frequently a substantial requirement for data preparation and manipulation, checking and interpretation. Statistical methodologies that cannot be readily programmed within a spreadsheet are not likely to be of widespread practical use. Furthermore, interpretation of results from more advanced procedures might rely on statistical training; individuals with such training would, likewise, not generally be available for most examination boards.

To make the process of arriving at final student outcomes more concrete, we provide a conceptual outline of the steps to be taken in Fig. 1. Grades are collected and summarised, usually in a spreadsheet, and summary statistics calculated. Our purpose is to present a simple yet robust statistical procedure for analysing results of a given cohort of university students. It is envisaged that the procedure would be applied to the results of all students in a given year of an engineering degree program. We proceed with this context in mind. The part of

Fig. 1 that will be the main focus of this paper is the procedure to identify the need to adjust grades. We present, in addition, a simple grade-adjustment procedure.

## STATISTICAL PROCEDURE

We wish to identify amongst a group of modules, modules for which student results are too high or too low. Following such identification, it is expected that a grade adjustment procedure would be implemented to adjust grades up or down, as necessary to remove anomalies. Following adjustment, the procedure would be re-applied to ensure that equitable results were obtained.

Consider a cohort of students taking $N$ modules. Some degree programmes are based on pass-byyear system, whereas others work on a pass-bymodule system. Either case is accommodated as we are aiming to compare consistency of module outcomes. It is, however, worth recalling that in many circumstances the overall average grade is important (say, for progression to the next academic year, for determination of honours classifications or for allocation of academic prizes). The overall grade will be the weighted sum of several module results. As noted previously [8], it 'is a common misconception that the nominal weights correspond to the relative weights of the variables in the composite'. Put another way, the variance computed for a student's overall average (the composite) is weighted not according to the assigned (nominal) weight of each module grade, but according to the relative weight computed for the variance of that sum. This effect is exacerbated


Fig. 1. Flow chart of the grade moderation process.
in circumstances where each module grade comes from distributions with different variances. The variability of each summed component should be approximately equal to ensure that the variability of the weighted average fairly reflects the weighting assigned to each component module [9]. Even where an average year grade is not computed, it is still good practice to have approximately equal variances in each module. In practical terms, modules with variances that are too large (relative to a given norm) simultaneously benefit some students (with relatively higher grades) and disadvantage others (with relatively lower grades). Conversely, modules with a relatively smaller variance cluster all grades towards the mean. Thus, students with relatively good performances in the module are disadvantaged while those who performed less well benefit. Below, we shall use a simple check to ensure module variances are comparable.

With this in mind, a possible next step in the procedure is to compare averages of the individual modules. Rather than compare averages directly, in our procedure we adopt a student-centred approach and look at overall student performance. To do this, the procedure identifies outliers in each student's performance, and aggregates these for each module. This procedure will be detailed below.

In terms of comparing averages directly, we note that student results in each module give the averages $\bar{x}_{i}, i=1, \ldots, N$. Each average is an estimate of the population mean, $\mu_{i}$, assuming the population consists of all students eligible to take module $i$. Then, it is useful to test the hypothesis $H_{0}: \mu_{1}=\mu_{2}=\ldots \mu_{N}$, in which case the one-way ANOVA (analysis of variance) test would be applied. Alternatively, one could check means in a pairwise fashion using a variety of tests [10], although this approach would engender considerable effort-a total of $N(N-1) / 2$ comparisons.

Elsewhere, it was concluded that an ANOVA was the most reliable way to check comparability of secondary subjects in national exams carried out in the United Kingdom [11]. But, in order to have confidence in the ANOVA results, several checks would need to be undertaken. Since the standard ANOVA relies on the assumption of equality of variances (which is desirable in any case), the estimated variances to be used in the ANOVA should be checked statistically for equality. Likewise, the ANOVA procedure assumes that normally distributed populations are being sampled; again, a check should be carried out.

In a standard one-way ANOVA, the experimental subjects (in this case, students) should be drawn as independent samples. Sample outcomes used in the ANOVA should be uncorrelated. Since the students being assessed generally take several modules in a given academic year, it is highly doubtful that the results in different modules would be uncorrelated. The one-way repeated measures ANOVA [12] is applicable for correlated
samples [13]. Non-parametric approaches are available [14], however the implementation of these is not straightforward and can involve data manipulation such as ranking. As mentioned in the introduction, given time constraints and perhaps lack of significant statistical expertise, generally it is not practically feasible to carry out these procedures and, in the case of parametric tests, associated assumption checking. In that case, we proceed to a simplified approach, described below.
In comparing student performance across many modules, the key question we wish to answer is whether the outcomes are comparable. This question immediately focuses attention on the average grade awarded in each module. However, even if all modules have comparable averages, as already mentioned a fair comparison would be based on the condition that the results in each module also exhibit comparable variability. To evaluate comparability of module outcomes, we aim to discern cases where a student's grade in a given module is markedly different from their year average. Modules with a high proportion of better-than-average or worse-than-average performances are identified for grade moderation. Details of an algorithm (Grade Adjustment Procedure, GAP) that achieves these steps is presented in Fig. 2. The various steps in this figure are discussed below.

## GAP: details of steps undertaken in Fig. 2

For convenience, we assume all module grades are given as percentages.

In Step 1, individual module variances are checked for equality. There are several methods for comparing variances [15]. A simple (although parametric) procedure begins with calculation of the average variance over all the modules. Then, we compare individual module variances with the average. That is, compute:

$$
\begin{equation*}
\bar{s}^{2}=\frac{1}{N} \sum_{i=1}^{N} s_{i}^{2} \tag{1}
\end{equation*}
$$

where $N$ is the number of modules, $s_{i}^{2}$ is the estimated variance for module $i$ and $\bar{s}^{2}$ is the average module variance. For each module, we accept the hypothesis that $\sigma_{i}^{2}=\bar{\sigma}^{2}$ at the 0.1 $(0.05,0.01)$ significance level if:

$$
\begin{equation*}
\frac{\left|s_{i}-\bar{s}\right|}{\bar{s}} \sqrt{2 n_{i}}<1.64(1.96,2.58) \tag{2}
\end{equation*}
$$

where $n_{i}$ is the number of students taking module $i$. The check in (2) is an approximation to the appropriate $\chi^{2}$-based statistic [13]:

$$
\begin{equation*}
\frac{\left(n_{i}-1\right) s_{i}^{2}}{\bar{s}^{2}}<\chi_{n_{i}-1, \alpha}^{2} \tag{3}
\end{equation*}
$$

where $\alpha$ is the significance level. The tests in (2) and (3) both assume that $\bar{s}$ is independent of $s_{i}$, which is clearly not the case. However, it would be
the case if the average in (1) were modified such that it was computed without considering $s_{i}$. We do not follow this approach here since it adds another small complication to the GAP, and has only a small effect. With or without this modification, the check in (2) is conceptually easy to apply and might be more appropriate than (3) since normality in the examination marks data set is not checked. If (2) is not satisfied for any given module, then either a more sophisticated test such as (3) should be applied, or the module grades should be adjusted (adjustments are discussed subsequently). On the other hand, there could be grounds for leaving the module results untouched and accepting that the variance of grades in that module is larger or smaller than in other modules.

In Step 2, the average and standard deviation is computed for each student's results. These are used in Step 3 to compute, for each student, normalised results. This step is simply to allow for easy searching of each student's (possibly) better-thanexpected and worse-than-expected results.

Next, in Step 4, the average and standard deviation (or variance) of each module's normalised
results are calculated. These statistics are not used directly; rather they are computed to give an overall view of the variability between the outcomes of particular modules. For example, it highlights which modules have high and low averages. The variances of each module should cluster around unity since variance compatibility has been checked in Step 1. If module grades were adjusted subsequently, then the change in these summary statistics would confirm the action taken.
The target standard deviation selected in Step 5 should be large enough to assist in detection of outlier results. A typical choice would be select a target of 1 . If the module results were normally distributed with mean 0 and standard deviation of 1 , then there would be about $16 \%$ of the grades above + target and below -target. The numbers of results outside $\pm$ target are counted in Step 6.

In Step 7 the statistic $\hat{T}$ is used in the modified sign test $[16,17]$, which tests whether $A=B$. By carrying out this test, we are checking whether the proportion of students who did well in the module balances the proportion that did not. If a skewed distribution was expected, then the test could be
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Fig. 2. Details of a Grade Adjustment Procedure (GAP) to identify modules where moderation of grades is warranted.


Fig. 3. Various grade adjustments ( $x_{\text {old }}$ is the original grade and $x_{\text {new }}$ is the adjusted grade). No adjustment is given by the $1: 1$ line (dashes). The solid line shows a nearly variance-preserving offset with small adjustments at the end of the range to remove the possibility of outliers. The dotted line shows a combination of straight-line adjustments, with changes to both the module variance and mean.
adjusted to account for this. The test does not rely on distributional assumptions, although it is assumed that the outcomes are independent, which is a reasonable assumption for grades of individual students. The test $\hat{T}>2$ is significant at the 0.05 level, and the hypothesis is rejected. It is significant at the 0.1 level for $\hat{T}>1.6$.

At this juncture it is worth mentioning that some modules might be expected to have better outcomes than others. Typically, modules that rely mainly on coursework material such as assignments have outcomes that are much higher than modules that are graded wholly on supervised examinations [18]. The difference in each mode of assessment can be estimated on current or historical data. Our experience is that modules relying on coursework for assessment have individual student outcomes around 0.5 of a standard deviation above supervised examinations. Assuming that (on average) higher grades are acceptable for such modules, this effect is easily included in Step 7. For each module, the proportion of the grade allocated to coursework material is denoted as $p$. Then, in Step 7a, replace target by target $+0.5 p$ and in Step 7b replace -target by - target $+0.5 p$. On the other hand, if the examination board deems it unacceptable that coursework material should have higher average grades, the test in Step 7 will identify clearly any such modules.

## Grade adjustment

Once a decision has been taken to adjust module grades, the question of the amount of adjustment naturally arises. This is a policy decision that should be decided prior to taking action. Below, we adopt the criterion that grades should be adjusted minimally to achieve the goal of satisfying the statistical test imposed.

There are two opportunities to adjust grades in Fig. 2, at Steps 1 and 8. At Step 1, the goal is to adjust the variance of a particular module (or modules). If student grades in a module are denoted as $x$, then a change in variance is achieved using:

$$
\begin{equation*}
x_{n e w}=a x_{o l d} \tag{4}
\end{equation*}
$$

where $a$ is the adjustment factor. Clearly, the transformation in (4) will change the module average by the factor $a$. This is not important since below we discuss how the module grades will be offset to adjust the average. Alternatively, we can adjust the variance while maintaining the calculated module average by altering (4) to:

$$
\begin{equation*}
x_{\text {new }}=a x_{\text {old }}+(1-a) \bar{x}_{\text {old }} . \tag{5}
\end{equation*}
$$

For both (4) and (5), the relationship between the estimated variances (Var) is:

$$
\begin{equation*}
\operatorname{Var}\left(x_{\text {new }}\right)=a^{2} \operatorname{Var}\left(x_{\text {old }}\right) . \tag{6}
\end{equation*}
$$

Since the amount of the adjustment is known, an approximate value for $a$ is easily calculated to satisfy the condition in (2). Note that (6) is not exact in terms of computing $a$ since the average variance ( $\bar{s}^{2}$ ) computed in (1), and used in (2), will change when any module grades are adjusted.

The other place where adjustment is suggested is in Step 8. At this stage, it is expected that only an offset is needed, i.e., $x_{\text {new }}=+x_{\text {old }} b$. If more than one module is identified as needing adjustment, only the module with the largest $\hat{T}$ is adjusted by a fixed, small amount (say 0.5\%). Adjustment continues until the imposed statistical test is satisfied.

Following adjustment, the adjusted grades are examined in case any lie outside the range $0-100 \%$.

Table 1. Synthesised data set of student results and modules: $M$ denotes a set of module results and $S$ denotes a set of student results

| Modules |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $M_{1}$ | $M_{7}$ | $M_{3}$ | $M_{4}$ | M | M6 | $M_{7}$ | $M_{3}$ | M ${ }_{9}$ | $M_{10}$ | $M_{11}$ | $M_{12}$ | Average | Variance |
|  | $S_{1}$ | 72.4 | 61.2 | 66.4 | 60.9 | 62.7 | 53.9 | 58.9 | 69.3 | 81.3 | 78.7 | 76.6 | 98.6 | 70.1 | 153 |
|  | $S_{2}$ | 68.9 | 66.9 | 49.4 | 61.8 | 54.6 | 54.4 | 57.7 | 39.5 | 31.6 | 45.7 | 49.2 | 35.4 | 51.3 | 141 |
|  | $S_{3}$ | 79.3 | 68.3 | 61.5 | 66.1 | 57.5 | 68.8 | 60.9 | 61.7 | 48.9 | 37.6 | 55.5 | 62.2 | 60.7 | 110 |
|  | $S_{3}$ | 64.1 | 57.2 | 61.7 | 65.9 | 62.4 | 68.7 | 68.4 | 61.0 | 59.3 | 73.1 | 69.7 | 74.6 | 65.5 | 30 |
|  | $S_{5}$ | 73.2 | 95.6 | 88.2 | 85.4 | 90.0 | 94.2 | 97.7 | 80.5 | 79.8 | 98.1 | 80.5 | 79.3 | 86.9 | 69 |
|  | $S_{6}$ | 51.3 | 49.1 | 47.6 | 42.3 | 44.6 | 46.9 | 47.4 | 47.8 | 33.0 | 19.0 | 20.9 | 30.6 | 40.0 | 127 |
|  | $S_{7}$ | 49.4 | 47.3 | 37.9 | 37.5 | 37.0 | 27.0 | 32.7 | 25.8 | 38.1 | 43.1 | 26.2 | 44.6 | 37.2 | 65 |
|  | $\mathrm{S}_{8}$ | 75.8 | 69.4 | 74.0 | 57.8 | 46.6 | 40.1 | 34.6 | 45.0 | 38.4 | 41.3 | 52.7 | 48.4 | 52.0 | 202 |
|  | $S_{5}$ | 53.1 | 629 | 52.8 | 34.1 | 48.7 | 48.1 | 51.6 | 39.6 | 58.3 | 45.4 | 57.8 | 46.4 | 49.9 | 65 |
|  | $S_{n}$ | 41.3 | 43.5 | 41.7 | 24.4 | 45.8 | 50.9 | 49.9 | 53.4 | 55.5 | 59.9 | 68.7 | 73.8 | 50.7 | 174 |
|  | $S_{11}$ | 52.5 | 48.4 | 52.3 | 48.6 | 44.1 | 30.9 | 48.0 | 46.4 | 44.9 | 30.2 | 44.6 | 43.8 | 44.6 | 51 |
|  | $S_{12}$ | 72.3 | 81.9 | 76.1 | 84.0 | 80.3 | 76.9 | 89.5 | 86.7 | 71.2 | 81.5 | 79.6 | 86.9 | 80.6 | 33 |
|  | $\$_{11}$ | 62.6 | 56.1 | 64.7 | 73.8 | 58.9 | 80.5 | 69.2 | 74.9 | 61.7 | 71.1 | 698 | 61.2 | 67.0 | 54 |
|  | $5_{14}$ | 83.4 | 99.7 | 97.3 | 80.2 | 82.6 | 88.4 | 83.6 | 69.8 | 81.8 | 89.0 | 86.8 | 76.2 | 84.9 | 68 |
|  | $\$_{15}$ | 72.3 | 54.8 | 52.1 | 47.2 | 37.2 | 45.3 | 42.7 | 51.7 | 40.1 | 54.3 | 45.5 | 47.5 | 49.2 | 83 |
|  | $\$_{15}$ | 82.0 | 75.9 | 64.8 | 65.5 | 63.5 | 57.1 | 56.1 | 53.8 | 50.9 | 40.0 | 45.9 | 28.3 | 57.0 | 222 |
|  | $\$_{17}$ | 88.5 | 93.8 | 90.1 | 73.9 | 75.8 | 67.1 | 62.0 | 58.1 | 55.4 | 64.3 | 60.0 | 60.3 | 70.8 | 183 |
|  | $\mathrm{S}_{14}$ | 41.1 | 50.4 | 47.1 | 49.8 | 60.0 | 53.5 | 53.1 | 56.6 | 54.4 | 39.6 | 30.4 | 29.6 | 47.1 | 98 |
|  | $s_{B}$ | 37.7 | 48.7 | 39.1 | 28.2 | 49.8 | 38.7 | 46.4 | 45.3 | 55.7 | 62.0 | 51.4 | 56.1 | 46.6 | 89 |
|  | $s_{3}$ | 83.5 | 77.0 | 78.8 | 67.5 | 90.8 | 72.0 | 81.7 | 69.5 | 59.8 | 67.3 | 68.2 | 67.4 | 73.6 | 77 |
|  | Average | 65.2 | 65.4 | 62.2 | 57.8 | 59.6 | 58.2 | 59.6 | 56.8 | 55.0 | 57.1 | 57.0 | 57.6 |  |  |
|  | Variance | 248 | 294 | 303 | 329 | 275 | 341 | 311 | 230 | 229 | 436 | 338 | 399 |  |  |

If values outside this range are detected, then either they are moved to the appropriate boundary or a different correction is needed. In order to preserve the variance, it is suggested that a modified offset adjustment is used. An example is given in Fig. 3. This figure shows a uniform offset over most the range (in this case $5-95 \%$ ), with small adjustments made close to the boundaries (in practice only one end, 0 or $100 \%$, would need this limitation imposed). Note, also, that the Step 1 variance adjustment described by (6) might lead to an out-of-range adjustment. It is perfectly acceptable to let this situation continue until the completion of Step 8, as the Step 8 adjustment would tend to bring the outliers back into range. Alternatively, the variance adjustment in Step 1 can be changed to include an offset and scaling, as given by the dotted line in Fig. 3. This type of adjustment might in any case be more applicable to modules where student grades are strongly skewed. Because the 1:1 mapping has been altered to 2 straight lines, the variance of the transformed data will depend on the location of the majority of the scores in the adjusted module. For example, the dotted line in Fig. 3 will tend to increase the overall variance (relative to the initial module variance) if most of the results lie to the right of the slope discontinuity.

## APPLICATION

The procedure outlined above is demonstrated on an artificial data set (Table 1). Two different methods of analysis are used: (1) the GAP described above and (2) an ANOVA-based analysis. For (1), the approach taken was exactly as described above. For (2), several steps were taken; these were: (i) data were checked for normality, (ii) variances were checked using equation (3) and (iii) a one-way repeated-measures ANOVA was performed.

The construction of the data set followed several steps, with the aim of making the data distribution somewhat non-normal, so as to emulate our experience the type of data sets that are the outcome of academic examination procedures in engineering degree programmes, but not so nonnormal that use of the ANOVA was precluded. All calculations were carried out in Microsoft EXCEL.
Data were generated using the four steps:

1. A set of standard normal variates, $z_{i, j}, i=1, \ldots$, $20 ; j=1, \ldots, 12$; was generated.
2. These were transformed into correlated variates (i.e., correlated in ' $j$ ', but independent in ' $i$ '), $c_{i, j}$, using the formula [19]: $c_{i, j+1}=r c_{i, j}+z_{i, j}\left(1-r^{2}\right)^{1 / 2}$,
$i=1, \ldots, 20 ; j=1, \ldots, 11 ; c_{i, 1}=z_{i, 1}$. The 20 independent sequences of 12 correlated variates were computed; these were used below to simulate grades for 20 students. A correlation coefficient, $r$, of 0.95 , was used.
3. Another two $(20 \times 12)$ sets of random variates were generated; these were uniformly distributed over $(0,1)$. Call these Set $u$ and Set $v$. Based on the sequences generated in 2 ) above, synthetic student grades were then calculated using: $g_{i, j}=c_{i, j}\left(11+20 u_{i, j}\right)+56+10 v_{i, j}, i=1, \ldots$, $20 ; j=1, \ldots, 12$.
4. Various entries were randomly removed.

One realisation of the sequence of steps (1-3) used in the subsequent analysis is given in Table 1. There are 12 modules ( $M_{1}, \ldots, M_{12}$ ) taken by 20 students ( $S_{1}, \ldots, S_{20}$ ). A cursory examination of the module outcomes does not reveal any markedly untoward results, particularly with regard to the module averages. The module variances vary by a factor of 2 approximately (compare $M_{8}$ and $M_{10}$ ). Although the GAP is not reliant on normality of the underlying data, normality is a requirement for application of the ANOVA procedure. The module data shown in Table 1 were checked for normality using the $\chi^{2}$
goodness-of-fit test. Each module's results satisfied the test at the 0.1 significance level.
The simplified procedure described above was carried out. In the analysis we took in all steps the $\alpha=0.1$ level of significance. The check in (2) showed that no variance adjustments were needed. This result was confirmed by applying the $\chi^{2}$ test in (3). The largest statistic was computed for $M_{10}$, with a value of 26.6. This is less than the critical value of $\chi_{19,0.1}^{2}=27.2$. Next, Step 7 in Fig. 2 revealed that modules $M_{1}, M_{2}, M_{3}$, $M_{4}$ and $M_{9}$ should be adjusted. The relevant $\hat{T}$ values were within range when these modules were offset by $-2,-3.5,-2.5,1.5$ and $0.5 \%$, respectively. The modified set of grades is shown in Table 2.
Clearly, the adjustments made between Table 1 and Table 2 are modest. We can examine these changes in more detail by applying a one-way repeated-measures ANOVA to the data in each table. Results for Table 1 are given in Table 3, while those for Table 2 are given in Table 4
After this preliminary analysis, the full set of grades in Table 1 was modified by randomly removing results. This step was to obtain a set of results that more closely replicates academic outcomes. The modified set of results and

Table 2. Grades from Table 1 after adjustment ( $M_{1}, M_{2}, M_{3}, M_{4}$ and $M_{9}$ modified, other results as in Table 1)

|  | Modules |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $M_{1}$ | $M_{2}$ | M3 | $M_{1}$ | $\mathrm{M}_{9}$ | Average | Variance |
|  | $S_{1}$ | 70.4 | 57.7 | 63.9 | 62.4 | 81.8 | 69.6 | 160 |
|  | $S_{2}$ | 66.9 | 63.4 | 46.9 | 63.3 | 32.1 | 50.8 | 128 |
|  | $S_{3}$ | 77.3 | 64.8 | 59.0 | 67.6 | 49.4 | 60.2 | 101 |
|  | $S_{3}$ | 62.1 | 53.7 | 59.2 | 67.4 | 59.8 | 65.0 | 39 |
|  | $S_{5}$ | 71.2 | 92.1 | 85.7 | 86.9 | 80.3 | 86.4 | 69 |
|  | $S_{6}$ | 49.3 | 45.6 | 45.1 | 43.8 | 33.5 | 39.5 | 116 |
|  | $S_{7}$ | 47.4 | 43.8 | 35.4 | 39.0 | 38.6 | 36.7 | 56 |
|  | $S_{8}$ | 73.8 | 65.9 | 71.5 | 59.3 | 38.9 | 51.5 | 175 |
|  | $S_{9}$ | 51.1 | 59.4 | 50.3 | 35.6 | 58.8 | 49.4 | 53 |
| 免 | $S_{10}$ | 39.3 | 40.0 | 39.2 | 25.9 | 56.0 | 50.2 | 181 |
| 勉 | $S_{11}$ | 50.5 | 44.9 | 49.8 | 50.1 | 45.4 | 44.1 | 46 |
|  | $\$_{12}$ | 70.3 | 78.4 | 73.6 | 85.5 | 71.7 | 80.1 | 39 |
|  | $S_{13}$ | 60.6 | 52.6 | 62.2 | 75.3 | 62.2 | 66.5 | 67 |
|  | $S_{14}$ | 81.4 | 96.2 | 94.8 | 81.7 | 82.3 | 84.4 | 54 |
|  | $\mathrm{S}_{15}$ | 70.3 | 51.3 | 49.6 | 48.7 | 40.6 | 48.7 | 70 |
|  | $\$_{16}$ | 80.0 | 72.4 | 62.3 | 67.0 | 51.4 | 56.5 | 201 |
|  | $\mathrm{S}_{17}$ | 86.5 | 90.3 | 87.6 | 75.4 | 55.9 | 70.3 | 154 |
|  | $\mathrm{S}_{18}$ | 39.1 | 46.9 | 44.6 | 51.3 | 54.9 | 46.6 | 102 |
|  | $\mathrm{S}_{19}$ | 35.7 | 45.2 | 36.6 | 29.7 | 56.2 | 46.1 | 93 |
|  | $S_{20}$ | 81.5 | 73.5 | 76.3 | 69.0 | 60.3 | 73.1 | 68 |
|  | Average | 63.2 | 61.9 | 59.7 | 59.3 | 55.5 |  |  |
|  | Variance | 248 | 294 | 303 | 329 | 229 |  |  |

Table 3. One-way repeated-measures ANOVA results for grades in Table 1 ( 0.1 significance level): notation for this and other ANOVA tables follows that of Jaccard and Becker [12]

| Source of Variation | SS ${ }^{1}$ | $d f^{2}$ | MS ${ }^{\text {3 }}$ | $F$ | $F_{\text {cit }}{ }^{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| IV ${ }^{\text {b }}$ | 2,452 | 11 | 223 | 1.9 | 1.6 |
| Error ${ }^{7}$ | 20,593 | 176 | 117 |  |  |
| Across Subjects ${ }^{8}$ | 50,328 | 19 |  |  |  |
| Total | 73,374 | 206 |  |  |  |
| ${ }^{T}$ Sum of Squares |  |  |  |  |  |
| ${ }^{\text {3 }}$ Degrees of Freedom |  |  |  |  |  |
| ${ }^{3}$ Mean Square |  |  |  |  |  |
| ${ }^{\text {'Calculated }}$ F statistic |  |  |  |  |  |
| ${ }^{3}$ Critical $F$ (if $F<F$ cos then accept that means are equal). |  |  |  |  |  |
| ${ }^{\text {² }}$ Independent Varlable (here, modules) |  |  |  |  |  |
| ${ }^{T}$ Influence of disturbance variables |  |  |  |  |  |
| ${ }^{\text {s }}$ Influence of individual differences | dents |  |  |  |  |

Table 4. One-way repeated-measures ANOVA results for grades in Table 2 ( 0.1 significance level)

| Source of Variation | SS | df | MS | $F$ | $F_{\text {cov }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| IV | 1,093 | 11 | 99 | 0.8 | 1.6 |
| Error | 20,593 | 176 | 117 |  |  |
| Across Subjects | 50,328 | 19 |  |  |  |
| Total | 72,015 | 206 |  |  |  |

Table 5. New set of student grades generated by randomly removing entries from Table 1

summary statistics are shown in Table 5. All students take two compulsory modules, $M_{1}$ and $M_{2}$, with the other modules taken by a portion of the cohort. In addition, several students took all available modules. The averages of the results in the compulsory modules are higher than the other modules. The averages of several other modules have increased, relative to Table 1. Also relative to Table 1, variances in Table 5 have changed slightly, but overall there is little difference.

The procedure outlined above is implemented again. Again, the variance check, (2), indicated that no modules required adjustment. Similarly, the $\chi^{2}$ test in (3) was satisfied for all modules. In contrast to the data in Table 1, where $M_{10}$ produced the largest statistic, for Table $5 M_{11}$ produced the closest statistic (19.9) to the critical $\chi^{2}$ value (22.3). Again, the $\hat{T}$ statistic was not satisfied for modules $M_{1}, M_{2}, M_{3}, M_{4}$ and $M_{9}$. Also, it was not satisfied for $M_{8}$. The $\hat{T}$-test was satisfied by adjusting each module grade as follows: $M_{1}$ and $M_{2}$ by $-1.5 \%, M_{3}$ by $-2 \%, M_{4}$ by $3 \%, M_{8}$ by $0.5 \%$ and $M_{9}$ by $1.5 \%$. The modified grades are shown in Table 6.

The results in Table 5 and Table 6 were subjected to a one-way repeated-measures ANOVA. Unlike the previous case, where the entire grade matrix was
filled, the one-way repeated-measures ANOVA cannot be applied where the matrix has missing entries, as is the case in Table 5 and Table 6. Thus, the missing data has to be replaced in order to carry out the analysis. Here, since we have the missing data (Table 1 ), we could simply replace it. However, in practice the data would not be known so a fair comparison of the approach presented and the results of the one-way repeated-measures ANOVA should entail replacing the missing data following a standard approach, before the ANOVA is performed.

Kirk [20] recommends replacing the data such that the error sum-of-squares is minimised (while maintaining the module averages). For the data matrix shown in Table 5, the minimisation was performed, with results as given in Table 7. Similarly, the missing data from Table 6 were replaced, with results as given in Table 8. The one-way repeated-measures ANOVA was applied, in turn, to the grades in Table 7 and Table 8. In the ANOVA, degrees of freedom were reduced to account for the replaced data. This test is sensitive to departures of circularity [20]. Where circularity is in doubt, an approximate $F$ statistic should be used, with (further) reduced degrees of freedom. Because missing grades were added, we used an

Table 6. Results from Table 5 after modification due to application of the GAP; modules not included have not been altered

|  | Modules |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $M_{1}$ | $M_{2}$ | $M_{3}$ | $M_{4}$ | $M_{8}$ | $M_{9}$ | Average | Variance |
| $\frac{n}{y}$ | $S_{1}$ | 70.9 | 59.7 | 64.4 | 63.9 | 69.8 | 82.8 | 70.1 | 156 |
|  | $S_{2}$ | 67.4 | 65.4 |  |  |  | 33.1 | 51.3 | 187 |
|  | $S_{3}$ | 77.8 | 66.8 | 59.5 | 69.1 |  | 50.4 | 61.4 | 138 |
|  | $S_{3}$ | 62.6 | 55.7 | 59.7 | 68.9 | 61.5 | 60.8 | 65.2 | 36 |
|  | $S_{5}$ | 71.7 | 94.1 | 86.2 | 88.4 | 81.0 | 81.3 | 86.5 | 64 |
|  | $S_{6}$ | 49.8 | 47.6 | 45.6 | 45.3 | 48.3 | 34.5 | 40.5 | 135 |
|  | $S_{7}$ | 47.9 | 45.8 | 35.9 | 40.5 | 26.3 | 39.6 | 37.2 | 60 |
|  | $S_{5}$ | 74.3 | 67.9 | 72.0 | 60.8 | 45.5 | 39.9 | 52.0 | 184 |
|  | $S_{9}$ | 51.6 | 61.4 | 50.8 | 37.1 | 40.1 |  | 48.1 | 45 |
|  | $S_{10}$ | 39.8 | 42.0 | 39.7 | 27.4 | 53.9 | 57.0 | 50.7 | 188 |
|  | $\mathrm{S}_{11}$ | 51.0 | 46.9 | 50.3 | 51.6 | 46.9 | 46.4 | 45.8 | 34 |
|  | $\$_{12}$ | 70.8 | 80.4 | 74.1 | 87.0 | 87.2 | 72.7 | 80.5 | 42 |
|  | $\mathrm{S}_{13}$ | 61.1 | 54.6 |  | 76.8 | 75.4 | 63.2 | 69.1 | 68 |
|  | $S_{14}$ | 81.9 | 98.2 | 95.3 | 83.2 | 70.3 |  | 84.7 | 67 |
|  | $\$_{15}$ | 70.8 | 53.3 | 50.1 |  | 52.2 | 41.6 | 50.3 | 71 |
|  | $\$_{16}$ | 80.5 | 74.4 |  | 68.5 | 54.3 |  | 60.5 | 193 |
|  | $\$_{17}$ | 87.0 | 92.3 | 88.1 |  | 58.6 | 56.9 | 72.0 | 198 |
|  | $S_{18}$ | 39.6 | 48.9 | 45.1 |  |  | 55.9 | 48.3 | 93 |
|  | $\mathrm{S}_{19}$ | 36.2 | 47.2 | 37.1 | 31.2 |  | 57.2 | 47.5 | 100 |
|  | $S_{\text {al }}$ | 82.0 | 75.5 | 76.8 | 70.5 | 70.0 | 61.3 | 73.6 | 66 |
|  | Average | 63.7 | 63.9 | 60.6 | 60.6 | 58.8 | 55.0 |  |  |
|  | Variance | 248 | 294 | 349 | 386 | 259 | 223 |  |  |

Table 7. Grades from Table 5 after filling in missing data (bold face indicates filled-in data)

existing approach [20, Table 6.4-2] to compute the reduced degrees of freedom factor $\hat{\theta}$. Results making use of this factor in the one-way repeatedmeasures ANOVA test of the grades in Table 7 and Table 8 are shown in Table 9 and Table 10, respectively.

## DISCUSSION

We consider first the analysis of the full set of results, as given in Table 1. The GAP outlined in Fig. 2 identified that no module variances were in need of adjustment. This was confirmed by the test based on the $\chi^{2}$ distribution. If the $\chi^{2}$ test is available, as it is in Microsoft EXCEL, the simplified test in (2) could be replaced by (3). However, strictly speaking the data should be checked for normality before applying the test. Our experience is that the test in (2) yields results that are acceptable. This discussion also applies to the variance adjustment check carried out on the modified data in Table 5, so the variance adjustment procedure is not mentioned further.

Application of the $T$ statistic test in the GAP indicated the need to offset several sets of module grades. We note that the average before adjustment was 59.3, after adjustment it was 58.8. All the adjustments were in the direction of the average.

Two changes are worthy of note as they bring out features of the GAP.
First, the average for $M_{4}$ increased from 57.8 to 59.3 , i.e., above the final average. The process of adjustment involved changing module grades in increments of $0.5 \%$, re-evaluating $\hat{T}$ for each module, with the sequence of adjustments based on the largest $\hat{T}$. This stepwise adjustment procedure is simple, but yields adjusted grades that are not unique in the sense that other combinations of changes are feasible. For example, the average of $M_{4}$ in Table 5 could be adjusted back to its original (starting) value and still satisfy the $T$ statistic test. In our applications of the GAP, an overarching principle is to change grades as little as possible, so in practice the result for $M_{4}$ would stay at its original value. Because the GAP yields results that are (possibly) non-unique, after adjusting grades it is recommended that module offsets be perturbed in the direction of the original average to check whether a smaller offset would suffice.
The second feature exhibited by the results in Table 5 is that the averages of $M_{1}$ and $M_{2}$ are further away from the overall average than that of $M_{3}$, yet the average of the latter was adjusted downwards by $2.5 \%$, which is nearly as much as the adjustments to the former (downward adjustments of $2 \%$ and $3.5 \%$, respectively). This can occur since the GAP is not directly concerned

Table 8. Grades from Table 6 after filling in missing data (bold face indicates filled-in data)

|  |  | Modules |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | M | M2 | $M_{3}$ | $M_{4}$ | M5 | $M_{6}$ | $\mathrm{M}_{7}$ | $M_{8}$ | $M_{9}$ | $M_{10}$ | $M_{11}$ | $M_{12}$ |
|  | $S_{1}$ | 70.9 | 59.7 | 64.4 | 63.9 | 62.7 | 53.9 | 58.9 | 69.8 | 82.8 | 78.7 | 76.6 | 98.6 |
|  | $\mathrm{S}_{2}$ | 67.4 | 65.4 | 53.7 | 58.4 | 60.5 | 54.4 | 57.7 | 59.2 | 33.1 | 45.7 | 52.4 | 35.4 |
|  | $S_{3}$ | 77.8 | 66.8 | 59.5 | 69.1 | 69.6 | 68.8 | 60.9 | 68.3 | 50.4 | 37.6 | 61.5 | 62.2 |
|  | $S_{3}$ | 62.6 | 55.7 | 59.7 | 68.9 | 62.4 | 73.6 | 68.4 | 61.5 | 60.8 | 73.1 | 69.7 | 74.6 |
|  | $S_{5}$ | 71.7 | 94.1 | 86.2 | 88.4 | 90.0 | 94.2 | 71.3 | 81.0 | 81.3 | 98.1 | 80.5 | 86.3 |
|  | $S_{6}$ | 49.8 | 47.6 | 45.6 | 45.3 | 48.2 | 46.9 | 47.4 | 48.3 | 34.5 | 19.0 | 20.9 | 42.3 |
|  | $S_{7}$ | 47.9 | 45.8 | 35.9 | 40.5 | 37.0 | 27.0 | 32.7 | 26.3 | 39.6 | 43.1 | 26.2 | 44.6 |
|  | $S_{8}$ | 74.3 | 67.9 | 72.0 | 60.8 | 46.6 | 40.1 | 34.6 | 45.5 | 39.9 | 41.3 | 52.7 | 48.4 |
|  | $S_{9}$ | 51.6 | 61.4 | 50.8 | 37.1 | 48.7 | 48.1 | 51.6 | 40.1 | 39.7 | 45.4 | 46.0 | 46.4 |
| E | $S_{10}$ | 39.8 | 42.0 | 39.7 | 27.4 | 45.8 | 59.1 | 49.9 | 53.9 | 57.0 | 59.9 | 68.7 | 73.8 |
| E | $\mathrm{s}_{11}$ | 51.0 | 46.9 | 50.3 | 51.6 | 44.1 | 54.2 | 48.0 | 46.9 | 46.4 | 30.2 | 44.6 | 43.8 |
|  | $\mathrm{S}_{12}$ | 70.8 | 80.4 | 74.1 | 87.0 | 80.3 | 76.9 | 89.5 | 87.2 | 72.7 | 63.3 | 79.6 | 86.9 |
|  | $\mathrm{S}_{13}$ | 61.1 | 54.6 | 70.1 | 76.8 | 76.8 | 80.5 | 69.2 | 75.4 | 63.2 | 71.1 | 69.8 | 71.0 |
|  | $\mathrm{S}_{14}$ | 81.9 | 98.2 | 95.3 | 83.2 | 82.6 | 88.4 | 83.6 | 70.3 | 74.8 | 66.5 | 86.8 | 76.2 |
|  | $\$_{15}$ | 70.8 | 53.3 | 50.1 | 56.3 | 58.4 | 45.3 | 42.7 | 52.2 | 41.6 | 54.3 | 45.5 | 47.5 |
|  | $\mathrm{S}_{15}$ | 80.5 | 74.4 | 58.1 | 68.5 | 63.5 | 57.1 | 44.1 | 54.3 | 50.4 | 40.0 | 45.9 | 59.0 |
|  | $\$_{17}$ | 87.0 | 92.3 | 88.1 | 75.4 | 75.8 | 67.1 | 62.0 | 58.6 | 56.9 | 54.9 | 69.4 | 60.3 |
|  | $\mathrm{S}_{15}$ | 39.6 | 48.9 | 45.1 | 52.5 | 60.0 | 53.5 | 53.1 | 53.4 | 55.9 | 32.0 | 30.4 | 48.8 |
|  | $S_{19}$ | 36.2 | 47.2 | 37.1 | 31.2 | 49.8 | 56.5 | 46.4 | 54.4 | 57.2 | 62.0 | 51.4 | 56.1 |
|  | $S_{50}$ | 82.0 | 75.5 | 76.8 | 70.5 | 90.8 | 72.0 | 81.7 | 70.0 | 61.3 | 67.3 | 68.2 | 67.4 |
|  | Average | 63.7 | 63.9 | 60.6 | 60.6 | 62.7 | 60.9 | 57.7 | 58.8 | 55.0 | 54.2 | 57.3 | 61.5 |
|  | Variance | 248 | 294 | 301 | 321 | 254 | 279 | 250 | 211 | 222 | 363 | 350 | 302 |

with adjusting module averages. Rather, because it is student-centred the GAP is aimed at altering imbalances in overall student performance, where the latter is calculated on an individual basis. It is the aggregate of the better-than-expected and worse-than-expected individual performances in each module that is checked in applying the $\hat{T}$ statistic. Clearly, adjusting the average of a module will adjust this aggregate, which is why module results are offset. Indeed, it is the ability of the $\hat{T}$ statistic to uncover overall aggregate performance that makes it a useful tool in identifying modules for which very high or very low averages are acceptable. In this context, simple examination of averages alone, in the absence of aggregate performance, would not be a suitable way of identifying acceptably high or low averages. In the case of $M_{3}$, it could be argued that since all the students took that module, there should be less adjustment to it and more to $M_{1}$ and $M_{2}$. However, that assertion relies on the notion that student performance in each module should be somehow identical. Our starting point is that student performance in individual modules should not be identical; rather, that it should be expected to vary within reasonable limits.

Because the data in Table 1 satisfy the normality assumption, we can apply the one-way repeatedmeasures ANOVA to test the hypothesis of equality
of module means. The results in Table 3 give the $F$ statistic of 1.9 that exceeds the critical $F$ value, $F_{\text {crit }}$, of 1.6. That is, the ANOVA outcome is that we would reject the hypothesis of equality of module means in Table 1, in agreement with the GAP

Next, the one-way repeated-measures ANOVA was used to check equality of means for the adjusted grades in Table 2, with results presented in Table 4. In this case, the outcome is that the null hypothesis is not rejected, and so module means can be accepted as being equal. This outcome confirms that the GAP adjustment is reasonable, and that it has achieved its aim of moderating the module outcomes such that they are comparable.

For a slightly more realistic examination of the GAP, grades were randomly removed from Table 1 to create the data set in Table 5. Application of the GAP yielded several adjusted modules (Table 6). Before the one-way repeated-measures ANOVA could be applied, however, the missing data were replaced such that the Error Sum-of-Squares was minimised. The filled-in grades corresponding to Table 5 and Table 6 are presented in Table 7 and Table 8, respectively. This step was taken to allow a more realistic test of the GAP than simply filling in the missing grades with the original data. Following Kirk [20], the value of $F_{c r i t}$ was modified using the correction of Box [21, 22]. Keppel [23]

Table 9. One-way repeated-measures ANOVA results for grades in Table 7 ( $\alpha=0.1$ significance level)

| Source of Variation | SS | df | MS | $F$ |  | $F_{\text {ui }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IV | 3,405 | 11 | 310 | 2.8 |  | 1.6 |
| Error | 19,109 | 171 | 112 |  | Adjusted $F_{\text {crit }}$ | 2.2 |
| Across Subjects | 45,402 | 19 |  |  | $\left(\hat{q}^{1}=0.34\right)$ |  |
| Total | 67,916 | 201 |  |  |  |  |

${ }^{1}$ Adjustment factor used to obtain the adjusted $F_{\text {of }}$
recommends using this correction where there is any doubt regarding the underlying assumptions for the one-way repeated-measures ANOVA. Because the repeated-measures ANOVA relies on in-filling of the data, it was concluded that the $F_{\text {crit }}$ modification was necessary.

In Table 9 we present the ANOVA analysis of the data in Table 7. The calculated $F$ statistic (2.8) is well above the adjusted $F_{\text {crit }}(2.2)$, in which case the hypothesis of equal module means is rejected. This conclusion was also reached by the GAP. Next, the ANOVA analysis was repeated on the GAP-adjusted data presented in Table 8, with results given in Table 10. In this case, the $F$ statistic (1.8) is less than the adjusted $F_{\text {crit }}$, and so we do not reject the hypothesis of equality of module means. Again, this is the outcome that was desired as a result of applying the GAP.

In practical terms, we have found that the variance adjustment in the GAP is often necessary, unlike the synthetic cases examined here. Within EXCEL, the variance adjustment can be set up and solved as an optimisation problem (using Solver in EXCEL). We have found it convenient to use a penalty function approach [24] to ensure minimal grade adjustment while satisfying (2) for each module. On the other hand, EXCEL's Solver is less useful for satisfying the $\hat{T}$ statistic test, as this test is not in the form of a continuous function. However, 'manual' adjustments as described above can be carried out very rapidly.

We now turn to discussing overall features of the GAP:

- The GAP process is designed to bring module results to within a pre-determined range. This range is controlled by the significance level used, with a smaller significance leading to a broader allowable range.
- During the GAP iterations, it can occur that modules are identified for moderation that were
not identified previously. This merely indicates that that module is near the limits of the allowable range.
- We have suggested that, at completion of the GAP, the module offsets are adjusted back towards zero in order to check sensitivity.
- If, after adjustment, the examination board decides that overall results are too high or too low, albeit within the allowable range, then all results can be adjusted up or down simply by offsetting each grade uniformly.
- The variance adjustment procedure is very simple, but may not be applicable to modules with strongly skewed distributions. For such distributions, there are grounds for applying the 'scaling and offset' adjustment shown in Fig. 3.
- Properly applied, this type of adjustment will reduce the skew of the module grade distribution, while simultaneously increasing or decreasing the overall variance of the module grades. It should be remembered, however, that in using this type of adjustment scheme, the effect on the module average should be ignored; rather the focus should be wholly on the module variance. The module average will be accounted for subsequently in Step 8 of the GAP.


## CONCLUSIONS

Our aim was to present and evaluate a simple, easily applied grade-adjustment procedure (GAP) to help analyze and moderate grades in engineering degree programs. The GAP is guided by the desire to permit different performances and academic assessments to stand, i.e., we recognise that it is not desirable to simply scale results so that a predefined distribution is obtained for all modules. Rather, while recognising that differences between

Table 10. One-way repeated-measures ANOVA results for grades in Table 8 ( $\alpha=0.1$ significance level)

| Source of Variation | SS | $d f$ | $M S$ | $F$ | $P$-value | $F_{\text {com }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IV | 2.249 | 11 | 204 | 1.8 | 0.1 | 1.6 |
| Error | 19,109 | 171 | 112 |  | Adjusted $F_{\text {trit }}$ | 2.2 |
| Across Subjects | 45,402 | 19 |  |  | $(\dot{q}=0.34)$ |  |
| Total | 66,760 | 201 |  |  |  |  |

modules are expected, we wanted to constrain variability between results of different modules. This approach permits different performances and academic assessments to stand, while maintaining equity and fairness across all module outcomes.

Clearly, the approach taken in the GAP will produce sets of module results that are internally consistent. The question of normative scaling then naturally arises in the following form: How do we accommodate external norms that should be applied to the results of a given cohort? Again, we reiterate that scaling all grades to a single normed distribution would assume that all teaching is identical, student opportunities and circumstances are not markedly different and that teaching quality is invariant with time. The system described here aims to allow all these (and other) variables to operate while identifying and adjusting results modules that appear statistically to be outliers relative to overall performance of the
cohort. Thus, scaling to a norm is possible simply by using the norm variance (actually, standard deviation) in the test of variances, see (2). If the norm distribution were symmetric, then application of the $\hat{T}$ statistic in the GAP would proceed as given. Otherwise, it would be adjusted (specifically, either $A$ or $B$ ) to account for the asymmetry of the norm.
The GAP has been shown to be consistent with a more sophisticated ANOVA approach in the detailed analysis of an artificial data set. While we recognise that the data set used is possibly more 'well behaved' than real student outcomes, the artificial set was used as it was mildly nonnormal, and could be reasonably tested in an ANOVA for comparison with the GAP. We have used the GAP and variants of it over the past few years and find that it produces outcomes are acceptable to our academic colleagues in that the moderated grades obtained are agreed as representing fair and justifiable outcomes for students.
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