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The move to digital is a natural progression taking place in all information, and thus could be considered the first digital
aspects of broadcast media applications from document processingwireless electronic communication in existence. The use of
in newspapers to video processing in television distribution. This En waves for broadcasting, however, did not come about

is no less true for audio broadcasting which has taken a unique :
development path in the United States. This path has been heavilyuntll two (jecades Iatgr. In 1919, Fran_k Conrad foun_ded f"‘
influenced by a combination of regulatory and migratory require- Proadcasting venture in a small red brick garage behind his

ments specific to the U.S. market. In addition, competition between home in Pittsburgh, PA, spawning the term “radio,” as he
proposed terrestrial and satellite systems combined with increasing used EM radiation as Marconi did. Public broadcast of radio

consumer expectations have set ambitious, and often changing, rewas finally realized in 1922, leading to a new era of mass
quirements for the systems. The result has been a unique set OEommunication based on electronic medium. Since then,

evolving requirements on source coding, channel coding, and mod- . . . .
ulation technologies to make these systems a reality. broadcast radio has been an important source of information,

This paper outlines the technical development of the terrestrial POWerful politically both in peace time and in wartime and
wireless and satellite audio broadcasting systems in the U.S., pro- informative and influential culturally both at work and in
viding details on specific source and channel coding designs and the household. Today, the average household in the United
addting pe1r_shpective ?n whyspelcific designs(\j/vtere tsr:electeolinthe ﬁnﬁ'States has 5.6 radio receivers, totaling 580 million units in
systems. TNese Systems are also compared to other Systems SUCh gge nationwide. Every week, radio programs reach 96% of
53{;'2;1?57_ » DRM, and Worldspace, developed under different re- people over 12 years old who on the average listen over

3.2 h daily. These programs are being transmitted from over
Keywords—Audio coding, channel coding, digital sound broad- 11 700 radio stations in the U.S. alone.
casting. The 20th century has been a century of communications
with the advent of telephone, radio, and television technolo-
|. INTRODUCTION gies at the juncture of the 19th and 20th centuries to facil-
itate information sharing between people hundreds of miles
apart or across the continents. For over 60 years, however, the
transmission technology was mostly based on analog tech-
nigues, such ammplitude modulatioAM), frequency mod-
ulation (FM), phase modulatiorfPM), or their derivatives.
Even in wired telephony, AM was used to achieve multi-
plexing in military carrier systems as early as World War 1.
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station, and reception of the signal becomes negligible be-pression techniques demonstrated ever-increasing efficiency
yond this contour. The interference-limited contour is largely due to the introduction of perceptual audio coding [4], [5].
defined by the interference from colocated stations, i.e., sta- In the early 1990s, progress toward the digital broadcast of
tions having the same carrier frequency but geographically audio programs took place along several directions. In Eu-
separated by a certain minimum distance. Outside this con-rope, the European Union (EU) attempted to unify broad-
tour, the level of the interference signal supersedes the broad<asting across the national boundaries by supporting a devel-
cast signal, resulting in either no or very poor reception of the opment effort called Eureka-147 [64], [6]. This plan realized
original station. A radio station requires a license from the anew business model similar to that of the cable TV industry
Federal Communications Commission (FCC) [1] of the U.S. in the U.S. In the new model, a station is responsible for the
Government to operate its broadcasting. Regulatory proce-transmission of program ensembles, each of which consists
dures set up by the FCC ensure proper selection of the an-0f six channels, over an authorized frequency spectrum. A

tenna location and power management to define a servicechannel refers to a programming entity and is likely to be as-
area map for each broadcasting licensee [l], [2] sociated with a media prOdUCtion company. The notion of a

station and that of a channel are thus separated, unlike the
c}[aditional model in which the two are synonymous. (For ex-
ample, a station presently may have a designation such as
WOR710-AM, where WOR is the station name and the nu-
meric 710 refers to the carrier frequency in AM mode.) A
standard carrying the name Eureka-147 was adopted by the
European Community in 1995 [64]. A number of countries
have since announced plans to test and adopt the system for
future digital audio broadcasting. At the time when this paper

Note that, in AM and FM systems, the transmitter power s wyritten, live broadcasting using Eureka-147 is taking place
can be increased to improve the SNR of the received signal.in several countries on a daily basis.

Thus, the noise-limited contour is increased. However, the  The Eureka-147 system was designed to operate in
interference-limited contour is decreased at the same time.geyeral frequency bands, most commonly in théand
Also, in FM systems, the frequency deviation ratio can be (1500 MHz). Sometimes it is also referred to as “new-band”
increased to improve the fidelity of the received signal. How- 34io. These spectral bands were allocated by the EU
ever, this uses bandwidth, which in turn makes less spec-and approved in 1992 by the World Administrative Radio
trum available for other users or for d|g|tg| transmission, ul- conference (WARC) for the new digital audio radio service.
timately decreasing the interference-limited contour. However, these spectral bands are not immediately available

The problems with analog transmission are quite well un- in the U.S. due to prior usage authorization. Adoption of
derstood among communications engineers. During and afterEureka-147 in the U.S., although strongly supported by the
World War Il, substantial research effort was spent on de- Consumer Electronics Manufacturers Association (CEMA),
veloping the basis of digital communication technologies, was met with difficulty in spectrum allocation. Another
ranging from Shannon’s information theory and pulse-coded hurdle to the adoption of the European system is that it
modulation (PCM) to the theory of digital filtering and signal entails a new broadcast licensing campaign, which can
processing. A comprehensive comparison of the pros andunpredictably change the landscape of the entire broadcast
cons between analog and digital transmission can be found inindustry in the U.S. The National Association of Broad-
[3]. In essence, digital communication allows incorporation casters (NAB) in the U.S. thus favored a technology called
of safeguarding measures (i.e., channel coding) to insure thein-band on-channel (IBOC). This technology allows a
fidelity of the received digital representation of the source station to smoothly migrate into digital broadcasting without
signal (i.e., the result of source coding) and regeneration of having to seek a new operating license from the FCC or
the signal without accumulative degradation. Coupled with abruptly discontinuing its analog transmission. This is the
the progress in digital computing and microprocessor tech- case for both AM (510-1710 kHz) and FM (88-108 MHz)
nologies, digital communication has been a part of the digital bands. Since 1994, NAB has worked with several key
revolution since the 1960s. As a matter of fact, the telephonetechnology teams to promote IBOC (see Section IV for
network backbone, which forms the so-called trunk lines, details). The terrestrial U.S. digital audio radio systems will
have become virtually all digital since the 1980s in the U.S. first be introduced as hybrid IBOC systems where digital
and possibly worldwide. Today, most media signals are also transmission is added to existing analog FM and analog AM.
represented, stored, or transmitted in digital forms (for ex- These systems will then evolve to all-digital IBOC systems
ample, the compact disc (CD) for music, high-definition tele- where the analog signals are replaced by additional digital
vision (HDTV), etc.). These formats also provide improved transmission. A draft recommendation for a world standard
quality, in terms of audio bandwidth and picture resolution, for digital audio radio below 30 MHz has been recognized
over the analog formats. The traditional terrestrial radio is by the International Telecommunication Union (ITU) [7].
the last communication and broadcasting service to becomePart of this standard is being developed by Digital Radio
digital, at least in the North America region. The drive to Mondiale (DRM) [8], [9]. For the medium-wave AM band,
all-digital radio broadcasting thus gained momentum in the the U.S. hybrid IBOC and all-digital IBOC are also part of
late 1980s as CD music became ubiquitous and audio com-this world standard.

Within the contour defined coverage area, there are still
several causes of signal degradation, such as fading and sha
owing. Fading is due to multiple reflections of the signal
from the terrain (e.g., hills and mountains) or large build-
ings. Shadowing refers to blockage of the signal by terrain
or buildings. These various causes of degradation result in
poor sound quality, which is difficult to mitigate with typical
analog transmission schemes.
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Another push to digital audio broadcast in North America  In short, digital audio radio services, whether it is over
came from proponents of direct satellite transmission. Di- terrestrial transmission, relayed by satellite, or in the form
rect satellite broadcast (DSB) for television has been in ser- of media streaming via Internet, is taking place at this turn
vice since early 1990s. It has, however, not been extended toof century, after nearly eighty years of operation in analog
audio services, which, according to market studies, are quitemodes [14]. The advance is primarily due to the progress in
attractive in mobile applications. Drivers of automobiles and digital audio coding and several key innovations in transmis-
trucks had expressed desire to subscribe to high quality audiosion technologies. The purpose of this paper is to present,
broadcast throughout the North America region. Proponentsaccording to our involvement and insights, the technology
of the plan convinced the FCC to release two bands of spec-and system components that are behind this important evo-
trum, 12.5 MHz each, around 2.3 GHZl§and) for such a  lution. Our presentation will focus on the terrestrial and the
satellite-based digital audio broadcast service. Subsequentlysatellite systems as they represent the most profound depth
the allotted spectra were auctioned in 1997 and two spectrumof complexity and technical challenges. Also, we believe that
licensees (Sirius [10] and XM [11]) thus set out to develop the advance in audio coding played a critical role in making
the systems, with target broadcast launch date sometime indigital audio broadcasting possible given the current spec-
the later part of the year 2001. This is often referred to as tral and regulatory constraints. Hence, a large section of this
satellite digital audio radio service SDARS). paper is a discussion on recent progress in audio coding. Spe-

Service in SDARS is subscription based; a subscriber payscific coding schemes designed for various broadcast services
a monthly fee to receive the digitally protected broadcast will be covered when details on individual systems are pre-
signal. With the allotted spectrum, each broadcast companysented.
is able to provide about 100 channels of audio programs,
some mostly music while others mostly voice—orientgd talk II. AUDIO CODING ALGORITHMS
shows. The two broadcasters, however, employ different
satellite technologies; one uses a geosynchronous system As mentioned in the Introduction, there are many advan-
and the other uses a geostationary system. These twdages of using digital transmission and digital representations
systems require different signal relay plans (the so-called of audio including an increased robustness to channel condi-
gap-fillers) in order to provide proper coverage for areas that tions and the ability to regenerate signals without accumula-
may be blocked by terrain or buildings. A distinct feature of tive degradation.

SDARS compared to terrestrial systems is that a listener can  The digital nature of the links also increases the flexibility
stay with a particular program throughout the entire North of the underlying audio format of the signals being broad-
America region without having to switch channels due to cast. For example, the audio signals transmitted can have dif-
the nature of the satellite coverage. ferent sampling rates and different multichannel formats and
_Global radio [12] is a potential future provider of satellite  can even include differentiated levels of quality targeting dif-
digital radio in Europe. It is set for an early 2005 launch ferent receivers. Digital representation also allows the sys-
and aims at providing 200 channels of audio. Three satelliteSioms to transmit data, e.g., stock quotes and messages, to

in & 24-h highly elliptic orbit will be used. One main beam ,ge encryption algorithms and to manage access to subscrip-
and seven spot beams over Europe are planned. Thus, locgk,,_nased services at receivers.

programming in separate languages is possible.

Finally, it is worth mentioning that the ubiquity of In-
ternet and multimedia capabilities of personal computers
(PCs), both in software and hardware, have given rise to an The advantages of digital systems just mentioned do have
entirely new paradigm in radio broadcast, i.e., the so-called corresponding requirements on the source coding algorithms
“webcast” or “Internet radio.” Using media streaming used to encode the digital audio source signals. These con-
technologies, instead of an EM wave receiver, a PC can siderations include:
download a “radio” or TV program .from a server, i.e.., the « the compression rate of the raw information;
“webcaster,” and allow the user to listen and watch without , {he format represented in the compressed bitstream:
l:_)e|_ng limited by typ|caI_W|r_e_Iess constraints, e.g., contour « the algorithm’s robustness to channel errors:

I|r_n|ts and spectrum a.V"%"ab"'ty- Proper_ streaming technolo- « the audio quality, possibly as a function of the signal
the viiually unlimited reach of the Intermet. make webcast , YPE (6.9 Music or speech) and/or staion
a new favgrite of many listeners who “tu’ne" to stations  the delay mt_roduced by source coding;

. . .+ the complexity of the source encoder and decoder.
that are continental apart and are otherwise unreachable via . ) -
traditional radio waves. According to BRS Media, over 3000 Many of these considerations are specific to the broadcast
radio stations worldwide are webcasting as of April 2000, €nvironment and differ greatly from those of speech com-
among which nearly 300 are broadcasting over the Internetmunication and storage/retrieval (e.g., MP3 player or audio
only [13]. The statistics include 58 radio networks. Several CD) type applications.
stand-alone receivers, the so-called “Internet radios,” which ~ The first requirement (the compression of the raw dig-
have IP access without requiring a PC, are being offered onital information) is probably the most obvious of the con-
the market. With ever increasing Internet access and activesiderations. Within the design constraints, the systems pre-
user population, webcasting and Internet radio undoubtedly sented have effective average (source) transmission rates of
are reshaping the traditional radio industry. no greater than 64-128 kb/s for each audio program. In fact,

A. General Requirements for the Source Coders
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some systems, such as the AM systems discussed in Secthe human listener. The material of most audio programs in-
tion VI, may have even lower average rates, e.g., 24—32 kb/s.cludes a broad range of speech, music genre, recording con-
Other systems, such as the FM system, may have a varietyditions, and mixes of different source inputs. Acoustic band-
of limits operating simultaneously depending on a receiver’s widths and noise conditions can vary within a program, e.g.,
location in the coverage area. In fact, satellite systems canin situations where listeners or reporters call in via the tele-
have a single aggregate bound sharimduaterof programs phone network, and gross characteristics of the music mate-

with each program potentially having a different target bit rial can vary from station to station, e.g., a popular music sta-
rate, e.g., 20-96 kb/s. tion versus a classical music station. In addition, the material

found in many broadcast environments can be heavily pre-
Processed, e.g., gain equalized or compressed/decompressed
with another source coder. The variability in the audio mate-
rial, and the low source bit rates used in many of the digital
audio systems, present a significant challenge to the source
coding technology. This will be discussed further in Sec-
tion 11-B.

In contrast, the raw digital information rate of a single

44.1 k-samples/s per channel is a fixed bit rate of 1.411 Mb/s.
To meet the bit-rate requirement range of 20-128 kb/s, com-
pression ratios of up to 70 are required. At bit rates below
64 kb/s, compression will inevitably involve compromises on

the audio quality, acoustic bandwidth, and the source format, Einallv. all these requirements have to be achieved under
e.g., monophonic rather than stereophonic formats. y: d

) o , the practical constraints of the application, system, and hard-
Related in part to compression is the second requirement

’ e , ware. There are two main such considerations which impact
of having formats within the compressed source bitstream. g ,rce coders: complexity and delay. The first constraint is
A rudimentary example is the simple separation of stereo-

. o ) ; mainly due to limitations placed on the receiver hardware.
phonic and monophonic information, as happens in current theqe jimitations are defined in terms of measures such as
analog FM systems. Digital systems, however, have the y,o r4te of algorithmic operations, the memory (RAM and
potential to take advantage of more elaborate multlstream,ROM) requirements, and the size and number of chips. These

multidescription, and layered-description schemes. Such g, antities directly impact consumer-sensitive concerns such

schemes can be matched to the specific properties of theyg the size, price, and power consumption (battery life) of
channels in a given broadcast application. For example

° i - 'receivers. The exact numbers in terms of MIPS, ROM, and
the IBOC systems described in Sections V and VI have gap depend on the coder used, its sampling rate, and the
possibly unequal and dynamic error characteristics on either, get hardware, but are well within reach of low-cost con-
side of the transmission band. This can create diversity g mer applications. Encoder complexity also has to be man-
in the channel conditions seen by different areas of the 5404 byt is less of a concern since encoders are only deployed
source bitstream. Similarly, satellite systems have diversity ot ihe (limited number of) broadcasting installations. The in-
provided by the use of multiple satellites. The source coding ¢eased costs and complexity associated with more advanced
algorithm, as well as the channel coding algorithm, can (petter performing) source-encoding algorithms can there-
be used to produce bitstream formats well suited to these¢, e often be absorbed by the broadcasting companies.
applications. The second major system constraint of thatadéncyor

The use of diversity does improve the performance of the delay In simple terms, this is defined as the interval in time
systems. Despite this, bit errors do occur during transmissionpetween which the encoder system first receives input audio
and create the third set of error robustness requirements thatamples and the time the receiver produces the corresponding
must be taken into account by the source coder designs. Theyutput audio. Although the delay constraints do not need
systems presented use an error-detecting channel code to dao be as stringent as in two-way communications, they are
tect bit errors in blocks (frames) of the received bitstreams. hounded for several reasons. The first reason is a cost issue
The designs target low undetected (residual) bit error ratessince some of the sources of delay translate proportionally
(BERs) on the order o£107". This is in contrast to the into the need for memory (RAM/ROM) and processor re-
higher rates tolerated by cellular systems which are on thesources at the receiver. A second reason focuses on impacts
order of~10~2. When an error is detected by the error-de- of delays at the receiver which affect the user interface. Here,
tecting code, the corresponding frame of bits is discarded the main concern is referred to as tu@ing problem This
entirely, creating another error situation termedaane era-  problem can occur if receiver-specific components of the
sure.The probability of such an erasure, the frame-erasure end-to-end delay adversely affect the time required to tune
rate, can be several percent in these systems. The source dénto a station, i.e., the time from when the user selects or
coders used in these systems therefore include frame erasurehanges a station to the time the required audio output is
mitigation strategies that fill in the missing audio information  played. Users need to be able to scan the material of different
when a frame erasure occurs (see Section I1I-D). The sourcestations in a timely and convenient fashion.
decoders deployed are designed to be robust to the target The sources of delay introduced by the source coder are
residual BERs and frame-erasure rates of these systems.  mainly due to the block-wise (or frame-wise) processing of

The fourth set of requirements focuses on the decodedinput samples and the use sifjnal lookaheadBlock-wise
audio quality. Under this set of considerations, the robustnessprocessing allows coders to take advantages of correlations
to source material is probably the most challenging aspectin the signal, thereby improving coding efficiency [15]-[17].
of the source coder designs. This is due mainly to two fac- Signal lookahead involves the use of future signal informa-
tors: 1) the wide variation in audio content in broadcast ap- tion to influence and improve the encoding of the present
plications and 2) the fact that the ultimate judge of quality is block of signal. Signal lookahead is also used in lapped-
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transforms such as thmodified discrete cosine transform rates there are significant differences in the attributes of the
(MDCT) [18], [19]. The combined effect of the coder’s frame compression technologies available. Selecting an appropriate
size and signal lookahead is often termed &hgorithmic coding technology often involves a balance between perfor-
delay[20]. mance attributes as a function of signal type as well as on the
Another less obvious way source coders introduce delay hardware requirements different technologies impose. There
is through the use of variable-bit-rate schemes, i.e., usingis no ideal technology satisfying all concerns at low bit rates.
varying numbers of bits for different encoded frames. Insys-  To understand why this is so, and the choices that are
tems with a fixed source transmission bit rate, buffers for bits reflected in later sections, it is good to briefly review the
awaiting transmission and bits awaiting decoding are used toattributes of the two main categories of coding technologies
absorb the bit-rate variability, thereby minimizing underflow  that are available to various digital audio broadcast applica-
and overflow problems in the system. tions, i.e., speech and audio coding technologies. To begin,
Finally, it is worth mentioning that the channel coding speech coding technologies in general use model-based or
algorithm can also be a source of delay. One main factor waveform-based techniques that take advantage of the re-
is due to bit-interleaving. This interleaving delay is the pe- dundancies in the production and perception mechanism of
riod over which transmitted bits are randomly ordered be- speech [20]. Sources considered are generally single-channel
fore transmission to reduce correlations between bit errors.signals with a primary sample rate of 8 k-samples/s [20].
If block channel encoders are used such as in cyclic redun-More recently, the compression of wide-band speech sam-
dancy check (CRC) or Reed-Solomon (RS) codes, they canpled at 16 k-samples/s has also seen significant advances.
depending on their block-length, also introduce delay. This [20, ch. 8], [21]. Interest in stereophonic speech is also
again creates tradeoffs in the bit-error characteristics and,emerging [22]-[24], but for different reasons and with
therefore, the resulting requirements and tradeoffs in sourcedifferent technical challenges than those of broadcasts in
coder designs. music recording industries [23], [25]. Speech coders are
From the above discussion, it should be clear that a sourceg|so designed under constraints of low algorithmic delay
coding design represents a tradeoff in multiple source related(e.g., less than 50 ms) and with bounds on both encoder
factors and potentially a tradeoff with a channel coding al- and decoder complexity, making them useful for two-way
gorithm. For example, one can minimize source coder delay communication applications. By default, they are also useful
but this may come at the expense of compression efficiencyfor broadcast applications.
for a fixed quality level. Similarly, minimizing the delay in- Speech coding designs often achieve high speech quality
troduced by channel coding can be at the expense of error

. . e at rates less than 1 b per input sample, which is quite no-
correction performance and the bit-error characteristics seen, especially at lower sample rates of 8 and 16 k-sam-
by source coders. The choice of source coder is therefore

. . o o zﬁ)les/s, where up to 21 of the 25 critical bands of hearing
compromise between _the issues specific to the appllcatlon,are covered in the acoustic bandwidth [26]-[29]. However,
system, and even audio program. for robust performance across all signal classes, in particular

. . . music, bit rates closer to 2 b per input sample are generally
B. Source Coding Paradigms and Quality Tradeoffs required. State-of-the-art technology for high-quality speech

One of the major factors enabling the deployment of dig- coding at bit rates 0£16 kb/s for narrow-band sources and

ital audio broadcast systems is the advances in audio com-<32 kb/s for wide-band sources have been standardized by
pression technology. With these advances, source bit rates fobodies such as the ITU-T and ETSI [21], [30]-[32].

transparentstereophonic CD quality (perceptually indistin-  Audio coders in contrast rely less on speech-specific at-
guishable from uncompressed CD quality) are now below the tributes and more on the statistical redundancy common in
128-kb/s bound required by these broadcast systems. Theregnany audio signals and general principles on the human au-
is even evidence f_or transp_arent quality at rates as low aSgitory perception [5], [26], [29], [33]-[38]. Common audio

96 kb/s and “CD-like” quality, the quality at which most  4qer designs include transform or filter-bank signal decom-

untrained listeners cannot tell thg difference between COM- hositions combined with perception models and/or lossless
pressed and uncompressed quality, at rates as low as 64 kb/%oding techniques such as Huffman coding [33], [27], [28],
depending on the music material. [38] (see Section II-C).

The audio broadcast application differs from many other

applications in that there are stringent requirements and ex-CD lik lity and t ¢ lit b hieved with
pectations on both speech quality and music quality. This -likeé quality and transparent quality can be achieved wi

importance not only reflects requirements from the broad- Many Popular coding technologies between 1.0 and 1.5 b
casters and listeners themselves, but also the expectations df€" inPut sample per channel [39]. The MPEG-2 AAC [35],

artists, talk radio hosts, and advertisers who create the broad[36] and perceptual audio coding (PAC) [38], [40] coders
cast content. claim to have transparent CD quality below 128 kb/s and

The joint speech and audio requirement is not of great con- nearly CD-like quality at 64 kb/s for stereophonic signals.
cern at higher bit rates (above 96 kb/s), where transparent Atlower sample rates and acoustic bandwidths, e.g., 8 and
stereophonic CD quality is possible on most signal types. 16 k-samples/s and acoustic bandwidths of less than 4 or 8
However, as mentioned in the introduction to this section, kHz, robust performance of audio coding designs usually re-
at lower bit rates, compromises in quality have to be made. quires bit rates closer to 2 b/input sample, similar to the re-
Complicating the matter further is the fact that at low bit sults obtained with speech coding technology. The increase

At higher sample rates, from 32 to 48 k-samples/s,
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in the required number of bits per sample per channel for both I DIGITAL CHANNEL I

technologies at the lower sample rates is due to a number of "2 OR STORAGE e

factors, including: 1) the general statistical structure of many

audio signals which have higher energy in the lower frequen- Fig. 3. Generic audio encoding/decoding diagram.

cies; 2) the move to monophonic signals; and 3) the human

hearing mechanism which has a greater frequency selectivityand audio coding, including ideas on statistical multiplexing

at lower frequencies [26]-[29]. of multiple programs in a perceptually meaningful way [41],
Even at 2 b/sample, it is important to stress that the using diversity in the source stream in both embedded and

difference between speech and audio technologies are stillmultidescriptive fashions, improving quality of audio coders

apparent. The classic (and expected) tradeoffs in perfor-on speech signals and using multiple paradigms within a

mance is speech coders outperforming audio coders onsingle coding structure. These will be discussed in Sec-

speech and audio coders outperforming speech coders ortions II-C and IlIl. Section II-C discusses the primary coding

music and general audio. Therefore, even in the situationtechnology used in satellite and terrestrial systems.

where coders are considered to be robust to source material, ) )

the choice of coder can be heavily influenced by the program - Perceptual Audio Coding

material of the broadcast application. Fig. 3 shows the general scheme for audio coding. Gen-
To summarize, a general picture of the audio quality eral source coding algorithms maximize objective measures

as a function of acoustic bandwidth is shown in Fig. 1. A such as the SNR for a given bit rate. Perceptual audio coders

general summary of the application areas, bit rates, codingexplore factors of human perception with the aim of min-

paradigms, and the nominal audio quality is shown in Fig. 2. imizing the perceived distortion for a given bit rate. Com-

The overlap in speech and audio coding technologies is pression in a perceptual audio coder involves two processes:

clearly visible. More will be said on the potential quality, bit redundancy reductioandirrelevancy reductionThe filter

rates, and technology tradeoffs in Sections llI-A and IlI-G.  bank of a perceptual audio coder yields a high degree of
Matching the tradeoffs of the different paradigms to redundancy reductiodue to the statistical nature of audio

the source material, transmission channels, and hardwaresources, e.g., the energy of many audio sources is often con-

requirements is the challenge faced by source coding tech-centrated in a few subbands of the entire signal bandwidth.

nology in digital audio broadcasting systems. Some of these The efficiency of the coder is further improved without im-

challenges have resulted in new advances in the area of speecpairing the audio quality by shaping the quantization noise

WIDEBAND

NARROWBAND

| SPEECH CODING |
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Fig. 4. The masked threshold is computed by considering the Fig. 6. Generic perceptual audio encoder (monaphonic).
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Fig. 7. Generic audio decoder (monophonic).

Fig. 5. The spectral coefficients are divided into coding bands.
Each coding band is quantized such that the error is just below the
masked threshold.

AMPLITUDE

according to perceptual considerations. This is the basis for
irrelevancy redUCtion' ' 1024 2048 3072 4096 5120 SAMPLES

One way irrelevancy reduction is achieved is by taking o o _
masking effects of the human auditory system into account. Fig- 8- Example for an adaptive window switching sequence in

. . . \ ) PAC.

Masking describes the phenomenon in which one signal
(in this case, guantization noise) becomes inaudible in the ) ) ) ) o
presence of another signal (in this case, the coded version mitted signal. The resulting quantizer indices are

of the input signal). Such masking happens in both the coded with a lossless coder. B o

time and frequency domains. In the frequency domain, the ~ * The coded spectral values and additional side informa-
level below which the masked signal becomes inaudible is tion are packed into a bitstream and transmitted to the
termed themasked thresholdThis threshold is a function decoder or stored for future decoding.

of the masking signal and is often computed by considering The decoder reverses this process (Fig. 7). The three main
the masking effect of each component of the audio signal functions are the following.
[42], [4]. Fig. 4 shows how, for each component of the « The bitstream is parsed, yielding the coded spectral

audio signal, the masking spreading function is considered values and the side information.
separately for obtaining the net masked threshold for the « The lossless decoding of the spectral indices is per-
audio signal. During the encoding process, the spectral formed, resulting in the quantized spectral values.

coefficients of the filter bank of a perceptual audio coder « The spectral values are transformed back into the time

are grouped into coding bands. Each of these coding bands domain.

is quantized separately such that the resulting quantization The filter banks used in perceptual coders such as PAC

error is just below the masked threshold, as shown in Fig. 5. and MPEG-2 AAC are lapped transforms with adaptive
The structure of a generic perceptual audio encoder [43], window sizes [45]. These coders use a 1024-band modified

[44] is shown in Fig. 6. The four main functions are as discrete cosine transform (MDCT) [18] filter bank with a

follows. 2048-sample transform window. The size of the transform
« The input samples are converted into a subsampledis chosen such that a high-frequency resolution is obtained.
spectral representation using a filter bank [18]. However, the corresponding time resolution will be low.

< A perceptual model estimates the signal's masked Hence, during transient areas, e.g., when there is a signal
threshold [42]. For each spectral coefficient, this gives onset within the frame (1024 samples), the coder switches to
the maximum coding error that can be allowed in a shorter transform window of 256 samples for a 128-band
the audio signal while still maintaining perceptually MDCT to better track the signal changes. Thus, a frame is
transparent signal quality. either encoded with a 1024-band MDCT or eight 128-band

» The spectral values are quantized such that the errorMDCTs. An adaptive window switching sequence is shown
will be just below the masked threshold. Thus, the in Fig. 8. The long transform windows before and after
guantization noise is hidden by the respective trans- switching to short windows have a different shape (Fig. 8)
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and are called transition windows. Some versions of percep-Table 1 ' _
tual coders use wavelet transforms instead of short MDCT Coding Paradigms and Audio Formats

transforms for increased coding efficiency [38]. Bitrate | Audio Material Coding
(kb/s) | BW (Hz) Technique
8-16 100-4k traffic speech
Ill. DESIGN ADVANCES MATCHED TO (mono) stock info
APPLICATION-SPECIFIC REQUIREMENTS 24-32 50-7k talk radio | speech or
(mono) AM-Stations audio
A. Matching Coding Technology to Broadcast Material 32-48 20-10k talk radio/ audio
. . . L . (mono) FM or AM
Given the wide variety of program material in radio broad- 48-64 20-16k music audio®
casting, the choice of source coding technology is an impor- (stereo) | and speech | (See II-G)
tant consideration. The broadcast environment includes vir- 64-72 (zsge::f) mg‘;‘;f; & audio
tually all types of acoustic material one can imagine, from 96-128 | 20-20k music audio
music to synthetic sound effects to speech to noise. The en- (stereo) | and speech

vironments of these sources may include carefully controlled
studio productions as well as live productions such as sports
and outdoor concert events.

As an illustration, even those categorized in the limite

class of “speech-only” signals in broadcasting do not H h . i h
necessarily behave as speech signals considered in com- owever, when operating at nontransparent quality, the

munication applications. In communications applications, effTIcts gf quangze;t)lfct)n n(r)]|se on the ite_reo |mige gr? less
signals are usually carefully acquired, bandwidth-limited, well understood. en heuristic techniques that balance

level equalized, and filtered in known fashions. In the multiple considerations are used.

broadcast environment, audio bandwidth, signal levels, G|;/e”n the trﬁde(;ffs n thed'FechnoIoEms, Itis ||Tportant rt10
and equalization can vary unpredictably. In addition, many carefully match coding paradigms to the general formats that

digital radio stations use classic nonlinear preprocessingWIII .be seen in the audio broadcasting apphcgﬂons. Table 1
techniques from the legacy analog systems [46] Theseouthnesageneral summary of the formats, bit rates, and the

nonlinear techniques are used to give stations a perceptuaPOte,m',"’II source coding technologies. o .
distinction, i.e., the so-callesignature sound Within each bit-rate range, further optimization of the bit-

It therefore follows that traditional audio coders that do rate/bandwidth/distortion tradeoff can be made. Fig. 9 shows

not make assumptions on the production (source model)‘ﬁ’.l Con]'EOLrJ]r %I.Ot of _the Iogg—rt]erm 3\./erglgedb|.tdrﬁt<fa as a func-
mechanism are a better match for audio broadcastingt'on of the distortion and the audio bandwidth for a stereo

applications. However, as mentioned, at lower bit rates, PAC implementation. The estimates are made over a rep-

weaknesses become apparent in audio coders, in partic_resentative mix of audio signals (both music and speech)

ular for speech. Common problems with applying audio used in audio broadcasting. The conclusions are therefore

codecs to speech include distortions such as pre-echos anﬁ_er;]eral T‘_nd may differ_ for;t_ Spﬁdﬁc ||oiece .Of ”aU(tj)i_o. For
post-echoes. In addition, there is a reverberant distortion 'gh-qua ity stereo music radio channels, typical Y, It rate.s

¥V|th|n the range of 56-96 kb/s are used. For each bit rate, dif-
e

host image) produced when speech is compressed at ver ) .
I(gw rates t?y )trgmsform type cogers Somqae?tlisteners rent tradeoffs between the audio bandwidth and the amount

can also perceive a loss in the “fullness” of the decoded of perceived distortion can be chosen using Fig. 9. For ex-
compressed speech ample, for a bit rate of 56 kb/s, a stereo signal could be

The audio coders can be modified to improve quality on encoded with bandwidti® and distortionD (derived from

speech at low rates. For example, several new technologie%g;gl)éBLH: 11()) k_HZ' li'h: 0; jg :ﬁl_l k:Z’ D= Qr?; ﬁnd h
have been incorporated into the PAC audio coder. Anewen-~ — . z, ) = 38. The tra. eott1s chosen suc that the
hanced algorithm for pre-echo control reduces the spread ofimpairments of the coded audio signal resulting from reduced

quantization effects in time, thereby decreasing the pre—echosﬁandWLdth and da(rnl]dedhcoding dis_torti(;n a(rje a?r(;)ut the sakr)ne.(;t
or reverberation effects with speech. Additionally, the short as to be noted that the perception of tradeoff between band-

block mode in an audio coder can be enhanced for Stationarywidth and coding distortion is a highly subjective matter. It

signals by new Huffman coding schemes and more accuratealso .depends on th? Ilstgnlng environment. For ex.ample,_ n
noisy car, more distortion can be tolerated than in a quiet

parameterization of the masked threshold. In this case, the OIS )
coders use the short-block mode more frequently without listening environment.
harming the quality for stationary signals while improving
quality for quasi-stationary signals such as speech.

Stereo coding is also a problem at the lower bit rates.
In the current perceptual audio coders, the stereo coding Typical nonstationary signals such as audio signals have a
scheme is largely designed for encoding audio signals atvarying amount of inherent perceptual entropy as a function
transparent audio quality, i.e., when the quantization noise isof time [47]. Variable bit-rate compression techniques are
below both the left and right channel masked thresholds. Thetherefore natural means of approaching the compression
left and right masked thresholds are computed by a binaurallimit of audio signals (i.e., perceptual entropy for transparent

perceptual model which takes into account reductions in
d masking level when left and right signals are correlated;
this is known adinaural masking level differend8MLD).

B. Variable Bit-Rate Coding Versus Constant Bit-Rate
Transmission
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PERCEPTUAL DISTORTION MEASURE D

1 115 12 125 13 13.5 14 145 15 15.5
BANDWIDTH [kHz]

Fig. 9. An example of the dependency of the bit rate (indicated on contours in b/s) on the distortion
and bandwidth for the PAC audio coder for stereo music signals. Transparent quality corresponds to a
value of D = 0, and “Annoying” quality corresponds to a valiit = 100.

BUFFER T_he buffer itself represen_ts an interesting tradeoff _inﬂu-
encing the source coder design. The larger the buffer size, the
d[k]T l|[k] _‘ more variations in bit rate can be absorbed and the less the
BUFFER CONTROL CONSTANT wnpapt is to the audio quall'ty due. to con;tant bit-rate ftrans-
LOGIC RATE mission. However, as mentioned in Section II-A, the size of
Rq the buffer is restricted by constraints on tuning delay and
cost. In such a systerhuffer control logicis necessary. This
mechanism monitors the buffer levigk] and influences the
AIDIO < DECODER |+{ BUFFER encoding process to make sure the buffer does not overflow.
Buffer underflow is less severe and can be always prevented
Fig. 10. An audio encoder and decoder with a constant bit-rate by |nject|_ng additional bits into the fram.e' .
transmission channel. The ultimate goal of the buffer controlis to provide the best
possible perceptual quality for a given buffer size restriction.
To influence the encoding process avdk] in a perceptually
audio coding). However, most broadcasting applications meaningful way, the buffer control logic determines a level
require a constant bit-rate transmission. When a variable of guantization distortion in framé through a perceptual
bit-rate source coder is used together with a constant bit-ratecyiterion d[k]. The distortion criterioni[k] determines how
transmission channel, the output of the source coder needsych noise is added above the masked threshaffk]f= 0,
to be buffered to absorb the variations in the bit rate. then framek is encoded with coding distortion just below
Fig. 10 shows an audio encoder and decoder with athe masked threshold. ifk] > 0, the coding distortion is
buffered bitstream to enable a constant bit-rate transmission.g|jowed to exceed the masked threshold. In general, the larger
In this scenario, at each framiebits from the audio encoder  the value ofd[k], the smaller the number of bits that will
are put intO a ﬁrst'in—ﬁrst'out (FIFO) buffel’ ata Variable b|t be required to encode franf‘e The Criteriond[k] therefore
rate of M[k] b per frame from the source coder, and bits are regulates the bit rate coming out of the source encoder.
removed from the FIFO buffer at a constant bit ratdiqfb To select the required value dfk], many buffer control
per frame where?, is equal to the rate of the transmission  schemes for audio coders typically use two processing loops
channel. The number of data bits in the buffer after the [5], [48], [35]. Theouter loopdetermines for each framie
processing of frame, I[k], can be expressed iteratively as g bjt rate/,[k] at which the frame should be encoded. The
bit rate M,[k] is computed as a function of the buffer level

AUDIO MIK]
IN —>| ENCODER >

I[k] = Ik — 1] + M[k] — Ry (1) [[k — 1] and the perceptual entropy or a related measure [47]
of the frame. Thenner loopthen iteratively reencodes the
assuming some initial buffer level @] bits. frame at different levels of distortiod[%] until the bit rate
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Fig. 11. The bitstreams of th&/ encoders are combined. The bit
rate of a joint frame is/[k]. A single common distortion criterion
is used.

of the encoded fram@/[k] is sufficiently close toM[k],
keepingd[k] to a minimum.

Typically, the outer loop determines the bit rate of each
frame My[k] using a strategy that keeps a fairly low buffer
level (a low buffer level means that many bits are available).
This is a done in anticipation of critical frames such as tran-
sients which may have locally high bit demands. This ap-
proach is largely heuristic and may not explicitly reduce the
local variation in distortion. A more efficient approach is
to reduce the variations in distortions due to buffer control
by using statistical bit-rate estimations. This approach is de-
scribed in detail in [49]. In addition to reducing the variation
of distortions over time, this approach is also significantly
less complex than iterative schemes.

C. Joint Bitstream Transmission

Satellite digital radio services (see Section VII) broadcast
alarge number of radio programs (up to 100) simultaneously.
In these situations, better performance (i.e., a larger numbe
of programs and/or better audio quality of the programs) can
be achieved itV > 1 radio programs are encoded jointly
with a shared bitstream. That is, it is betterNf channels
share a common stream/&tiz,; kb/s than if each program is
encoded individually, each with a single bitstreankakb/s.

To achieve this, a buffer-control scheme for joint coding is
used which dynamically allocates the channel capacity be-
tween the audio coders sharing the common bitstream.

Fig. 11 shows howV audio encoders are connected to
form a joint encoder with a joint bitstream. The bit rate of
each joint frameJ/[£] is the sum of the bit rates of the frames
of the individual encoders/,, [k] (n € {1, 2, ..., N})

N
Tk =Y Mo[k]. ()
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Fig. 12. The joint encoder is treated as a single encoder. The
bitstream parser at the receiver extracts the bitstream of a specific
radio programP.

A distortion criterionD[k] common to all encoders is used
since it is simpler than dealing with a separate distortion cri-
terion for each encoder. In addition, by having the saere
ceptualdistortion criterion, the buffer control has the same
average quality/bit-rate impact on each audio encoder. Note
that it is also possible to consider different criteria for each
encoder.

Except for the use of multiple audio inputs, the operation
of the joint encoder of Fig. 11 is similar to a single audio
encoder. A buffered joint encoding scheme with a receiver
is shown in Fig. 12. The joint frames of the joint encoder
are put into the FIFQoint buffer. A buffer-controlscheme
determined[%] such that the buffer level does not overflow.
The bits in the joint buffer are transmitted to the receiver with
a constant bit ratéV 4. Once a joint frame arrives at the
receiver, the bits of the desired radio progrBrare extracted
and placed into thdecoder buffeby theprogram parser

One reason the joint scheme is preferred is that the sta-
tistics of the joint bit rates/[k] are much more favorable
than those of the average individual channel. For example,
assume that the bit rates of the single audio codé$k|
(n e {1, 2,..., N})areindependent random variables with
meansn; = m and variances? = o2. It then follows that
the mean and variance of the joint bit rafgk], as in (2),
is Nm andNa?, respectively. Assume also that the average
bit rate available for one audio coderig; and, therefore,
that the average bit rate available for tiveaudio coders is
NR,. The standard deviation of the bit rate normalized by
the desired bit rat&,; for one audio coder is /R4, whereas
the standard deviation of the joint encoder bit rate normal-
ized by the total available bit raf¥ R, is only o /(v/N Ry).
Similarly, in cases where the bit rates of the audio coders
have different statistics, one can still expect a reduction in the
normalized standard deviation of the bit rate for the joint en-
coder. As a result, for the same performance, the joint buffer
can be either smaller tha¥ times the buffer size of a single
audio coder or, for the same relative buffer size, better per-
formance can be achieved by allowing for more variation in
the instantaneous source bit rate.

A secondimportant advantage of joint coding is that the dif-
ferent audio coders can operate at different average bit rates
according tothe individual demands of their audio inputs. The
dependence of the perceived quality of the decoded audio on
each channel’s program material is greatly reduced [50].

PROCEEDINGS OF THE IEEE, VOL. 90, NO. 8, AUGUST 2002



INTERFOLATE lating the spectral content of the adjacent frames. In case B

of Fig. 13, a frame with short windows is lost. The lost frame

A contained a transient but its adjacent frames are stationary.
NTERPOLATE TV Therefore, good results can be achieved by substituting the

7 lost frame with a long window frame obtained by interpo-
B lating the spectral content of the adjacent frames. In case C

of Fig. 13, a frame with a long window is lost. The lost frame
is preceded by a transient. Repeating the transient of the pre-
ceding frame would likely be perceived as an artifact. There-
C fore, the future frame is used to predict the present frame. In
case D of Fig. 13, a frame with a long window is lost. The
lost frame is followed by a transient. Repeating the transient
of the following frame would introduce an echo and likely
D be perceived as an artifact. Therefore, the previous frame is
TIME > repeated instead.
Finally, it is worth noting that, since frames are coded with
a variable number of source bits, the fixed block length of the
error-detecting codes may flag errors in subsets of a single
source coding frame or may flag a group of source coding
frames simultaneously. This opens the possibility of having
| partially decodable frames and/or bursts of frame erasures.

Some channel conditions (such as Rayleigh fading) wil . . .
. : . Some of the aforementioned techniques can be applied to
introduce bursts of residual errors which cannot be corrected . . o
these cases with minor modifications.

by the channel codes. In those cases where these errors affect

critically sensitive bits, the best course of action is to declare . ) )
all the information for a given frame to be lost or erased and E- Embedded and Multistream Audio Coding Schemes

to mitigate the error by a frame-erasure concealment strategy. |n embedded and multidescriptive (stream) audio coding,
These concealment algorithms estimate of the missing por-the bitstream of the source coder is divided into a number of
tions of the waveform and in general can be quite effective sybsets that can be transmitted over independent channels.
once erasures occur atrelatively low rates (a few percent) andThe subsets can be combined into various subbitstreams,
do not span large intervals of timg 60 ms). each of which can be independently decoded.

In some coders, e.g., speech coders, information about the |n multidescriptive coding, each subset is a subbitstream
waveform is represented by parameters representing the timehat can be decoded independently. Multiple subsets can also
and spectral structure of the signal. Such structures usuallybe combined and decoded together to get higher quality. In
change in predictable ways from frame to frame. Conceal- the case of embedded coding, these subsets, or layers, have a
ment in such coders is often therefore done by making esti- hierarchy. The first layer, the “core” layer, is essential to all
mates of the missing parameters and using these estimates idescriptions (i.e., subsequent layers of the bitstream) and can
the source decoder, possibly with minor modifications such be used on its own to produce a decoded output. All other
as attenuation, to generate the output waveform [30], [31], “enhancement” layers can be combined with the core and
[51]. then decoded to produce output with increased quality. The

Other coders, such as perceptual audio coders, do not exenhancement layers may be themselves ordered though, like
plicitly represent structure through parameters. Due to the multidescriptive coding, the layers may be combined in var-
nonparametric interpretation of the decoded information, it i0Us ways.
is much more difficult to come up with a good mitigation In the example of Fig. 14, the bitstream is divided into the
strategy for these coders. On the other hand, because of théollowing.
potential flexibility in delay constraints in a broadcast appli- e CORE This is the core part of the bitstream. It is

REPEAT TIME

REPEAT TIME

A, B, C, D = LOST FRAMES

Fig. 13. An example of four different cases for mitigating a lost
frame.

D. Error Mitigation

cation, itis possible to recover lost information based on past
and future information, i.e., by interpolation.

Fig. 13 shows four examples of five successive frames of
an audio coder such as PAC or MPEG-2 AAC. Either one
long transform window is used or eight short transform win-
dows for encoding one frame. Long MDCT windows are
used for encoding stationary parts of an audio signal and
short MDCT windows are used to encode transients. In case
A of Fig. 13, a frame with a long window is lost. In this
case, the lost frame and its adjacent frames represent a sta-
tionary signal, and good results can still be achieved by sub-
stituting the lost frame with a frame obtained by interpo-

FALLER et al: TECHNICAL ADVANCES IN DIGITAL AUDIO RADIO BROADCASTING

self-sufficient and can be decoded independently of
the other substreams.

Enhancement Layer. This consists of encoded high-
frequency spectral coefficients. This subbitstream en-
hances the audio bandwidth of the core.
Enhancement Layer :2This consists of encoded
left—right difference spectral coefficients. Given these,
the core can be enhanced from mono to stereo.
Enhancement Layer :3This consists of encoded
high-frequency left-right difference spectral coeffi-
cients. Given 1 and 2 and this subbitstream, the core is
enhanced to high audio bandwidth stereo.
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5 ANII-D(\)IWDTH B ANFSS\I'I-'DTH If information from both quantizers are received, then the
guantizers are combined and the audio signal is decoded
with less distortion.

STEREO 2 3
F. Unequal Error Protection

The embedded bitstream formats just mentioned imply a
MONO CORE 1 hierarchy in bits in terms of each bit’s influence on the de-
coded quality. For example, some bits add high-frequency
information, while others add stereo information, etc. It is
Fig. 14. The core bitstream provides basic audio quality. also well known that, in most source bitstreams, both nonem-
Bitstreams 1-3 enhance the audio quality. bedded and embedded, individual bits also have an unequal
profile in terms ofbit-error sensitivity i.e., the degree of
quality loss when a particular bit is decoded with an error.

BASIC This unequal sensitivity among bits can be exploited by the
channel coding by using unequal error protection (UEP).
o e BASIC + 1 ENHANCEMENT _To |mpl_ernent.a UE.P channel coding scheme, the source
bits are divided into different classes. The source coder can
implicitly specify these classes by simply ordering the po-
e 0 BASIC + 2 ENHANCEMENTS sitions of the bits in a stream accordingly [53], [54]. Each
class is protected by a different error-correcting code with
e BEST the more sensitive bit classes pr_otgctgd by the stronger (e.g.,
higher rate) channel codes. This is in contrast to an equal
Aé%?ggﬁ,ﬁi?w error protection (EEP) scheme which uses a single channel
code to protect all bits equally.
Fig. 15. The core bitstream can be enhanced in different ways for In general, a true EEP is rarely used since there is often
better audio quality: embedded audio coding. a subset of critical bits (for example, the coding mode, the

transform length, and the framing information) that need to
have a higher level of protection. This subset is often fur-

ther protected by an error-detecting code. If an error is de-
BASIC tected, a frame erasure is invoked. However, even consid-

ering these enhanced “EEP” schemes, it has been shown that
° e PAC and other coders perform better using true multiclass

UEP schemes that take into account more information on dif-
ferences in bit-error sensitivity [54], [55]. A further discus-

sion of UEP is given in Section V.
@D

ENHANGCED G. Further Developments in Coding Algorithms

It is worth noting that there are continued, less traditional,
developments in audio compression technology that are
receiving more attention in the broadcast environment, in
particular because of the high compression ratios which

INCREASED . . L . . .
AUDIO QUALITY are required in some applications. Traditional audio coding
designs have often focused on minimizing the bit rate

bined yield a bitst ith enhanced quality. ; . . )
combined yield & bitstream with enhanced quatty transparent audio quality. The tradeoff, as outlined in

Section llI-A, is often made between the bit rate, the
For embedded audio coding, the subbitstreams of Fig. 14acoustic bandwidth, and/or the number of channels (e.g.,
can be used as shown in Fig. 15. The core can be com-stereophonic vs monophonic) coded. The newer tradeoffs
bined with the different subbitstreams to enhance the audioconsidered allow a greater degree of flexibility, allowing
quality. For multistream audio coding, several independent designers to further reduce bit rate while at the same time
bitstreams are formed, given the building blocks of Fig. 14. maintaining good “nontransparent” audio quality.
For example, Fig. 16 shows two independent bitstreams One such technique is the use lidindwidth extension
(CORE + 1, CORE + 2) which, when combined, yield techniques [56], [9]. These techniques try to synthesize
enhanced audio qualityCORE + 1 + 2). Another possi- or “fill in” the higher frequency acoustic information (not
bility for multistream audio coding is encoding the audio transmitted) based on received information in lower fre-
signal using complementary quantizers [52] and sending quency acoustic bands. While such techniques can never
the information from each quantizer in different streams. ensure that the higher frequency information is similar to
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Fig. 17. IBOC transition from analog to digital.

that in the original uncompressed source material, the tech-technology is mostly based on a migration plan that the NAB
nique does create a “natural” impression of higher acoustic deems sensible and acceptable. In the plan, the migration to
bandwidth. This allows designers to maintain targets of all-digital audio broadcasting will take two steps. The first
perceived acoustic bandwidth while saving bits to improve step is to move from today’s analog transmission to a hybrid
quality in the lower, more important acoustic bands. system, which inserts digital signals along the two sidebands
Another interesting technique is that binaural cue of the host analog signal. The second and final step is to to-
coding (BCC), [57]-[60]. This technique makes compro- tally replace the analog host signal with digital signals, which
mises in the multichannel format by explicitly coding spatial may carry additional services, as the market adapts gradu-
cues between pairs of audio channels. In this way the signalally to the new system. Fig. 17 depicts such a strategy. In the
transmitted consists of a single audio signal (sum of all following sections, we summarize the requirements and the
input channels) and very low-rate BCC side information. As progress in the past decade in the area of terrestrial digital
a result, the decoded signal will not be transparent in termsaudio broadcast.
of spatial image. However, it does produce a very natural )
spatial impression while allowing the majority of bits to B. Requirements
be spent to improve the quality of the single audio channel In promoting a digital radio system, one needs to set up
transmitted. Such a technique is promising for achieving the requirement of the system with clear enunciation of the
high-quality CD-like acoustic bandwidths at bit rates of potential benefit (and possible sacrifice) that the new tech-
approximately 40-50 kb/s while maintaining some, though nology shall bring about. The requirements for the IBOC
not all, stereophonic properties. system can be addressed along several dimensions.
The last set of techniques to mention comes from the area Coverage: The coverage of existing AM and FM stations,
of speech coding technology. Here, wide-band coders such asn reference to the contours limited by interference and by
the Multimode Transform Predictive Coder [61] and ITU-T noise, shall not be compromised due to the digital signal in
Rec. G.722.1 [21] allow systems to make explicit compro- both hybrid and all-digital modes. In other words, the digital
mises that improve speech quality while maintaining accept- system must provide a service area that is at least equiva-
able audio quality at bit rates of 16—-32 kb/s. Such coders canlent to the host station’s analog service area while simulta-
be considered for programs in which the primary source ma- neously providing suitable protection in cochannel and adja-

terial is speech. cent channel situations. Such a requirement ensures market
stability in the service areas.
IV. TERRESTRIAL SYSTEMS Service Quality: Audio quality in both hybrid and all-dig-

ital modes shall be significantly better than that of existing
analog AM and FM modes. In fact, an original appeal in
In North America, terrestrial radio commonly refers to moving to digital systems was the improvement in audio
broadcast in the FM band (88-108 MHz) and the AM band quality, potentially to the level of CD quality in FM systems
(510-1710 kHz). To circumvent the difficulty in allocatinga and to the level of analog FM quality in AM systems.
new spectrum for digital audio broadcasting over terrestrial  Spectral Efficiency:Spectral efficiency provided by
channels and to allow current analog radio stations to migrateIBOC shall be better than existing AM and FM bands in
into digital transmission without causing disruption in con- both hybrid and all-digital modes. Spectral efficiency refers
sumer adaptation, the NAB has been supporting the develop-to the ratio between the source signal bandwidth and the
ment of IBOC technology. The argument for supporting the transmission signal bandwidth at given audio quality.

A. Introduction

FALLER et al: TECHNICAL ADVANCES IN DIGITAL AUDIO RADIO BROADCASTING 1315



Feature Set:Both the hybrid and the all-digital modes Table 2
shall support a substantial set of new features such asSuPmitted Systems for the 1994 IBOC Test
auxiliary data channel and an automated public safety

. System Band
mfra_\structu_r_e (emergency alarm system, weather alerts, and Fureka.147 (224 kb/s) T-band
traffic conditions). Eureka-147 (192 kb/s) L-band
Compatibility: Deployment of IBOC in either hybrid or VOA/JPL (satellite system) | S-band
iy ; ot ; AT&T /Lucent IBAC VHF (FM)
all-digital mgde shall nolt |mpac_t gxstmg analog stations or RTLT Lucent/ Amati TBOC | VAF (FM)
ana!qg receivers. Insertion of dl_glt_al signals shall not create {double sideband)
additional interference to the existing analog signal. The hy- AT&T [Lucent/Amati IBOC | VHF (EM)
brid transmission mode shall be backward compatible with - S(k’g;f ?f;‘;aﬂu%c TEF D
current analog receivers already in use (i.e., without manda- USADR FM2 IBOC VHF (FM)
tory upgrade on listeners’ equipment if they are not prepared USADR AM IBOC MF (AM)

to receive digital programs), and the all-digital mode shall be
backward compatible with hybrid IBOC receivers. In short,
the system shall afford a smooth transition from analog to veloped before IBOC digital radio services could become vi-
digital services. The IBOC migration plan discussed above able.
is a commonly accepted plan. As the spectral allocation issue became more prominent,
These requirements provide a design guideline in the de-the NAB in the mid-1990s started to focus on IBOC systems.
velopment of the hybrid system and the eventual goal of an In the mean time, advances in perceptual audio coding and
all-digital system. orthogonal frequency division multiplexing (OFDM) or dig-
ital multitone technology for digital transmission (such as
used in Eureka-147) had inspired new hope for the IBOC
system. In 1996, audio coders like PAC [38] and MPEG-2
In the early 1990s, in light of the development of the AAC [35] were shown to be able to code stereo music at 96
Eureka-147 system in Europe, the Consumer Electronicskb/s without causing audible degradation from original CD
Manufacturer’'s Association (CEMA) and proponents of materials [39]. These advances inspired a collaboration be-
Eureka-147 urged the National Radio Systems Committeetween two of the original proponents of the IBOC system,
(NRSC), jointly formed by the Consumer Electronics Asso- USA Digital Radio (USADR) and Lucent Technologies, to
ciation (CEA) sector of the Electronics Industry Association join forces to develop aworking IBOC systemin 1997. In late
(EIA) and the National Association of Broadcasters (NAB), 1997, a new company, Digital Radio Express (DRE), con-
to consider a plan for digital audio services. A call for tacted the NRSC with the claim of possessing viable designs
proposals was issued in 1991 to lay out possible technicalof FM and AM IBOC systems, and the NRSC on IBOC was
approaches and a plan to test the proposed systems. Severéhus reactivated in February of 1998.
systems were proposed, including théband Eureka-147 USADR and Lucent subsequently separated in 1999,
system at two different bit rates, &band satellite system,  although development efforts continued in each individual
an in-band, adjacent-channel (IBAC) system, and various company. In 1999, Lucent Technologies, taking advantage
IBOC systems. The key idea of an IBAC system is to find of its research program in audio coding and digital trans-
vacant channels in the current AM and FM bands for digital mission, formed Lucent Digital Radio (LDR) to signify
broadcasting. Table 2 lists all the systems that participatedits commitment to this particular technology area. LDR
in the test, some in the laboratory only and some in the moved rapidly into a new system, with key advances such as
field. The field test was conducted in 1994 in the city of multistream audio coding, which can be considered a new
San Francisco. It was determined that the current AM and generation system. Key components of these systems will
FM bands are too “crowded” to accommodate a new digital be addressed in the following sections.
channel for each station license holder as was done in the During 1998 and 1999, the NRSC established Test and
transition to digital in the TV band. The IBAC system Evaluation Guideline documents to assist the technology
was thus deemed unsuitable. The NRSC also concluded inproponents in self-testing programs so as to identify in-
1995 that the technology had not yet progressed to a viableformation that would be needed by the NRSC to validate
point and, in 1996, subsequently suspended its activity until the viability of the new system. In August 2000, a formal
sufficient progress could be shown to warrant renewal of Request for Proposal (RFP) on IBOC was issued to solicit
activities. submission of system designs for consideration as a standard
We must note that the unsatisfactory performance of early for the U.S. During this time, while technology development
digital audio radio systems is mostly due to the relatively continued, a number of business mergers took place; DRE
high bit rates needed for audio coding. The lowest audio- was merged into USADR in 1999, and, in 2000, the two
coding rate attempted in these systems was 128 kb/s, whichremaining proponents, USADR and LDR, with somewhat
could not be supported by the digital transmission scheme.different system designs, joined together to become a sole
Clearly, given the power and interference requirements dic- company called iBiquity Digital Corp. [62]. Attributes of
tated by the coverage map authorized by the FCC, a muchboth systems have been combined, and, in August 2001, test
more efficient audio coding algorithm would have to be de- results were presented to the NRSC. Based on the evaluation

C. Evolution of IBOC in the USA
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of these results, NRSC made a recommendation for approval
of the FM system to the FCC on November 2001 and the
AM system in April 2002 [63]. Deployment of both AM and
FM hybrid IBOC is scheduled for the 2002/2003 time frame.
Several radio equipment transmitters have IBOC-compliant
offers, and several receiver manufacturers have announced !

IBOC-ready radios. f,-200 Hz s f, +200 Hz
FM Carrier

D. Other Terrestrial Systems Fig. 18. Basic FM power spectrum.

The largest deployed terrestrial digital audio radio services

system is Eureka-147 [6], [64]-{66]. This system was the i, Eyrope, where broadcasting in general has been organized
outcome of a large European consortium activity in the early at 5 national level and is intended for national coverage. This
1980s. The project was done in the context of the Eurekan contrast to the U.S. where local programming is preferred.
series of research projects, and project 147 began in 1986pespite a tremendous effort from various governments and its
to deyelop a dlglta|'aU(.jIO br.oadcastlng system. The systemyide availability, its success has so far been limited. Although
specification was finalized in 1994 and was adopted as aggtaplished for sound delivery, its most successful applica-
worldwide ITU-R standard in 1994 and as an ETSI standard tjons rely on it as a robust high-speed wireless data delivery
in 1997. The system is operational is many Western Europeanseryice. Recent proposals of combining Eureka-147 with
countries and Canada, and deploymentis scheduled in severaprs have indicated that this is a viable commercial option.
Asian countries and Australia. Receivers are widely avail-  The Digital Radio Mondiale consortium [8] has devel-
able and prices are on the order of $200-$300. Eureka-147ppeq a system for digital broadcasting at frequencies below
is _dnfferent from IBOC in many ways. Rather than using 30 MHz. This system [9] has already been recognized by
existing AM and FM bands, it assumes newly allocated the |TU in a draft recommendation [7]. The U.S. hybrid and
bands. To obtain efficient frequency use, several programs|_gigjtal IBOC AM systems are also part of this recommen-

are multiplexed and transmitted on a single carrier. Such angaiion. The DRM system has been developed based on the
ensemble has a transmission bandwidth of 1.536 MHz. Using g|jowing key requirements.

OFDM modulation (using differential quadrature phase-shift
keying (QPSK) for each carrier), the gross capacity of this
ensemble is about 2.3 Mb/s. Varying levels of error protection
can be selected resulting in net bit rates of 0.6-1.8 Mb/s.
Error protection levels can be set for individual programs
within an ensemble. Its audio compression scheme relies
on MPEG 1, 2 Layer Il, which requires 128-192 kb/s for

stereo audio broadcasts. It supports both 48- and 24_kHZ(U.S.) AM channel is limited. Audio coding rates from as

sampling frequencies and bit rates from 8 to 384 kb/s in .
X ] ._ _low as 10 kb/s up to mid-20 kb/s have been proposed. For the
mono, stereo, and dual-channel mode. Its basic frame 29 ower rates speech coders can be used, while for the higher

is 24 ms. Besides audio, Eureka-147 supports program . o
associated data and generic data. The latter is organized inrates MPEG-2 AAC with spectral band replication (SBR)

24-ms logical frames with a data rateotimes 8 kb/s. The Is used [9]. Data and audio bitstreams are multiplexed. The

system has been designed for mobile reception over a Widetransmlssmn system IS pasgd on OFDM, .Whlch avoids Fhe
need for adaptive equalization. Constellation sizes varying

range of frequencies (30 MHz and 3 GHz). This has been

accomplished by providing four transmission modes, each from 16 o(IDA'I'l\P/: (4 E/S/HZI) to§4 QAMd@ b/ti/Hz) htave peen |
using a different number of carriers, frame duration, and Elrg\f)eolsfoding € : vzrr]igfy g? Cl)nlgDLli/TecorI]?igureaigise?yse?:}u i
symbol duration. Transmission modes | and Il are the most bandwidths and data rates have beenincluded in the standard.

suitable for terrestrial broadcasting, while mode Il can be )
used for cable and satellite broadcasts. Various frequencies':Or further details on the DRM system, see [8]. Deployment

have been allocated at WARC-92, and most countries eitherOf DRM services is scheduled for 2003,

transmit in the VHF band or the-band. Due to its robust

design against multifading, it is possible to operate in a V. IBOC FM SysTEMS

so-called single frequency networkSFN) mode, where Digital broadcasting in the FM band inside the FCC emis-
several (geographically separated) transmitters all broadcassion mask can take place in a so-called hybrid IBOC system
the same ensemble at the same frequency. This allows robustvhere the digital information is transmitted at a lower power
coverage of a large area. Another advantage of an SFN islevel (typically 25 dB lower) than the analog host FM signal.
that it provides a very power-efficient network compared to This digital transmission is achieved in subbands on both
(analog) FM for the same coverage efficiency. The need for sides of the analog host signal. The composite signal is typ-
multiplexing requires careful coordination between content ically 400 kHz wide with the FM carrier in the middle. The
providers and collective responsibility for the transmitter digital sidebands are typically about 70 kHz wide at the upper
infrastructure. This approach has been found quite feasibleand lower edges of the composite signal (see Fig. 18).

1) The audio quality must be improved over that achieved
by analog AM.
2) The DRM signal must fit within the present channel
arrangements in the AM bands.
3) The DRM signal should support operation of an SFN.
4) The DRM signal should support operation of an SFN.
The capacity available for audio within a single 9- or 10-kHz
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One current design proposal for hybrid IBOC FM systems .
uses a single 96-kb/s PAC [38], [40], [67] source stream du- :
plicated for transmission over two sidebands using OFDM i
modulation. A uniform OFDM power profile is used. The i

analog host
’

s

4

channel coding on each sideband is rate 4/5 with memory A B C
6. The total combined rate is 2/5, in a complementary punc-
tured pair convolutional (CPPC) channel coding configura-
tion [68]-[70]. Details of these convolutional codes will be ¢
provided below. fe

To ensure graceful degradation in the presence of severe . ) i

_sided first adiacent channel interference. an alternati eFlg. 19. Basic hybrid IBOC concept. Bands A—C of the OFDM

one-siaed 1rs J _' ) ’ V€carriers have different interference susceptibilities, and this impacts
system uses multistream transmission [71], [72] on the two the channel code design. Band A is more sensitive to interference
sidebands combined with multidescriptive audio coding [72]. than band B. Band C is used optionally.

Further robustness to this type of interference is obtained

by introducing a bit error sensitivity classifier in the audio (A first adjacent interferer in FM is 200 kHz from the car-
coding algorithm and by transmitting bits in separate classesrier and a second adjacent interferer is 400 kHz from the car-
with different channel codes and different frequency bands rier.) Thus, one would like to be able to recover all the digital
[55]. More powerful channel codes [73]-[75], [53], [76],[77] audio information even when either sideband is erased. On
and sideband time diversity give further improvements, espe- the other hand, if neither sideband is erased, one would like
cially for slow fading [78]. to exploit this advantage, for example, to receive the digital
In Sections V-A and -B, we will give a detailed descrip- audio signal farther away from the transmitter, thus extending
tion of both single-stream and multistream hybrid IBOC-FM  the coverage area. In other words, the interference environ-
digital audio broadcasting systems. ment is typically location-dependent, and the hybrid IBOC
system should be able to adapt to the different scenarios.
Furthermore, even when the sidebands are not completely
Hybrid IBOC broadcasting systems for digital audio radio lost, the carriers within a sideband are exposed to differing
have the capability of simultaneously transmitting analog levels of interference. For example, the carriers in bands
FM and digital audio of CD-like quality. Due to fading and B of the hybrid IBOC OFDM power spectrum in Fig. 19
interference in the already crowded FM band, the signal are deemed to be more robust to interference. Bands A are
design for the hybrid IBOC system is very challenging. always used but are deemed to be subject to more adjacent
It has been proposed to use a method of double sidebandchannel interference. Bands C are optionally used in the
transmission where the digital information is transmitted so-called extended bandwidth mode, yielding a potential
by means of OFDM on both sides of the analog host FM increase in channel coding capability. Potentially, trans-
and where the digital information can be recovered even mission in bands C can take place with precancellation
when one sideband is partially or totally lost. This leads techniques [83], [84] by which the self-interference from
to an interesting channel coding problem of searching for the analog host FM signal is canceled. The problem is to
optimal pairs of high-rate codes that form good combined find the “best” pair of codes, called complementary codes,
low-rate codes which are better than classic code-combiningwhich together form another “good” code [68]. One code is
techniques. Optimum in this context means channel codestransmitted on one sideband, and its complementary code is
with the best (longest) distance between codewords. transmitted on the other sideband.
Hybrid IBOC systems have been under consideration for A well-known technique for generating good high-rate
some time, and a number of prototypes have been designedonvolutional codes from low-rate codes fgincturing
[67], built, and evaluated [79]-[82], [70]. (These systems [73], [74], [85]. Fig. 20 shows an example of puncturing.
were earlier referred to as IBOC systems. The term IBOC Normally only one best high-rate code is sought. A low-rate
now refers to all-digital systems, which have no analog host mother code is first punctured to the full rate (full band-
signals in the FM or AM bands.) width) code used for both sidebands. This code is then in
Traditional channel coding methods that have been de-turn punctured to twice its original rate, forming the first
veloped for either white noise channels or channels with a code of the complementary pair. The punctured bits form
known, fixed interference power spectrum are not well suited the second code of the pair. The CPPC codes in this section
for the interference environmentin the normally crowded FM are from [68]. These represent better schemes than classic
band. Fig. 19 shows a configuration where the digital audio code combining [73] and do not need to meet the conditions
information is transmitted on two sidebands, one on each sidefor the so-called equivalent code [86], which is a special
of the analog host. In the interference environment of the FM subclass of complementary codes [70], [74], [75], [53]. The
band, the so-callefitst adjacentchannel analog interference  use of UEP codes [55] further improves the capability of the
facing some receivers may be so severe that the signal-to-in-channel codes, yielding extended coverage areas. This leads
terference ratio in one sideband falls well below the operating to further code optimizations. Throughout this section ideal
range (i.e., erasing one sideband) while other receivers maycoherent QPSK and binary-PSK modulation and an additive
lose the other sideband (depending on geographic location).white Gaussian noise (AWGN) channel have been assumed.

A. Single Source Stream Systems
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Fig. 20. Convolutional code notations. Rate-1/3, memdfy= 6 mother code with puncturing
period P = 4. The output code rate is 2/5.

This optimization then leads to “good” codes for realistic Table 3 _
digital audio broadcasting fading channels using, e.g., Rate-1/3 Mother Code Used for Puncturing

differentiglly cohgrent four-phase modulation (DQPSK) and Code | Memory | go,81,82 | 9r | <a,/P
channel interleaving. (octal)
Puncturing a mother code is a well-known technique for Hagenauer 6 133,171,145 |14 ] 1

obtaining good high-rate convolutional codes with easy de-

coding by means of the same basic Viterbi algorithm that Taple 4
is used for the mother code. Increased puncturing leads toProperties of the Rate-2/5 Full-Bandwidth Codes
higher code rates. Puncturing is often performed in a peri- Cods

) . > . ) Mother Code Puncturing ds | cq./P

odic manner with a pattern that is repeated with a period of Pattern
P bits. Hagenauer Hagenauer (1111, 1111, 1100) | 11 [ 1.00
Kroeger Hagenauer (1111, 1111, 1010) | 11 | 2.00

Complementary Punctured Pair Convolution@PPC)
codes are defined as a pair of punctured codes of Rate
that are obtained by puncturing the same mother code with  The rate 1/3 is the most natural starting rate for puncturing
the same puncturing period such that the two codes have nao rate 2/5. Several suitable rate-1/3 mother codes can be
unpunctured bits in common. Hence, the two codes combinefound in the literature [74], [85], [76], [77]. In this paper, we
to a rateR; /2 code. A special subclass of these codes are only report results obtained with the Hagenauer code. Results
so-called equivalent codes described by Kallel [86], which for the other codes can be found in [68]. The memory, gen-
have the property that the puncturing pattern for one code iserators, free distances, and information error weights for the
a cyclically shifted version of the puncturing pattern for the mother code are givenin Table 3. The free Hamming distance
complementary code. It is not, however, necessary to addd; is the smallest number of code bits that separate two dif-
this constraint when searching for optimal CPPC codes. An ferent coded sequences (see [73]). The average information
“‘optimal” code is one having the best free (Hamming) dis- error weightc,, /P is the average number of information bit
tance [73] among those obtained by puncturing its particular errors corresponding to free distance error events. The aver-
mother code. If two codes have the same free distance, theraging takes place over all error events starting in any’ of
the best code has the smallest information error weight [73], positions, where” is the puncturing period.

i.e., the smallest average number of bit errors corresponding The full-bandwidth codes constructed are shown in

to free distance error events. These codes are then optimalfable 4, along with their free distances and information

for transmission over the additive white Gaussian channel error weights. The two codes in Table 4, the Hagenauer
with soft decision decoding and BPSK or QPSK modulation rate compatible punctured convolutionRCPC) rate-2/5

at high channel SNRS. They are also optimal for the fully code [74] and the Kroeger rate-2/5 code [70], are taken

interleaved Rayleigh fading channel with ideal BPSK or from the literature. (The Hagenauer code is optimal in an

QPSK modulation at high average channel SNRs. RCPC sense, and the Kroeger rate-2/5 code gives good

The proposed hybrid IBOC system requires rate-4/5 noncatastrophic rate-4/5 codes which we are reporting in
forward error correction(FEC) codes for both the upper this section.) These codes are punctured in a complemen-
and lower sideband channels (half-bandwidth codes). Thesetary fashion to form rate-4/5 CPPC codes. The optimal
codes combine to form a rate-2/5 error-correction code puncturing patterns are reported below. Other codes can be
(full-bandwidth code) [70]. constructed using the search method from [68].
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Table 5 variable interference channels. By also using PFDM tech-

Rate-4/5 Complementary Codes. Noncatastrophic Rate-4/5 ; ; ; ; ; ; ;
Complementary Codes Found by Lucent That Combine to nigues combined with UEP and sideband time diversity, new

the Kroeger Rate-2/5 Cod® = 4 hybrid IBOC-FM schemes are obtained with extended cov-
i erage and better peak audio quality than previously proposed.
ik Y ca,/P Complement ™ | & caf/P The FM channel suffers from dispersion in both the time
(0110, 1001,.0010) | 4 | 2.50 || (1001, 0110, 1000) | 4 | 2.50 and frequency domains. In the time domain, very severe
(0110, 1001, 1000) | 4 | 12.00 [ (1001, 0110,0010) | 4 | 12.00 multipath with delay spread ranging between 3+30has
been measured in urban and suburban environments. This
Table 6 broad range of delay spread corresponds to 30—-300-kHz
Comp_ar_isons of Free Distance for CPPC Codes and Classic Code channel coherence bandwidth, which is, at the upper limit,
Combining comparable to the signal spectrum, thereby introducing
Best | Code Combining CPPC flat fades for low delay spread channels such as dense
— AL R=2/5 R=4f5 [ R=2/8 urban environments. In a worst case scenario, no frequency
M=8 5 10 5 14 diversity scheme can mitigate the severe flat fading which

may extend across the whole spectrum of the radio signal. In
the frequency domain, frequency dispersion ranges between
0.2-15 Hz for very low to very high speed vehicles. For
5static channels, such as the link to a slowly moving vehicle,
the channel varies very slowly in time and, therefore, time
diversity schemes cannot combat various channel impair-

Table 5 lists all noncatastrophic memory—-6 complemen-
tary codes of puncturing period 4 that have the maximum
worst case free distance and combine to the Kroeger rate-2/
code, respectively. Note that the optimum pair (top line) in
Table 5 has puncturing patterns that are cyclically shifted . . -
versions of each other and, thus, are “equivalent” in Kallel's mer_lts such as selective and f_Iat fading condm(_)ns_. _
sense [86]. These codes have equivalent distance properties, ' 19- 22 Proposes a novel time—frequency distribution of

However, in general, optimal complementary codes need notthe PAC substreams which is highly robust against various
to be equivalent [68]. channel impairments and fading conditions. The system

An alternative approach to CPPC is code combining of tries to achieve maximum diversity across both time and fre-
two identical codes on the two sidebands. In this case, thedueéncy dimensions within the allowable bandwidth and time
high-rate code on one sideband can be optimized without thed€lay using the multistream PAC format (see Section II-E,
CPPC constraints. It turns out that, for the cases studied, thel72], and [55]). The elements in the improved systems are
CPPC strategy is much better for the case of combining thethe following: multidescriptive (MD) audio coding with
two sidebands. A slightly lower error coefficient might be 64 kb/s per sideband, allowing for more powerful rate-1/2
obtained for the best one sideband code, but the loss in freechannel coding combined with multistream (MS) transmis-
distance for the combined two sidebands is significant. Code Sion with two-level UEP and sideband time diversity.
combining doubles the effective free distance [85], while ~ Each of the four substreams corresponds to a nominal
combining CPPC codes yields a better result. In Table 6, average source rate of 32 kb/s with an overall rate of
CPPC codes are compared to code combining for the rate-4/5128 kb/s. To produce these four streams, the audio signal is
and 2/5 codes with/ = 6 andM = 8. The asymptotic gain  first encoded using a multidescriptive scheme to produce
for a Gaussian channel for CPPC over code combining for thetwo streams at 64 kb/s each. Each of the streams is then
rate-2/5 codes %0 - log(11/8) = 1.38 dB for theM = 6 further subdivided into two substreams of equal sizes using
case and0-log(14/10) = 1.46 dB for theM = 8 case [68]. a bitstream classifier, i.e{l, I}, and {I’, II'}. The

The proposed single-stream hybrid IBOC system involves resulting four streams are then transmitted over parts of the
a multicarrier modem with varying interference suscepti- FM spectrum by means of OFDM. The most significant bits
bility on the subcarriers. In particular, subcarriers farthest (streams/ and ') are transmitted in the inner bands. At
away from the analog host signal are most susceptible tothe transmitter side, the substreafhsind 11 are mapped
interference. Fig. 21 shows a crude model of increasing first across the upper band, and the complementary substreams
adjacent interference. Thus, the mapping of code bits to J’ andlI’ are assigned to the lower band of the IBOC signal
subcarrier frequencies can affect performance. This mappingwith a 3-s delay. In the four-stream system, there are several
of code bits is referred to as bit placement or bit assignment puilt-in digital blending modes which allow for graceful
and is given in [68]. Reference [68] also describes some degradation. These modes are summarized in Table 7.
optimal CPPC codes for UEP. The SNR gains on a Gaussian channel with the rate-1/2
codes are shown in Table 8. Note that/ah= 6, rate-2/5
(double-sided) code has been added in Table 8 for reference.

Different approaches to hybrid IBOC-FM systems for dig- It can be seen that thene-sided64-kb/s rate-1/2 system
ital audio broadcasting based on multistream transmissionwith A/ = 6 is comparable to the 96 kb/s, double-sided,
methodology and multidescriptive audio coding techniques rate-2/5,M = 6 system. It can also be concluded from
are introduced in this section (see [71]). These ideas involve Table 8 that thel/ > 8 rate-1/2 systems are superior to the
a lower per sideband audio coding rate than for single-streamA = 6, rate-2/5 scheme. It is also interesting to conclude
systems and thus allow more powerful channel codes, re-that the rate-1/24 = 6, double-sided system with 128-kb/s
sulting in robust transmission and graceful degradation in audio is identical to the one-sided version in Table 8 and

B. Multistream Systems
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Fig. 21. Impact of a first adjacent FM interference signalfat-200 kHz at two different levels.

Alternatively, the first adjacent interference may appedf.at200 kHz.
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Fig. 22. Simplified block diagram for a proposed system based on
64-kb/s multidescriptive PAC and two-level UEP. The multistream
transmission is done for four streams and the interleavers are not

shown explicitly.

Table 7

Blend Modes in the Four-Stream Multistream Hybrid IBOC-FM
Configurations. See Fig. 22 for Notations

Available Streams

Audio Quality

I+I'+1I+10

CD quality

I+II+I oxr I'+1I'+1

CD like quality

I+ITor '+IT'

Better than Analog FM

I+r

Analog FM like

TorI'

Better than Analog AM

Table 8 Gains With Rate-1/2 Codes on a Gaussian Channel With
a Uniform Power Profile With\/ = 10 Codes, an Additional
0.6 dB in Gains, and Wit/ = 12 Codes of 1.1 dB

Table 9

Frame Throughput (in %) for Different PAC Rates and SNR
(Es/Ny) Values Under Fast Urban Channel Condition
(5.2314-Hz Doppler)

PAC rate SNR (Ep/Ng)
5dB [ 6dB | 7dB | 8dB
I or I’ only 99.1 | 99.9 | 100 100
I ” f}‘]’,’ 98 | 99.3| 100 | 100
i
T ;,' f ]*.; f I I°,’ 793 | or7 | 967 | 989
f
II+ 4‘_’ _,T ﬁ;’ 80.7 | 93 978 | 904
T+ +II+1IT
(all st PAC) | 65 | 8 | 946 o84

Table 10 Frame Throughput (in %) for Different PAC Rates and
SNR(E,/Ny) Values Under Slow Urban Channel Condition
(0.1744-Hz Doppler)

PAC rate SNR (Bo/Ng
§dB [ 7dB [8dE | 10dB

Tor 7 only 951 | 97.3 | 989 | 100

T 86 | 916 95 | 100

!
IIT f_" fas f i | 603| 68 | 763 | s36
!
I}L f If f i- o 578 | 67.3| 763 | 873
T+T +IT 417

(ol e PAC) | ¥ | 468 508 | 803

(There may not be “room” for a rate-1/2 code but rather a
rate-8/15 code. Then, the gains in SNR will be somewhat
smaller.) These gain numbers will be higher for interleaved
fading channels.

End-to-end simulations were performed for the proposed
multistream system under urban fast and urban slow fading
channel models [71]. In these simulations, 1024 tones over
400 kHz were used with 500-ms interleaving, rate-1/2 =
6 coding, and DQPSK differential modulation in frequency.
PAC audio frames of 2000 encoded bits were considered, and

Rate 1 /2| Gain in SNR Gain in SNR the system performance was analyzed in terms of frame error
Codes relative to relative to : -
M d |[M=6 R=4/5 | M=86, R—2/5" rate versus SNR. A frame error (erasure) is defined when
§ 10 10dB —04dB the error-detecting coder [cyclic redundancy check (CRC) in
8 12 _ :.s dB . 044dB Fig. 22] detects an error. We used in our analysis the 9-ray
*dg = *k dp =11

EIA model with a 5.2314-Hz Doppler for urban fast and a
0.1744-Hz Doppler rate for urban slow [78]. The final results
thus comparable to the rate-2/&, = 6, 96-kb/s system in  are listed in Tables 9 and 10. Note the robustness and graceful
asymptotic error rate performance for the Gaussian channel.degradation.
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A variety of power profiles are presented and discussed their respective relative advantages and disadvantages. The
in [71] along with BER simulations for some of the coded final choice depends on a complex set of tradeoffs. Which
multistream systems for a number of multipath fading IBOC of the advanced features to introduce also depends on trade-

channels. offs between the level of improvement and the required com-
_ plexity. Some of the techniques can be offered as backward
C. Advanced Topics and Discussion compatible receiver options.

There are a number of techniques that may be employed The system chosen to be offered to the U.S. market [62] is
to further improve both the single-stream and multistream based on a single-stream system with CPPC type of channel
systems. Two such ideas that have been mentioned abov&odes and 96-kb/s PAC audio coding. A separate channel for
are the use of UEP [71], [72], [68] channel coding and/or dataservicesis also provided. The NRSC endorses iBiquity’s
nonuniform power profiles for OFDM. The latter technique FM IBOC system and recommends FCC approval.
may require regulatory approval.

_ Fur.ther.improyements are obtaina_ble by introdut_:ing the V1. IBOC AM SYSTEMS

list Viterbi algorithm (LVA) for continuous transmission

[87], [88] in the receiver. The LVA has the capability of This section describes proposed IBOC systems for digital
reducing the frame error mitigation probability, resulting in broadcasting in the AM bands (535-1705 kHz). The AM sys-
improved audio quality. This LVA is backward compatible tems differ from the FM systems in many aspects, particu-
with a system using a standard Viterbi algorithm. In all the larly in terms of the nature of interference due to the mod-
systems just mentioned, we assume that the host analog FMulation scheme. For the FM systems, the digital and analog
signal and the digital OFDM signals are nonoverlapping signals are transmitted without overlapping in frequencies,
in frequency. In [83] and [84], principles for simultaneous whereas in the AM systems [72], [94] simultaneous trans-
transmission of digital data and analog FM are described mission of analog and digital in the same frequency is not
and evaluated. The basic idea is that, since the transmitteronly possible but, because of linear analog modulation, it is
knows the analog interference on the much lower (in power) also necessary because of the severe bandwidth limitations
digital signal, an adaptive precancellation algorithm can be in the AM bands.

employed to modify the digital signal so that the analog FM  The radio channel for broadcasting to mobile receivers
has no impact on the received digital signal. Near-optimum in the FM bands (and for cellular mobile radio) is well
algorithms are presented in [83] and simpler suboptimum understood [71]. However, the AM channels are very dif-
realizable algorithms are given in [84]. Thus, digital streams ferent and less well understood for digital transmission to
overlaying the analog FM can in principle be added. These mobiles. First of all, daytime and nighttime conditions are
can, for example, be used for further enhancement of thevery different. During daytime conditions, fairly good stable
audio or to increase the available rate for the data channel. channels with interference slowly increasing and decreasing

There are a number of additional techniques that in prin- in certain bands are obtained when driving in the coverage
ciple can be employed to further upgrade IBOC digital audio area. The stable interference is caused by cochannel and
broadcasting systems in the FM band. Here we will briefly adjacent channel interference from other AM or IBOC-AM
point to a few of these ideas. stations. Impulsive noise should also be taken into account

Turbo coded89], [90] are in a class of more advanced in the signal design. Doppler plays a small role in AM
channel codes which will give more robust systems at the transmission in contrast to the FM case. Changes in the
expense of increased complexity and delay. conditions of vehicular reception are caused, for example, by

Soft combining method91], [72] can be used to increase underpasses and power lines, etc. During nighttime, the AM
the efficiency of channel decoding, in particular for CPPC channels can change rapidly due to skywave interference.
codes for single-stream systems. Complexity and robustness The carrier separation in the AM band in the United States
versus performance is an issue here. is 10 kHz, with stations in the same geographical location

Screening method for undetected erragsanother im- separated by at least 20 kHz. That is, only every second adja-
provement possible by utilizing the inherent properties of cent band is assigned in the same city. In AM, the carrier of a
the Huffman code to screen undetected errors (see [92]).  first adjacent interfering station is 10 kHz apart and a second

Cancellation or suppression of first adjacent interference adjacent station is 20 kHz apart from the carrier frequency.
from analog FM can in principle be achieved [72], [93] under Digital signals are to be transmitted along with the analog
certain circumstances. Both single-stream and multistreamsignal in a hybrid IBOC-AM system. To achieve FM like
hybrid IBOC systems can be operated without this feature. audio quality, an audio coder rate of 32—64 kb/s is required
With a well-functioning canceler, the operating range of the (see Section Il). Therefore, bandwidth is extremely limited
hybrid IBOC system may be extended. Again, there is also for the digital audio signal in a hybrid IBOC-AM system.
here a tradeoff between performance and complexity. An ad- One proposal to transmit the digital audio signal on top
vantage is that a canceler may be optional at the receiver andf the analog AM signal consists of using a 30-kHz trans-
backward compatible with a system without cancelers. mission bandwidth, as shown in Fig. 23, where the digital

In summary, we have described the building blocks of both data are transmitted through bands A-C. In this case, severe
single-stream and multistream hybrid IBOC systems for dig- second adjacent interference may occur in certain coverage
ital audio broadcasting in the FM band. Both systems have areas and data transmitted in bands A or C can be lost com-
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-15 5 0 +5 +15kHz Fig. 24. Conceptual diagram of the multistream transmission
A B C system for an embedded audio coder/decoder.

Fig. 23. Conceptual power spectrum of a 30-kHz, hybrid
1130C-AM. The digital data is transmitted in bands A-C. data rate (due to symmetry), the relative data rate in band

B (relative to that of bands A and C) is a design parameter

pletely. For the FM case, as described in the previous section,[72]’ [94]. L oo .

the digital audio bitstream may be duplicated and transmitted Or_1e possible mterfer_ence scenario 1S second adjacent
on both sides of the analog host to provide a robust solution to h_ybnd IBOC-AM to hybrid IBOC'_A_M mterferen_ce wher_e
this problem. However, in the AM case, there is not enough €ither band A or C has a sufficiently low signal-to-in-
bandwidth to transmit a duplicated bitstream. Instead, [95] terference ratio that the symbols are effectively “erased

proposes a more robust strategy built on embedded/multi- (@mmed). When this happens, 40% of the symbols are lost.
descriptive audio coding and separate channel coding/modu-

To require the channel code to recover the audio bitstream
lation in several frequency bands to provide a remedy to this in this case is difficult and, at Some point, the IBOC-AM is
problem. In this proposed scheme, the audio decoder has thdorced to blend to the an_alog AM s_|gnal. )
capability of blending down to a lower bit rate, when a certain ~ ON€ Way to combat this type of interference is to employ
subband in the hybrid IBOC-AM signal is subjected to severe embedded or multidescriptive audio coding and match layers

interference. The design is such that the audio quality of this ©f the bitstream to the multistream transmission. A system
lower bit rate audio signal is better than that of analog AM. With such a scheme and multitone modulation is shown con-

Thus, a graceful degradation is achieved along with a higherCeptually in Figs. 24 and 25. In this system, three parallel

degree of robustness to certain channel conditions. The pro-0ding and modulation schemes are matched to the three
bands A—C and the three layers in the bitstream,S:, S5,

posed scheme, called theultistream transmission scheme - , . -

is described in more detail in Section VI-A. of the audio coder. In this casé{ is considered to be the
To avoid the second adjacent hybrid IBOC-AM interferer underlylng essential (honredundantyre of the description

that has the same transmission power in the same geograph(See Sectlo_n lI-E). . .

ical area, 20-kHz hybrid IBOC-AM systems are also pro- Table 11 illustrates an example of the ideal b_|t-r_ate param-

posed, and they are described in more detail in Section VI-B. eters for each layer of the audio coder’s description. For ex-

Similar to FM systems, the modem proposed for a hybrid ample, in one system explored, the FEC units in Fig. 24 are
IBOC-AM system is typically an OFDM modem. The concatenated outer RS codes amaker trellis-coded modu-

modulation scheme proposed for daytime transmission is lation (TCM) based on 16-, 32-, or even 64-QAM constella-

quadrature amplitude modulation (QAM) using 16-QAM, tions_ [72], [96]. Due to the limited bandwidth available for
32-QAM, or 64-QAM. For nighttime transmission, since hybrid IBOC-AM systems, alternate FEC schemes have also

the channel can change very rapidly due to skywave in- been explored [97], and the results are summarized in Sec-

terference, 8-PSK modulation is proposed. The bandwidth tion Vl'Ch' h h d ideall .

and the transmission power are extremely limited in hybrid In suc ascheme, t e_ch could |dea_y be transmitted
IBOC-AM systems. To protect the digital audio bitstream, m_band B since this p_rowdes the most reliable channel. In re-
bandwidth-efficient forward error-correction (FEC) schemes ality, the division of bit rate among the bands may not match

and coded modulation schemes have to be designed, an(?xactly thelM, S1, and.S2 bit rate divisions in the source
this is addressed in Section VI-C description. If the core rate is larger than the capacity of the

B band (e.g., in the case of an 8-kb/s core at a total rate of
. 32 kb/s), then some of th&/ core stream is transmitted in
A. 30-kHz Hybrid IBOC-AM System the A a)nd C bands. If the core rate is smaller than the ca-
Fig. 23 shows the conceptual power spectrum for a pacity of the B band, then some of thé and.S2 layers can
30-kHz hybrid IBOC-AM system. Depending on the OFDM also be transmitted in the B band. Furthermore, in nonideal
modem tone allocation, signal set choices and FEC rates,systems, there are compatibility problems with leakage from
the three frequency bands can carry different fractions of the digital signal to the analog AM host in the&-kHz band.
the total data rate. Assuming the same modem constellationThis then leads to other configurations, where the relative
(e.g., 32-QAM or 16-QAM) and the same coded modulation power levels of the OFDM tones in the5-kHz band are re-
scheme and FEC rate used for all tones, bands A and Cduced, and the core audio bits are transmitted insthand
will carry 40% of the total data while B carries 20%, due to Ss streams and the enhancement bits are transmitted in the
multiplexing with the analog host for the B band [95]. While A{ stream. The core bits can be identical in the two streams
bands A and C are normally expected to carry the sameor a multidescriptive coder could be used.
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Fig. 25. Receiver for multistream transmission. Conceptual diagram. The OFDM demodulator also
contains synchronization, training, equalization, and timing.
Table 11 host AM
Rate Allocation (in kb/s) for the Three Frequency Bands ARGs /
the Total Data Rate
A B C
R [ ZRkb/s | s Rkb/s [ § Rkb/s
40% 20% 40%
48 | 19.2 9.6 19.2
32 [ 128 6.4 12.8 ; f
36 | 144 7.2 14.4 -10 -5 0 +5 +10kHz
40 16 8 16 A B o

; ; ; _Fig. 26. Conceptual power spectrum for a 20-kHz hybrid
The receiver for the multistream channel coding case pro IBOC-AM system. The digital data is transmitted in bandsB

duces three parallel error flags for the error mitigation in the 5nd ¢ with 1/3 of the total rate in each band.

embedded audio decoder, as indicated in Fig. 25. This could

be done by means of a CRC or an outer RS code, as denoted ) . . )

in Fig. 25. When a high level of interference is detected in desScribed in the previous section for the 30-kHz system may
any of the three frequency bands, the system stops utilizing_also be applied [72]. However, since the bandwidth available
the corresponding source bitstream by blending to analog or

is very limited for a 20-kHz system, the audio bit-rate
using a lower decoding bit rate in the embedded audio coder."""OC""tion for different bands can become very challenging.
Note that, in the case where partsf and S2 are trans-

A dual-stream transmission format for the 20-kHz system
mitted in band B or parts al/ are transmitted in bands A

is described in [72].
and C, the flagging of a single band may impact more than .
one layer of the description. It is therefore important to mini- C- FEC and Modulation Schemes
mize such overlaps between the bands and layers and to have As discussed in the previous section, the power and band-
contingencies in cases where part of a layer is lost, e.g., pos-width allocated for the transmission of a digital audio bit-
sibly blending in only part of the analog signal or decoding stream in a hybrid IBOC-AM system is very limited and
part of a layer. More detailed description of the multistream is not enough to support conventional concatenated coding
transmission scheme can be found in [72]. schemes such as using RS codes as outer codes and TCM
) [101], [102], [96] as inner codes. Thus, RS codes were first
B. 20-kHz Hybrid IBOC-AM System proposed to be used in these systems, and several modula-
As an alternative approach to the 30-kHz hybrid IBOC- tion schemes based on RS codes are constructed in [103]
AM schemes described above, one can make a case for narto optimize the performance. The paper showed that, for a
rowing the bandwidth to 20 kHz, as is sketched in Fig. 26. code rate of 4/5 and using 32-QAM constellations, an addi-
There are two main advantages with the 20-kHz system tional coding gain of about 2.5 dB can be achieved at a BER
over the 30-kHz system. First, there is no second adjacent hy-of 10~® (~4 dB at BER= 10~7) by using a multilevel RS
brid IBOC to hybrid IBOC interference that can potentially coded QAM scheme instead of using the straightforward RS
be severe, as discussed in the previous section. Furthermoregp QAM mapping scheme [103].
there is a much greater compatibility with the all-digital To further improve the performance, [103] also proposed
IBOC-AM systems [98]-[100]. The potential drawback is a using a concatenated coding scheme using an RS code as an
lower data rate due to lower bandwidth available to transmit outer code and a convolutional code (CC) as an inner code to
the digital bitstream. Furthermore, the single-stream 20-kHz the lowest levels of the multilevel RS coded QAM scheme,
schemes lack graceful degradation capability. The blendingwhere errors are most likely to occur. The paper showed that,
can only be done directly from digital audio to the analog by applying concatenated codes to only the lowest level of
AM signal. In addition, the single-stream schemes cannot the multilevel scheme, an additional 0.8 dB of coding gain
handle severe one-sided first adjacent interference. Tocan be obtained, compared to the multilevel RS coded QAM
combat this problem, the multistream transmission schemescheme [103].
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The work in [104] explored the use of TCM instead of D. Discussion
using the multilevel RS coded QAM schemes and showed
that TCM outperforms the multilevel concatenated RS/CC
by 0.8 dB at a BER of 10*~107?, but that the probability
of error does not decrease as rapidly as that of the multilevel

7 i-
codes, For example, at a BER of less tharr'lahe mult selected for the U.S. market [62] is a multistream system

level cod f better. i . ; .
evgngooffhpeea:d?/r;\?ageesec:f using TCMinstead of an RS codeW'th a bandwidth of 30 kHz and with two core audio streams

is that the underlying code of a TCM is a convolutional code. in the outer freque_ncy banas15 to —10 kHz and+1Q to
Since the convolutional code is proposed for the IBOC-FM 115 kHz, respectively. The enhancement stream is trans-
systems, the IBOC-AM and IBOC-FM systems can poten- mlttgd in the. remaining tones at a lower power level. The
tially share the same hardware to implement the two FEC audio coder is an embedded EAC coder with a 20-kb/s core
schemes. However, the underlying convolutional code for a @nd @ 16-kb/s enhancement, i.e., a total rate of 36 kb/s. The
TCM should be carefully chosen so that the TCM perfor- &ll-digital IBOC-AM system will support PAC rates up to
mance is optimized [104]. 60 kb/s [62].

The potential drawback of using a TCM scheme is that It is also important to note that there are in-band, adja-
a reliable error flag is not readily available, as is the case cent channel (IBAC) AM nonhybrid solutions proposed for
for RS codes. However, since symbol-by-symbol estimation frequencies below 30 MHz. One such system is developed
is possible in TCM decoders by using the forward-back- by DRM. This system has its own set of requirements and
ward decoding algorithm [105], a scheme using the resulting objectives [8], [9]. The hybrid IBOC-AM and the all-digital
symbol-by-symbol soft decision to derive an error flag for IBOC-AM systems proposed for use in the U.S. are also part
error mitigation in audio decoders is proposed for digital of the ITU world standard for digital broadcasting below
audio radio services in [104]. Even though the error flag de- 30 MHz.
rived from TCM may not be as reliable as that of RS codes, it
has the advantage of being able to match the flags with that of
the audio frames as current state-of-the-art error mitigation

algorithms perform error mitigation on an audio frame-by-  The use of satellite systems for audio broadcasting seems

lengths (e.g., approximately 500 to 3000 b), the error flags 1o many receivers, and transmission delay (which is often a
derived from the RS decoders are based on the RS frameg,roplem for communication applications) is not an issue in

and are often mismatched to the audio frame sizes. Thus,p5aqcasting. Nevertheless, most broadcast use of satellites

one RS frame error can result in flagging errors for multiple ¢ haen |imited to television services. In addition, these ser-

audio frames. Qn th? other hand, flags derived from the TCM vices mainly provide signals to stationary rather than mobile

decoder described in [104] can be matched exactly to eaChreceivers [109]

ﬁ\"/’déjo f{a:rr? e_?g\cﬂe dSymzoL-bj)_/r-lSymtzliﬂ sch1ft g:amsrl:nrcan bﬁidﬁ: The basic satellite broadcasting configuration (see Fig. 27)
edatthe ecoder. 1hus, tis enables more SOpIst- ., qists of a central programming and production facility,

cated error mitigation algorithms to be designed for audio de- _ | . . . . .
. . - .~ which transmits (uplinks) the broadcast signals to a satellite.
coders in order to jointly optimize the overall decoded audio ) o . .
quality. The satellite takes thls signal and shifts _the up-link freql_J(_ancy
Finally, to explore the power of using a turbo TCM :O the p(rjog_er dtovmlm fre(?l:elﬂ_::y,dappllesdp]cc)wsr gr:}pllflc_a-
scheme, the work in [104] also implemented a serially on, a'I[]h |_recs| € sigha Odlbs besE;ne footprin jemgﬁ
concatenated TCM scheme (SCTCM) and showed that onedf€a. Ihe signals are received by oth stationary an 1 mobrie
receivers within this area and are processed to retrieve the

can approach the Shannon limit within 1-2 dB by using X X )
SCTCM schemes. However, the block length of the code audio baseband signals (see [110]). To make uninterrupted
broadcast reception possible, itis necessary to maintain aline

needs to be large to achieve the goal. This is not critical for X ; g . .
hybrid IBOC-AM applications since decoding delay can be of sight (LOS) with the satellite. Depending on the elevation
on the order of a second. Therefore, turbo codes such asingle between the service area and the satellite, this might
SCTCM can be a viable choice for these systems as theybe difficult to guarantee, especially for mobile receivers. To
outperform both TCM and the multilevel schemes. Another Make these systems more reliable for mobile users, one op-
possibility is using so-calleggragmatic coded modulation tion is to provide additional transmission diversity using ter-
schemes [106], which belong to a relatively simple family restrial repeaters (or gap-fillers). Fortunately, the situation
of bandwidth-efficient coded modulation schemes based onWhere this is needed the most (such as high-density urban
standard binary convolutional codes and,for example, multi- areas with many high-rise buildings) coincides with impor-
level QAM constellations. Finally, so-called bit-interleaved tant market areas and is therefore economically feasible. If
coded modulation [107], [108] is also possible where the the use of terrestrial repeaters is not an option or only can
rate of binary convolution code has been decoupled from be used sparsely, another solution for countries or regions
the size of the QAM signal set, giving additional freedom at high latitudes would be the use of elliptical (or geosyn-
to the system designer. chronous) orbits. This option requires more satellites and a

We have discussed a number of options for the design
of hybrid IBOC-AM systems. The final selection is going
to be based on a complex set of tradeoffs including com-
plexity versus performance. The hybrid IBOC-AM system

VII. SDARS SERVICES
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Fig. 27. Basic SDARS system. This configuration matches the Sirius Satellite Radio system.

Another more recent SDARS system is Worldspace [113],
- wh_mh provides d|gltgl radio services to de_vel_oplng countries
MDELAY[—* 7|8 |5|4]3|2]1 using three geostationary satellites. This is a proprietary

DIGITAL2 ols|7|6|5 a|3|2]|1 standard and limited information is available [114]. The
system operates in thé-band (1452-1492 MHz) and

DIGITALS TRANSMITTED consi§ts of t.hree geostationary sate]lites: 1) AfriStarfIZl
DIGITALZ—’ |s covering Afr_|ca an_d the near and middle east; 2_) AsiaStar
~—»{ DELAY|—| 9|8 5 48|21 (105°) covering China, India, Japan; and 3) AmeriStar’(95
RECEIVED covering central and South America. Each satellite has three
spot beams. For each spot, two time division multiplex
Fig. 28. Concept of time diversity. By delaying stream 1 during (TDM) streams are delivered. Each TDM stream contains

transmission, the receiver has two versions available. The contents

will be impaired at different time instants. 96 so-called prime rate channels (PRC), where each PRC

transmits at 16 kb/s. For a typical high-quality stereo signal,
the signal is transmitted at 128 kb/s using MPEG Layer
switching scheme between the satellites to make sure that|, thereby occupying 8 PRCs. At these rates, each spot
active transmissions are coming from the satellite having the can deliver 2 x12 = 24 audio channels. The lower path
highest elevation angle with respect to the service area.  |osses for the_-band allow reception to be accomplished
To make these systems more robust, itis common to intro- using low-gain helical antennas that maintain the LOS.
duce time diversity. To do this, the same program is broadcastBoth AfriStar and AsiaStar are operational, and several
from different sources (e.g., two different satellites or one manufacturers supply receivers [113]. AmeriStar is sched-
satellite and one terrestrial). One of the channels is delayeduled for launch beyond 2002. Services can be multimedia
with respect to the other, for example by 4 s. Referring to (audio, image, and moving image and data) and can be
the nondelayed channel as the early channel and the delayeéhdividually encrypted for pay-per-use. Most receivers are
channel as the late channel, at the receiver the early channelised in the stationary mode (home and portables). By using
is delayed by the same amount to time align the two pro- two broadcast channels per program and introducing time
grams. Listening is done on the late channel and, if the trans-diversity, it is possible to make the reception more robust for
mission is interrupted by blockage, the listener is switched to mobile receivers, although most likely additional terrestrial
the stored early channel. This is illustrated in Fig. 28. repeaters are needed. At the writing of this paper, about
The first SDARS system was Digital Satellite Radio 150000 receivers have been deployed.
(DSR) [111] and was operational from 1989 to 1999. A  In the United States, no frequency allocation exists for
more recent system is the Astra Digital Radio (ADR) SDARS in the L-Bband. In 1994, the FCC allocated the
system [112], which provides digital radio services on its 2310-2360 MHz $band) for SDARS, consistent with the
geostationary TV broadcasting satellites. The system covers1992 WARC allocation. In 1996, Congress mandated that the
central Europe and uses stationary receivers. It uses MPE&310-2320-MHz and 2345-2360-MHz portions of this band
Layer 11 at 192 kb/s for stereo signals. FEC is based on ashould be auctioned for wireless terrestrial communications
punctured convolution code with code rate-3/4 resulting in a services (WCS). The remaining bands where auctioned
256-kb/s gross bit rate per channel. Transmissions are dondor SDARS services to CD Radio (now Sirius Satellite
in the 11-GHz range. Due to path losses at these frequenciesRadio, Inc.) based in New York, and American Mobile
the antennas need dishes with diameters between 0.5 andRadio Corporation (now XM Satellite Radio, Inc.) based
1.2m. in Washington, DC. The prices paid for the licenses were
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WCS SDARS WCS reception quality can vary as a function of time. The relative

EPEATERS’T‘ high (average) elevation angle makes the need for repeaters
less critical, and the current design is based on the deploy-
SATELLITES ment of about 150 repeaters. For both systems, the power or
[a2] [42[3] a7 equivalent isotropic radiated power (EIRP) of these repeaters
' I smus] xul ' ' can be relatively high (up to 40 kW), and companies using
2310 2320 2330 2340 2350 2360

adjacent bands for WCS (see Fig. 29) have filed complaints

Q C z) . e . .
rresser A with the FCC about limiting potential interference.

Fig. 29. Frequency-band allocation for SDARS and This different design philosophy about the systems has
corresponding bandwidths for repeater and satellite broadcast lead to descriptions of the Sirius system as a true SDARS
bands.

system with terrestrial gap fillers while the XM system is
a terrestrial system with satellite gap fillers. Although the

$89 million and $93 million, respectively. The frequency license specifically prevents both operators from providing
allocations are illustrated in Fig. 29. local programming using their gap fillers, the technical de-

Both services are similar. For a monthly fee of about sign of the system does not prevent such a service.
$10/month, they provide approximately 50 music channels The terrestrial repeaters can be fed from the broadcast
and 50 talk radio channels. The quality and audio bandwidth satellites. However, the interaction between the receiver an-
of the music channels is somewhere between analog FMtenna and the retransmitted signal requires very directive an-
and CD quality (stereo), while the talk radio programs tennas on the base station that are aimed at the satellite. For
approach the quality of mono FM. Most of the programming the XM system, this is the solution of choice. For the Sirius
is commercial-free and can be received anywhere in the system, this is a more difficult task to accomplish due to
continental U.S.. This wide coverage allows for the broad- the time-varying positions, and their system uses commer-
cast of programs that in local markets only have a small cial very small aperture terminal (VSAT) satellite services
target audience but nationwide would reach a much larger (geostationary) instead.
audience. This diversity could be one of the attractions of Reliable signal delivery to a mobile user poses many
SDARS. The nationwide coverage and commercial-free problems, and the systems have to be designed with a great
nature are other appealing factors. Both companies target thedeal of transmission diversity. Spatial diversity is obtained
automotive market because of the “captive” audience and by transmitting the same information from the two visible
increasing commuting times for many people. Moreover, in satellites. Frequency diversity is provided by having the
the area between large metropolitan areas the availability ofsatellites transmit at frequencies as far as possible within
traditional analog broadcasting channels is usually limited the constraints of the license. By time-delaying the signal
and for long-distance commuters, SDARS is an attractive between each satellite, additional diversity is provided. The
proposal. terrestrial signal is also time-delayed by the same amount.

Although the service models of both companies are sim- Since each stream contains all audio and control signals,
ilar, their system design is quite different. Each of them has only one of the streams needs to be properly received at
a license for a 12.5-MHz band, which is roughly divided the receiver. The decoded streams are combined using a
into three equal-sized bands. The middle band is used for themaximal ratio combining technique that takes into account
OFDM repeater signal while the two outer bands are allo- level and quality such that the best possible signal is recov-
cated to the satellite signals. The main difference is that XM ered. Additional diversity could be obtained by applying
uses two geostationary satellites, where the average elevatiommbedded and multidescriptive source coding schemes (see
angle will be 458 or less. Due to this low elevation angle, Section IlI-E) [115].
blockage by buildings and other tall obstacles is more likely = The antenna built in the car must not only be small but
and the availability of terrestrial repeaters is critical. The cur- should provide a form factor that can accommodate current
rentdesign is based on the use of about 1000 repeaters, whiclear designs. Since its main beam has to see the satellite as
significantly adds to its operation costs. The Sirius Satellite the mobile platform turns and moves, the most economic
Radio system [10] is designed to limit the number of terres- solution is the use of a low-gain antenna with toroidal beam
trial repeaters by using three satellites in elliptical orbit. This shapes. This shape allows constant gain in the azimuthal
geosynchronous orbit effectively makes the satellite follow plane and directive gain in the elevation plane [110].
a “figure-eight” pattern above and below the equator. Each  The satellite links use TDM transmitted using QPSK. This
satellite is located north of the equator for about 16 h per modulation technique is spectrum-efficient and allows the
day, and at any given point in time two satellites are north satellites to be driven at or near saturation. This is in contrast
of the equator. Since only two satellites can be active at theto OFDM, which requires the satellite power amplifier to be
same time, this requires a hand-over procedure, which makesoperated below saturation, thereby losing power efficiency.
the overall system more complex. As a result, at any given OFDM is used for the repeater modulation scheme due to its
point in time and at most locations, the minimum elevation resistance to multipath fading. This is also the transmission
angle is about 60 Note that this angle is time-varying be- scheme used in Eureka-147, and there is a wealth of experi-
cause the satellites are moving relative to the receiver. As aence and data available on its performance and efficient hard-
result, for a given stationary reception point, coverage and ware implementations of transmitters and receivers.
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Fig. 30. Decomposition of SDARS receiver chip set.

SIRIUS XM

For both systems, the delivery of a large number of chan- — ~ ~7 N
nels with the highest possible quality is a must. The net pay- oM corom | oM rom| ToMcorom| coromromirom
load is 4.4 Mb/s in the Sirius system and 4.0 Mb/s in the XM 1 2 12 |1 2 1k
system. Hence, the use of source compression is essential, as
mentioned in earlier sections. To accommodate various levels | |

2320 2330 2340

of programming material, both systems allow different allo-
cations of source bit rates for different program materials.
A course division is made between music channels, which Fig. 31. Allocation of TDM and OFDM bands for XM and Sirius.
are typically stereo and of high audio bandwidth (around

15 kHz), and talk radio, which is usually mono and has audio Table 12

bandwidths as low as 6 kHz. Typical bit rates are between Comparison Between XM and Sirius SDARS Systems

FREQUENCY (MHz)

48-64 kb/s for music services and 24—32 kb/s for talk radio  ‘Parameter Sirius XM
H : : No of Satellites 3 2
services. Both systems allow adaptation of these allocations 2522 S L Tand3 Rock and Rolf
in a flexible manner. The XM system follows the approach  Satellte type Loral FS-1300 | Boeing Satelite Systems 702
. . Longituds inal 100° W 85° and 115° W
used in Worldspace (both XM and Worldspace are associated Fioossmges s =
i 1 1 1 Uplink frequencies (MHz) 7060-7072.5 7050-7075
wnh tht_a same parent company, American Mobile Satellite), ik frequondies TR TDYLGPSE
maintaining some of the features of the Worldspace system. TRepeater feed VSAT Ku-band Broadcast Sat (5-band)
This approach allocates bit rates in chunks to various pro- Downlink frequencies (MHz) ) 28200 - 2324 SV
grams. The chunk rate is either 8 or 16 kb/s. This requires No of repeaters 150 1000
. . Repeater EIR Power kW 2-40 (80%) 2 -10 20% 10-40
the source coder to work at a fixed data rate. Since percep- Repeater modulation TDM-OFDM TDM-OFDM
H H H H _  Source coding scheme sPAC +iPAC iPAC + AACPlus
tgal audio cpders are mhere_ntly variable bit rate (see S_ec Chat codiog RS T Rate 273 Comy | FS 5 Fafs 172 Cony
tion II-C), this requires special measures such as buffering Net transmission rate 14Mb/s 40 Mb/s
. Number of i 60 70
to make the bit rate constant. If the buffers are large enough, —Nher o talk newe hansei T 5
this will have no impact on quality. However, in practical sys- ~ Studio location New York, NV Washington, DO

tems, the size of the buffers can negatively impact the quality
of the audio. Moreover, a fixed allocation for a certain audio which has to be less than 1 s. The signal gets modulated and
program can lead to either insufficient allocation and poor delivered to the satellite and repeaters.
quality or overallocation leading to a waste of bits. The Sirius ~ The receiver takes the signal from either source and de-
system allows for more flexibility by only assuming that the modulates it to the baseband. Fig. 30 shows the stages ap-
total aggregate rate has to be fixed, but that individual chan- plied in the chipset developed by Agere Systems for Sirius.
nels can have time-varying bit rates that have individually Note that a second generation of this set will only require
set averages or averages determined by the source materiatwo chips. XM has simplified their receiver architecture by
This is accomplished by arranging programs in clusters of splitting the receive bands into two parts. The diversity is ac-
programs and jointly encoding the various program channels complished by putting the TDM signals in two parts as well
(see Section 1I-C). by means of two spot beams from each satellite. This is illus-
Similar to the IBOC application, the source informationhas trated in Fig. 31. This requires an RF stage that only has to
to be protected against channel impairments. Based on thedeal with half the 12.5 MHz, but tuning to program channels
link budgets and the need for error flags to allow error miti- not covered in this band require band switching and will in-
gation by the audio coder, a concatenated scheme consistingrease tuning delay. Table 12 summarizes the key differences
of RS combined with a convolutional code is used. The Sirius between the XM and Sirius systems.
system uses a RS(255, 233, 8) code combined with a rate-2/3 )
convolutional code, resulting in a 39% coding overhead. A A- Control and Data Channels and Encryption
limited amount of interleaving is done but, although delayisin ~ To allow for flexible program allocation, it is necessary to
principle notanissue, in practice there is a constraintrelated tohave a control channel. This control channel is also used for
the so-called “tuning” delay (as mentioned in Section II-A), controlling access. Since the service is a subscription-based
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service, all information has been encrypted, and mechanismsprogram information, traffic, weather, and financial informa-
are in place to control access. tion can be easily provided. Inthe U.S., where most radio ser-

Although the main purpose of SDARS is the delivery of vices are commercially based, many additional services are
audio content, the systems provide, in essence, a bit pipe tato be expected. It should not be ruled out that certain IBOC
the mobile user. This allows for delivery of data services. or satellite channels will be subleased to third parties to pro-
Both XM and Sirius are looking into reselling some of their vide value-added data services.

capacity for such services. Further cost reduction is expected by providing radios that
integrate the various broadcasting formats. However, since
B. Current Status and Future Evolution the standards are quite different in terms of frequency band,

modulation schemes, and compression formats, it could be
that the only way to provide multiple standards is by use
of a programmable platform. From a service perspective, a

February 2002. At this time, both services cover the con- . : .
tinental U.S.. The main market is mobile receivers in cars. consumer would likely subscribe to only one of the available
o | satellite services. From a service point of view, integration

and many car manufacturers have committed to 2003 models ith IBOC i likelv. si this will wall |
with built-in receivers (and antennas). Earlier models can be \t';’]' tlfs m?re ! _?)glsmcel ISFVIlI/II e\(/jezl\ljla y replace
equipped with so-called after-market equipment, which can € current freely avallablé analog an Services.

interface with existing radio by rebroadcasting a local FM fg]'s g.ur'tbtl-:‘hefdt.hat "’(‘j‘.‘tom"t!"e Wclj” be Fgegf?a't?f‘pp“ca“?{‘ )
signal or through an interface that fits in either the CD player otthe digital audio radio services described in this paper. s

or cassette player. It is expected that there will be a strong expect_ed, howeve_r, thatavariety of stand-alone receivers will
interest for these services. It is not clear, however, if the sub- be a_vaﬂgble for either home use or_por_table (Walkman-type
scription-based model will be acceptable. XM has a businessappl'cat'ons)' For t.he portable appll_cauons, power manage-
model based on a combination of channels with and without mentand antennaissues are the main challenges. For delivery
commercials, while Sirius has committed to only commer- to the home, many other services are already available such
cial-free con'Eent Moreover. it remains to be seen how well &S cable TV audio distribution and Internet streaming, and
the coverage is for each of these services. Interrupted serfenetration of the new receivers might only happen if they

vices for music distribution are not well received by end users are bundled with other services.
and could quickly reduce the excitement for SDARS. On the

other end, the ability to receive a large selection of programs |X. DiscussioN ANDCONCLUSION
continuously throughout the United States has a very strong

value proposition that will change the radio landscape for- The paper _hQS pres'ented some.of the t.echnic.alldevel-
ever. opments of digital audio broadcasting services within the

The expectation is that it will help to accelerate the de- World. An emphasis has been given to the deployment of
ployment of IBOC, and, obviously at some point in time, we digital audio radio services within the United States. These

will have car radios that will be able to receive analog, digital d€velopments include advances in digital audio compression
IBOC. and SDARS services. techniques, channel coding techniques, modulation tech-

nigues, and receiver technology. Even more importantly, the
developments have relied on novel approaches that jointly
consider the interactions between multiple elements in the

The success of broadcasting depends on the availabilitycommunication chain, i.e., between the source signals, the
of affordable receivers that can be used in many scenarios.channels, the receivers, and the human listener.

Most digital radios require a significant amount of digital It is important to note that many of the techniques de-
processing and typically require special-purpose VLSI. scribed may not be deployed in the final systems. Some tech-
Economies of scale will push down prices to make radios niques may see initial deployment only to be phased out later,
affordable to anyone. Eureka-147 receivers have beenand new techniques may be introduced as the services de-
widely available and have come down in price significantly. velop. The reasons for such dynamics in the design are both
Satellite receivers have been available in the U.S. for abouttechnical, e.g., as a result of hardware and performance con-
$300 and are expected to come down in price to about siderations, as well as nontechnical, e.g., due to mergers and
$150 for the low-end models. One potential hurdle for market pressures. The dynamics also reflect the flexibility
after-market satellite receivers is the need for an externalinherent in the digital nature of the design, one of the many
antenna, which requires additional wiring and installation. advantages that are driving the deployment of the digital sys-
New cars that are standard equipped with satellite radio mosttems. In fact, it is not unreasonable to expect newer nonaudio
likely will become one of the driving forces for acceptance services to be deployed within the framework of these (pri-
of this format. marily) audio systems in the near future.

The main distinction of digital radio services comparedto By describing the range of techniques under consideration,
analog services is the availability of data transmission capa-the paper provides a historical perspective on the develop-
bilities. Although radio data services (RDS) has filled that ment process as well as details on the technical advancement.
gap, its bit rates are significantly lower than those possible Specifics of final systems, still to be determined, are left to
with the digital services. Besides display of titles and other future publications.

XM started their (limited-area) services in October 2001,
while Sirius started (limited-area) commercial services in

VIIl. RECEIVER TECHNOLOGY
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