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Abstract. Evaporation into the atmosphere is funda-
mental to the fields of hydrology, meteorology, and
climatology. With evolving interest in regional and
global hydrologic processes there is an increasing rec-
ognition of the importance of the study of evaporation
and land surface water balances for length scales of the
order of 10 km. To obtain regional scale fluxes of water
vapor, heat, and momentum, it is important to under-
stand transport in the atmospheric boundary layer
(ABL), which is defined to be that part of the atmo-
sphere directly influenced by the land surface. In this
review we briefly summarize some current models of

evaporation and the ABL and discuss new experimen-
tal and computational opportunities that may aid our
understanding of evaporation at these larger scales. In
particular, consideration is given to remote sensing of
the atmosphere, computational fluid dynamics and the
role numerical models can play in understanding land-
atmosphere interaction. These powerful modeling and
measurement tools are allowing us to visualize and
study spatial and temporal scales previously un-
touched, thereby increasing the opportunities to im-
prove our understanding of land-atmosphere interac-
tion.

1. INTRODUCTION

1.1. Evaporation in Hydrology

Our ability to describe hydrologic processes near
the Earth’s surface is dependent on our understanding
of evaporation of water into the atmosphere. The er-
rors involved in estimating evaporation can be as large
as the individual subsurface transport components of
the hydrologic budget. The hydrologic balance for a
layer of soil at the land surface can be written

P=E+ASW+gq,+q,+ qy (D

where P is precipitation, E is evaporation, ASW rep-
resents changes in the stored water in the soil layer, g,
is the net runoff rate over the soil surface, ¢, is the net
lateral subsurface flow, and g, is the subsurface drain-
age at a lower boundary z,. Each component of the
hydrologic balance is integral to the understanding and
description of the hydrologic system as a whole. Ac-
cordingly, all of these components are focused areas of
intense research which depend ultimately on the evap-
oration history following precipitation events. In brief,
infiltration into and water movement through the va-
dose zone, or unsaturated near-surface soil region,
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have been prime areas of interest to those concerned
with problems of soil physics, solute transport, and
erosion processes [e.g., Parlange, 1980; Parlange et
al., 1982; Parlange et al., 1992b, 1993b; Govindaraju
et al., 1990; Govindaraju and Kavvas, 1991, Hairsine
and Rose, 1992a, b; Schmugge et al., 1994]. Hillslope
subsurface and overland flow and soil moisture change
is important in watershed description, especially dur-
ing and following rainfall events [e.g., Loague and
Freeze, 1985; Parlange et al., 1989; Wood et al., 1990;
Hornberger et al., 1991; Stagnitti et al., 1992; Sanford
et al., 1993; Troch et al., 1993; Brutsaert, 1994]. A
great deal of work in hydrology has focused on the
statistical properties of rainfall for hydrologic simula-
tion, since precipitation is the largest term in the hy-
drologic balance [e.g., Todorovic and Woolhiser, 1975;
Katz, 1977a, b; Foufoula-Georgiou and Guttorp, 1986;
Smith, 1987; Obeysekera et al., 1987; Rodriguez-
Iturbe et al., 1987; Kavvas and Chen, 1989; Wilks,
1993; Woolhiser et al., 1993; Katz and Parlange, 1993,
1995; Barros, 1994].

Perhaps the least amount of effort on the part of the
surface hydrology community has concerned the de-
scription, determination, and measurement of evapo-
ration at catchment scales. This is surprising, since
approximately two thirds of the precipitation over land
surfaces is soon lost to evaporation [Brutsaert, 1982,
1986, 1991]. From the perspective of soil moisture
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TABLE 1. Values of the Parameters for Different Versions of (2) [Crago and Brutsaert,

1992]
Source E v’ A B
Wet surface [Penman, 1948] E vy 1 1
Equilibrium evaporation E, v 1 0
[Slatyer and Mcllroy, 1967]
Priestley and Taylor [1972] E,, Y a 0
Advection aridity [Brutsaert E,, Y Qo —1) -1
and Stricker, 1979]
Modified Penman-Monteith E,, vy(1 + rycflu)plp) 1 1

[Thom, 1972]

Here, r, is a bulk surface resistance, c¢ is a constant, p is the air pressure, and p is the average air

density.

changes, evaporation represents a low-frequency forc-
ing relative to precipitation influx [Eagleson, 1986;
Parlange et al., 1992a]. There is also evidence that the
runoff is highly correlated to the antecedent soil mois-
ture conditions and thus the evaporation [e.g., Hewlett
etal., 1977; Loague and Freeze, 1985; Goodrich et al.,
1994]. In short, our motivation is that an improved
understanding of evaporation and further advances in
the estimation and measurement of evaporative fluxes
should logically result in significant improvements in
our ability to model catchment responses to precipita-
tion [Stricker and Brutsaert, 1978; Burges, 1986; Good-
rich et al., 1994].

1.2. Formulation of Evaporation Models

There is no agreement, in hydrologic practice, on a
standard approach for the measurement of evapora-
tion nor on a methodology for areal averaging. There
are a number of evaporation equations in common use
for the estimation of potential and actual evaporation.
These formulations include those by Penman [1948],
Slatyer and Mcllroy [1967], Priestley and Taylor
[1972], Penman-Monteith [Monteith, 1965], the Thom
formulation of Penman-Monteith [Thom, 1972], and
the advection-aridity approach of Brutsaert and
Stricker [1979] based upon the Bouchet [1963] hypoth-
esis. Related to the advection-aridity model [Brutsaert
and Stricker, 1979; Parlange and Katul, 1992a] is the
complementary model of Morton [1983] (see also
Granger [1989]), which is also based upon the Bouchet
hypothesis. All of these approaches have some basis in
theory with one or more experimentally determined or
estimated parameters. The common thread linking
these models is their focus on the energy balance at the
Earth’s surface, where the net solar radiation incident
on the surface, R, is divided among soil heat flux G
into the ground, sensible heat flux H back to the
atmosphere, and finally the latent heat flux L E into
the atmosphere due to evaporation. These models dif-
fer in their bases for partitioning the available energy.
The various equations can be expressed in the follow-
ing general form:

LeE=BAA+Y, (R, - G)
Y .
+B A+y,f(u)(ea eq) 2)

where L_E is the latent heat flux in watts per square
meter; L, is the latent heat of vaporization; E is the
evaporation rate; A is the slope of the saturation vapor
pressure curve taken at the temperature of interest; e
and e* are the vapor pressure and saturation vapor
pressure of the air at some height above the surface,
respectively; and +y represents the ratio of the specific
heat of air at constant pressure to the latent heat of
vaporization (generally taken to be a constant of 0.67
mbar/K at standard temperature and pressure). The
function f(#) is some function of the wind velocity,
historically taken to be of the linear form f(u) = a +
bu, with a and b being constants. A, B, B, and vy’ are
parameters which take on various values depending on
the particular formulation (see Table 1). Note that B is
the Budyko-Thornwaite-Mather parameter, which is
defined as some function of the availability of surface
water and is generally taken to be 1.0 until some
measure of field capacity is reached and then allowed
to decrease to zero with limited water availability [see
Crago and Brutsaert, 1992].

These formulations are commonly used to give
daily estimates of evaporation with a considerable
degree of success when applied locally [e.g., Stricker
and Brutsaert, 1978; Crago and Brutsaert, 1992].
Evaporation information at watershed or field scales is
also useful in obtaining field scale effective soil hy-
draulic parameters by way of inverse techniques [e.g.,
Bouttier et al., 1993; Parlange et al., 1992a, 1993a].
When short term estimates are required, the effect of
atmospheric stability is important and must be consid-
ered [Stricker and Brutsaert, 1978; Brutsaert, 1982;
Katul and Parlange, 1992; Parlange and Katul, 1992b;
Mahrt and Ek, 1993]. A wide variety of studies, such
as the modeling of watersheds, regional landscape
management, flood prediction, or climate change mod-
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eling, require the measurement or parameterization of
evaporation over a large area. While these models of
evaporation have been used in many studies, they
have been less successful when applied regionally or at
the catchment scale. A major stumbling block is that
we are unable to independently evaluate a priori the
effective regional values of the free parameters in
these equations (such as the surface resistance or B)
[Carson, 1982; Brutsaert, 1986, 1991]. One serious
difficulty, for example, is the estimation of soil mois-
ture content and soil-plant-atmosphere relations over a
large region in order to estimate B, since these prop-
erties are known to vary considerably over short dis-
tances [Nielsen et al., 1973; Goutorbe et al., 1989;
Vandervaere et al., 1994]. Relative to this, so-called
effective surface resistance properties are difficult to
estimate in a meaningful sense at desired scales for
naturally heterogenous land surfaces. The develop-
ment of surface resistance schemes in hydrology and
atmospheric science is being driven, in a large part, by
the need for land surface parameterizations for simu-
lation in general circulation models (GCMs) or meso-
scale models [e.g., Skukla and Mintz, 1982; Dickinson,
1984; Dickinson et al., 1993; Sellers et al., 1986; Avis-
sar and Pielke, 1989; Noilhan and Planton, 1989;
Bougeault et al., 1991; Seth et al., 1994]. As the
present paper addresses the estimation of regional
scale evaporation, the reader interested in land surface
parameterization for climate modeling is referred to
some previous papers in Reviews of Geophysics [see
Avissar and Verstraete, 1990; Wood, 1991].

One way to approach the problem of estimating
regional scale evaporation is to capitalize on the great
disparity between the horizontal length scale of sur-
face inhomogeneities and the horizontal length scale of
the turbulent flows in the atmospheric boundary layer
(ABL); these length scales are typically orders of mag-
nitude apart. The horizontal length scale of the ABL
can be described by its relation to the depth of the
daytime ABL, which we know to be of the order of 1
km. The effect of the surface fluxes on the ABL moves
vertically at a rate similar to the turbulent vertical
wind speed fluctuations, while the effect of the surface
fluxes is advected downwind at about the mean wind
speed [Tennekes and Lumley, 1972, p. 16]. What is
more, the turbulent nature of the vertical movement
causes a great uncertainty in parcel travel time as the
flow is rapidly mixed. This causes a parcel near the top
of the ABL to be related to upwind surface fluxes
spread over ~10 km. So, in effect, this scale disparity
and the turbulent mixing work to average or smooth
over the surface inhomogeneities. Brutsaert {1982,
1986, 1991] has discussed this point and advocated the
use of large-scale ABL parameterizations that account
for the turbulent mixing in a way that allows for the
estimation of evaporation without having to deal with
the details of the soil or surface vegetation character-
istics. The past decade or two have seen extensive
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experimental work on this problem [e.g., Lindroth,
1984; André et al., 1986, 1988, 1989; Brutsaert and
Kustas, 1985; Kustas and Brutsaert, 1987; Hacker,
1988; Hogstrom, 1988; Kader, 1988; Kader and Pere-
pelkin, 1989; Brutsaert et al., 1990; Betts et al., 1990;
Tsvang et al., 1991; Eloranta and Forrest, 1992; Brut-
saert and Sugita, 1992a, b, c¢; Noilhan et al., 1991;
Sugita and Brutsaert, 1991; Sellers et al., 1992; Brut-
saert and Parlange, 1992; Beits, 1992; Schols and
Eloranta, 1992; Parlange and Brutsaert, 1993; Nichols
and Cuenca, 1993; Mahrt and Ek, 1993; Bolle et al.,
1993; Stannard et al., 1994; Kustas and Goodrich,
1994; Humes et al., 1994; Parlange and Katul, 1995].
The difficulty in developing a complete theoretical
basis for regional evaporation and the ABL over com-
plex terrain results from the fact that the Reynolds-
averaged Navier-Stokes equations, which govern the
mean flow, are not closed. With the lack of a complete
theoretical basis, there is also the question of what
parameters need to be measured (as opposed to the
question of what parameters can be measured). Wind
tunnels have been helpful in increasing our under-
standing of turbulent flow but are unable to capture the
full complexity of flow at the scales of interest in
nature. If we are to improve our understanding of
evaporation at the scale of the watershed or river
basin, we must study the processes from measure-
ments made at the scales of interest. Over the past 10
years there has been a continually increasing effort to
organize field experiments that make measurements in
the ABL as well as on the surface as a means of revealing
processes of the hydrologic physics at the larger scales.
These experiments include the Hydrologic-Atmospheric
Pilot Experiment-Modélisation du Bilan Hydrique
(HAPEX-MOBILHY) [André et al., 1986, 1988, 1989;
Goutorbe et al., 1989; Noilhan et al., 1991], HAPEX-
Sahel, First International Satellite Land Surface Clima-
tology Project (ISLSCP) Field Experiment (FIFE) [Sell-
ers et al., 1992], Monsoon ’90 [Kustas and Goodrich,
1994], the Northern Wetlands Study (NOWES)
[Glooschenko et al., 1994], the European Field Experi-
ment in Desertification-Threatened Areas (EFEDA)
[Bolle et al., 1993; Vandervaere et al., 1994] and the
Boreal Ecosystem Atmosphere Study (BOREAS).
Many of thé field experiments have incorporated
mesoscale numerical models in their planning and ex-
ecution to optimize the siting and deployment of in-
struments [e.g., André et al., 1986, 1988]. In this way
these models allow us to anticipate probable events or
effects and set out to measure them with precision,
thus making these experiments far more effective in
accomplishing their goal of areal evaporation measure-
ment. Many of these experiments have also incorpo-
rated remote-sensing field instruments capable of mak-
ing detailed measurements of land surface [see
Choudhury, 1991] and atmospheric properties over
long distances. The atmospheric probing instruments
are helping to improve our understanding of the atmo-
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sphere, especially the spatial characteristics of the
ABL. While there is no substitute for testing new
concepts in actual field experiments, we also need
ways to gain further insight without necessarily carry-
ing out complete field experiments. The use of com-
puter models allows us to do just that: to test and
isolate ideas and theories in a convenient and straight-
forward manner. In particular, large eddy simulation is
providing opportunities to ‘‘visualize,”” in three di-
mensions, ABL turbulent transport through time.

In this review we focus on efforts made to under-
stand regional scale hydrologic phenomena through
improved descriptions of the ABL. We begin this
effort with a discussion of similarity theory, which has
been successfully applied over near ideal and even
more complex terrain to solve for surface fluxes (sec-
tions 2 and 3). As we look to the future for improve-
ments to our understanding of ABL flow and trans-
port, we are faced with the question of how to acquire
the information to support model development and
testing. The answer will certainly contain a balance of
numerical simulation and field experimentation over
the scales of interest. Therefore we follow the discus-
sion of similarity theory with an introduction to large
eddy simulation (LES) (section 4), and close with a
review of remote sensing instrumentation and some
techniques being used to probe the ABL to obtain
spatial-temporal turbulent scaling information (section
S).

2. THE ATMOSPHERIC BOUNDARY LAYER

2.1. The Structure of the Boundary Layer

To begin to describe -evaporation at the scales of
interest in hydrology, it is important to understand the
structure and dynamics of the ABL, which is defined
as that portion of the atmosphere directly influenced
by the land surface. This importance is due to the
crucial integrative role that the ABL plays in combin-
ing the spatially variable surface fluxes at regional
scales, given the complex terrain and surface proper-
ties found in most watersheds and river basins.

A schematic of the convective ABL is presented in
Figure 1. A convective ABL occurs during daylight
hours when solar heating warms the surface, allowing
for convectivly driven turbulence. Typically, turbulent
boundary layers have vertical to horizontal scale ratios
of about 1:10 to 1:100, such that at a point along the
flow the ABL characteristics could represent the im-
pact of surface flux conditions over upwind distances
of 10 km or more [Sugita and Brutsaert, 1990a, 1991;
1992a; Brutsaert and Parlange, 1992]. Above the ABL
lies the free atmosphere, which is not immediately
influenced by the presence of the surface. The surface
layer is assumed to be affected mainly by the surface
fluxes, while the mixed layer is more strongly im-
pacted by boundary layer entrainment of the free at-
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mosphere. A manifestation of this is shown schemat-
ically in Figure 1, where the potential temperature and
specific humidity profiles in the outer region appear
dissimilar owing to the entrainment of the relatively
warm-dry air from above. The roughness wake layer is
the lowest part of the ABL, below the blending height,
where local scale roughness and heating characteris-
tics are significant (i.e., close enough to the surface
that the turbulence is unable to fully integrate over the
inhomogeneities).

2.2. The Atmospheric Surface Layer

The atmospheric surface layer occupies about the
lowest 10% of the fully developed daytime ABL, or
the first 100 m or so above the Earth’s surface. This is,
for logistical reasons, the simplest part of the atmo-
sphere in which to carry out regular measurements and
has historically been the subject of the majority of field
investigations (compared, for example, with mixed
layer flows). Most studies of the atmospheric surface
layer have been carried out over flat, uniform surfaces.
These studies have laid the foundation for more recent
studies of flow over the more realistic rugged and
complex terrain [see Kaimal and Finnigan, 1994; Kus-
tas and Goodrich, 1994]. Flow of air in the atmo-
sphere, with its diurnal cycle and relationship to the
land below, is nonsteady and horizontally inhomoge-
neous. The assumptions of steady, horizontally homo-
geneous flow, which are implicit to Monin-Obukhov
similarity theory [Monin and Obukhov, 1954] are
nonetheless considered applicable because of the large
ratio of vertical to horizontal gradients of the observed
mean scalar concentrations and wind speed, over av-
eraging times of 10 min to about 1 hour. Furthermore,
the surface layer of the ABL is not normally affected
significantly by entrainment at the ABL capping inver-
sion [André et al., 1979; Artaz and André, 1980].

2.2.1. Surface layer under neutral atmospheric sta-
bility. To begin to describe the surface layer, we first
consider the simplest situation: where the wind is brisk
and there exist clouds which limit the solar radiation
reaching the Earth’s surface. In this case, buoyancy
forces due to density stratification are negligible and
the well known logarithmic wind profile

Uy Z‘"d()
V=—1
k n( 20 )

is appropriate to describe the vertical profile of the
mean wind speed V. Here u.(=(7o/p)'®) is the fric-
tion velocity, 7, is the surface shear stress, p is the
dénsity of the air, k¥ (= 0.4) is the von Karman
constaiit, z is the height above the ground, z, is the
surface roughness, and d, is the momentum displace-
ment height. The flux of momentum (7,) is critical to
the quaitification of the flux of water vapor away from
the land surface; in this context it becomes essential to
obtain the surface shear stress for evaporation model-

(3)
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Figure 1. A schematic of the convective atmospheric boundary layer showing typical heights for the various components.
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ing. Equation (3) is used to derive z,, or, less fre-
quently, to derive d,. The natural log of the surface
roughness represents the zero velocity intercept of the
logarithmic wind profile as can be seen from simple
rearrangement of (3),

kV[ z]

*

In (2 —do) =

+ 1n (zo) 4)

so that wind profile measurements V [z] under neutral
atmospheric stability allow the determination of z.
The surface roughness (z,) for different surfaces is
tabulated in various books [e.g., Brutsaert, 1982;
Panofsky and Dutton, 1984; Stull, 1988; Garratt, 1992]
and in the recent review paper by Wieringa [1993]. For
generally simple surfaces, such as fields covered with
agricultural crops, many estimates of z, have been
obtained [e.g., Businger et al., 1971]. There has been a
heightened effort over the past several years to obtain
values of z, for various field sites from wind profiles
measured under neutral atmospheric stability. How-
ever, it is a nontrivial task, since true, steady state
neutral atmospheric stability is rarely observed. Large
errors in the estimate of z, can result from using
horizontal wind speed profiles measured during the
transition from stable atmospheric stability conditions
in the morning to unstable daytime conditions when
the vertical gradient of the potential temperature
changes sign. Under these conditions one cannot as-
sume that the properties of the atmosphere are con-
stant during the course of the measurement, a neces-
sary requirement for (3). Some surface roughness
results obtained over complex terrain as part of large
field experiments are now becoming available [e.g.,
Kustas and Brutsaert, 1986; Parlange and Brutsaert,
1989; Brutsaert et al., 1989; Sugita and Brutsaert,
1990b; Parlange and Katul, 1995]. In most cases the
wind profiles in the neutral surface layer were mea-
sured with radiosondes or tethersondes. In the Alpine
Experiment (ALPEX) in the pre-Alps of Switzerland,
largely covered by pasture and one-fourth forest,
where the terrain consists of hills of the order of 100 m
above the mean valley elevations with distances between
ridges of the order of 1 km, Kustas and Brutsaert [1986]
found z, = 3.8 m with a corresponding d, = 46 m.
Parlange and Brutsaert [1989], during the HAPEX-MO-
BILHY field campaign, studied the Landes Forest re-
gion of southwestern France and found z, = 1.2 m and
dy = 6.0 m. Similar results were obtained from sodar-
derived wind profiles during the experiment [Parlange
and Brutsaert, 1990]. With the value of z, estimated
and u, known, the evaporation under neutral atmo-
spheric stability may be calculated from a similar log-
arithmic equation for the specific humidity g profile

o (Z - dOv)
= In

ku*p ir dOv

q-4q, (5)
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where g, is the specific humidity at some (arbitrary)
reference level z, in the logarithmic layer and d,, is the
displacement height for water vapor. Although it is
known that d,, is not the same as d,), they are nor-
mally assumed to be equivalent [Brutsaert, 1982]. If
the instruments are placed well above the roughness
wake layer (see Figure 1), the exact determination of
this value becomes less important as z >> d,,. If the
surface is wet, the surface specific humidity g, can be
calculated from the surface temperature T, [see Brut-
saert et al., 1989]. Thus (5) can be written

[
In
20

where z, is the scalar roughness length for water
vapor (i.e., the height at which the extrapolated log
profile intersects g = q, [Brutsaert, 1982]).

A similar expression can be written for the potential
temperature 0 profile

60 = — 1 4 (Z _ d°")
e - a
: ku*PCp 20h

where H is the sensible heat flux, ¢, is the specific heat
at constant pressure, the subscript s refers to the
surface, and z,, and d,, for temperature are often
assumed to be equal to those for specific humidity. As
the momentum and scalar displacement heights are
typically assumed equal, we will now use a general d,.
2.2.2. The surface layer with thermal stratification.
Under unstable atmospheric conditions, typically dur-
ing the day when the land surface is heated by solar
radiation, Monin-Obukhov similarity theory [Monin
and Obukhov, 1954] is found to give reasonable de-
scriptions of the mean and variance quantities in the
surface layer of the ABL. The important parameters
are buoyancy (¢/0), the height above the surface (z),
the friction velocity u, and the surface flux of virtual
sensible heat (H, = H + 0.61T,c,E); T, is the air
temperature near the ground. Monin-Obukhov similar-
ity theory states simply that the various atmospheric
measures (e.g., gradients, variance, and covariances)
depend only on these parameters and can be written as
universal functions of the stability parameter (z —
d,)/L; where L is the Obukhov length, defined by

—E
- kuyp

q—dqs (6)

(7

U3

S 8
L= = H oo ®

Note that (z — d,)/L is a ratio of buoyant to mechan-
ical production of turbulent kinetic energy. Equations
(3), (5), and (7) can be written for the influence of
buoyancy as

_ll_* Z“do_ Z'—do
= ()oY

)
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Figure 2. An example of the profile of water
vapor concentration with height above the
ground from August 23, 1991, taken over a bare
soil field at the University of California, Davis.
4 Also shown is the g profile from equation (11).
While individual measurements may not con-
form exactly to the prediction, spatially or tem-
porally averaged measurements show good
agreement.
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_ E Z— d()
hTa= kuyp " z1 — dy
z—dy 71— dy
- ll‘v( L ) + ll’v( L ) (1 1)

where V,,, ¥,, and {, represent integral stability func-
tions and z, is a reference height in the surface layer.
The stability functions have been obtained experimen-
tally [e.g., Businger et al., 1971; Dyer, 1974; Yaglom,
1977; Hogstrom, 1988] and can be found in a number
of texts on the subject [e.g., Brutsaert, 1982; Panofsky
and Dutton, 1984; Stull, 1988; Sorbjan, 1989; Garratt,
1992]. Figure 2 is a comparison of (11) with data from
a water vapor profile taken over an irrigated bare soil
surface using a lidar. If profiles of V, g, and 6 are
measured, then the surface fluxes u,, E, and H can be
determined by iteratively using equations (8), (9), (10),
and (11). Note that the stability functions for sensible
heat and water vapor are generally assumed to be
equal. This assumption is the basis of the well-known
Bowen ratio—energy balance method.

This similarity scheme of Monin and Obukhov
[1954] provides a good description of the mean profiles
over uniform surfaces, the exception in nature. Until
recently, much less has been known about the appli-
cability of the surface layer similarity theory over
rougher terrain. Brutsaert and Kustas [1985] measured
surface layer profiles with radiosondes over the fore-
alps of Switzerland and found the wind and humidity
profiles to be well described by (9) and (11). More
recently, in a reexamination of the data, Qualls et al.
[1993] found the temperature profiles to be satisfactory
as well. Brutsaert and Sugita [1990] and Sugita and

12

Brutsaert [1990a, 1991] studied the ABL over the Flint
hills of eastern Kansas and found that temperature and
humidity profiles allowed reasonable estimates of the
surface heat fluxes. If the surface temperature is
known from remote thermal sensing, more reliable
surface flux estimates may be obtained [Sugita and
Brutsaert, 1990a, 1992b; Brutsaert and Sugita, 1992c].
Over the patchy Landes Forest in southwestern
France, Brutsaert and Parlange [1992] found the pro-
file-derived fluxes compared favorably with surface
measurements over the forest [Gash et al., 1989]. The
wind profiles can also be satisfactorily modeled this
way [Parlange and Brutsaert, 1993; Tsvang et al.,
1991] on the basis of comparisons with direct measure-
ments of the friction velocity using eddy correlation
techniques (u, = [—{(u'w’)]"?, where u’ is the fluc-
tuating longitudinal wind speed, w' is the fluctuating
vertical wind speed, and angle brackets represent the
time averaging operator). Parlange and Katul [1995],
in the Ojai Valley of southern California, found good
agreement between direct measurements of friction
velocity using a three-dimensional sonic anemometer
and profile-derived estimates obtained from tetherson-
des.

In an interesting study, Kader and Yaglom [1990]
reexamined and refined the formulation of similarity
theory in the surface layer, drawing on theory due to
Zilitinkevich [1971} and Betchov and Yaglom [1971]
and using data collected over a 7-year period in Rus-
sia. Their theory is based upon directional dimensional
analysis in which different length scales are used to
characterize horizontal and vertical motions. Kader
and Yaglom provided evidence for three sublayers: a
“‘dynamic’’ sublayer, where the important scaling
length is the horizontal and buoyancy effects are neg-
ligible; a ‘‘dynamic-convective’ sublayer in which
both horizontal and vertical motions become impor-
tant and all of the flow parameters are relevant; and a
“free convection’’ sublayer [Tennekes, 1970] where
the vertical length is the important dimension, the
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scaling velocity w, is based on buoyancy, and u,. is
not relevant. Additional data analysis of Kader [1988]
and Kader and Perepelkin [1989] gave support to the
concept of the three sublayers. Some evidence in sup-
port of the three sublayer model is presented in Figure
3, where profiles of ¢, deduced from lidar measure-
ments of g profiles, are shown plotted against the
stability parameter { (= z/L) (M. B. Parlange et al.,
Lidar measurements of the scalar similarity function in
the unstably stratified turbulent atmosphere, submit-
ted to Boundary Layer Meteorology, 1995; hereinafter
Parlange et al., submitted manuscript, 1995); the g
profiles were measured over a field at the University of
California with a Raman lidar (see section 5.4), and ¢,
is the gradient form of the integral function ¢s,,. Though
this may not have an immediate and direct impact on
flux calculations, it is certainly important to our un-
derstanding of the lower atmospheric transport mech-
anisms and may support refinements of the stability
correction functions and ultimately the estimation of
evaporation in practice.

2.3. Structure Functions, Spectral Scaling, and
Intermittency

The mechanisms by which scalars (primarily heat
and water vapor, but also any pollutant or contami-
nant) are transported in a turbulent flow are still not
well understood. To a large degree this is due to our
incomplete understanding of turbulence in general. As
an example, Duncan and Schuepp [1992], using mea-
surements of CO, and water vapor from aircraft over
the FIFE site, demonstrated that most of the flux was
carried by a relatively small number of the convective
structures. Another example is our emerging under-
standing of the role shear-driven structures play in
surface-atmosphere exchange over rough canopies
such as forest [Shaw et al., 1989].

Basic investigations into the mechanisms responsi-
ble for turbulent transport often involve the study of

statistics and spectral characteristics of the velocity
and concentration variations [Gibson and Schwartz,
1963]. Although this review is not directed at local
scale mechanisms, we mention some of the work here,
as it promises to improve our understanding of the
larger-scale problems as well.

Using the technique of conditional sampling [see
Antonia, 1981] various groups have attempted to iso-
late the role of different structures in the transport of
materials in the atmosphere [e.g., Baldocchi and Mey-
ers, 1989; Katul et al., 1994c]. Other techniques in-
volve the use of structure functions and spectral trans-
forms with Kolmogorov’s [1941] theory for scaling in
the inertial subrange of high Reynolds number flows.
Deviation from the Kolmogorov scaling has been
noted in experiments studying higher-order structure
functions [Anselmet et al., 1984]; this deviation has
classically been attributed to intermittency effects, as
noted by Landau [Landau and Lifshitz, 1959]. Many
phenomenological models for intermittency correc-
tions to the 1941 Kolmogorov model include intermit-
tency effects intrinsic to either the dissipation rate or
fractallike buildup of intermittency during the energy
cascade process [e.g., Kraichnan, 1991]. Examples of
these phenomenological models include the lognormal
model [Kolmogorov, 1962], the B model [Frisch et al.,
1978], and other multifractal models [Meneveau and
Sreenivasan, 1987, 1991; Aurell et al., 1992].

Studies of intermittency in ABL flows typically use
Fourier power spectra and structure functions [e.g.,
Mahrt, 1989]. However, orthonormal wavelet trans-
forms have recently been used to quantify intermit-
tency effects on inertial subrange scaling of velocity,
temperature, and humidity measurements in the sur-
face layer [e.g., Katul et al., 1994a, b, Katul and
Parlange, 1994, 1995]. The wavelet technique is well
suited to this work in that it unfolds the turbulent
signal into scale and space, whereas the Fourier trans-
form is space filling and therefore provides only scale
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information. This is important because intermittent
events, by definition, are active only at specific loca-
tions in the flow. These investigations are improving
our understanding of the basic turbulence processes at
local scales and are beginning to add insight to the
larger-scale efforts.

3. SIMILARITY THEORY OF THE BULK ABL

The characteristic horizontal length scales of the
atmosphere are typically orders of magnitude greater
than those defining the land surface. Regional evapo-
ration studies therefore may be less complicated when
viewed from an ABL perspective. However, if the
evaporative flux is to be estimated over length scales
approaching tens of kilometers, and we recall the 1:10
to 1:100 ratio of vertical to horizontal scales in the
ABL, it becomes necessary to study the entire ABL.
Unfortunately, much less is known about the mixed
layer than about the surface layer. Mixed layer flows
have less sensitivity to the surface flux conditions and
more dependence on entrainment fluxes [Tennekes,
1973] at the top of the ABL. [André et al., 1979; Artaz
and André, 1980; Wyngaard et al., 1984; Wyngaard
and Brost, 1984]. Under convective conditions, which
are of primary concern, the mixed layer is marked by
large convective motions that scale with the depth of
the boundary layer [Mahrt, 1976]. The mixed layer
tends to warm uniformly with height, thus causing a
steady decrease of H with z. This is in contrast to the
surface layer, where the fluxes are approximately con-
stant with height. An additional complication is intro-
duced near the top of the mixed layer, as the entrain-
ment of mass and energy becomes an important
process. These differences between the surface and
mixed layers give rise to similarity relationships that
are somewhat different from those discussed for the
surface layer. A great deal of effort has been invested
in addressing the scaling of flow variables in the mixed
layer, employing approaches such as mixed layer scal-
ing and local similarity [e.g., Sorbjan, 1989; Garratt,
1992]. These approaches draw on dimensional param-
eters that are tailored to the mixed layer and typically
do not apply to the surface layer. As our interest is in
relating bulk boundary layer properties to surface
fluxes, we will focus here on the extension of Monin-
Obukhov similarity theory to the bulk ABL.

3.1. Extended Monin-Obukhov Similarity Theory

An extension of Monin-Obukhov similarity theory
to include the mixed layer in addition to the surface
layer yields a bulk transport formulation, which is
analogous to the surface layer formulation and is
based, in part, on the work of Kazanskii and Monin
[1961]1, Zilitinkevich and Deardorff [1974], Arya and
Wyngaard [1975], Yamada [1976], and Brutsaert and
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Mawdsley [1976]. For instance, the surface fluxes can
be written as

E = kuyp(q: — q5)

hb—do Zl_dO -1
(1 + 4, -D
[n(zl‘dO) llJ( L
hy—d
1n<b 0)—3
20

H = kuypcy(0; — 0p)
d -1

hy — dy 21—
. +
=R

where A, B, C, and D are bulk similarity functions
that account for parameters important in the mixed
layer [Brutsaert, 1982], h, is the depth of the boundary
layer, subscript 1 denotes values at the lower measure-
ment height, subscript » denotes the top of the bound-
ary layer, (V) is taken as the mean resultant wind
speed at the top of the boundary layer or average in the
mixed layer, L remains the Obukhov length, and ¢,
and ¢, are the surface layer stability correction func-
tions [Sugita and Brutsaert, 1992a]. The estimation of
E from (12) requires knowledge of u, and H (for D).
Unless independent momentum and heat flux informa-
tion is available, all three of these equations are
needed. The empirical determination of the bulk sim-
ilarity correction functions is generally difficult, as it
involves measuring the fluxes and the profiles in the
whole ABL. However, the numerical simulation of
ABL flows is becoming more operational and could
assist greatly in the task by relating prescribed surface
fluxes to concentration profiles in the convective
ABL.

(12)

2 -1/2
+ AZ} (13)

Uy = k(V)[

(14)

3.2. Rossby Number Similarity Theory

Rossby number similarity theory, which relates sur-
face fluxes to external forces, closely parallels the
extended Monin-Obukhov theory. It is tailored to
large-scale modeling efforts, such as general circula-
tion models [Stull, 1988], and is based upon five pa-
rameters: height above the surface (z), surface heat
flux @, friction velocity u,, buoyancy parameter ¢/0,
and the Coriolis parameter f, [Sorbjan, 1989] [after
Kazanskii and Monin, 1961]. Some effort has been put
into using a Coriolis-based scaling length L (= ku./
f), known as the Ekman layer height. However, as
Sorbjan [1989] points out, the use of f in defining a
length scale can give erroneous results at low latitudes
and becomes meaningless at the equator. The height of
the capping inversion is believed to be a better length
scale for the mixed layer [Deardorff, 1972]. For
Rossby scaling, the profiles in the mixed layer must be
matched to those in the surface layer. The equations
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are similar to those of the extended Monin-Obukhov
scaling.

3.3. ABL Budget Method

Another popular approach is the use of the so-called
budget method, which is based on the premise that
change over a time period in the amount of a scalar
stored in the ABL is due to fluxes across the bottom
and top boundaries of the ABL over that same time
period. The entrainment flux across the top of the
ABL is usually parameterized as a fixed fraction of the
surface flux [Tennekes, 1973]. Therefore given concen-
tration profiles at two points in time, one can ‘‘solve”
for the upwind surface flux of that scalar. This ap-
proach has met considerable difficulty when applied to
field measurements made with radiosondes [e.g., Kus-
tas and Brutsaert, 1987]. Perhaps some improved in-
sights can be gained from aircraft profiling methods
[Grossman, 1991, 1992; Betts et al., 1990, 1992; Betts,
1992; MacPherson et al., 1992] and strengthening fur-
ther the theory of inversion flux dynamics and entrain-
ment parameterization [Tennekes, 1973; Stull, 1976;
Artaz and André, 1980; Brutsaert, 1987].

4. LARGE EDDY SIMULATION

The flows of the ABL are governed by the Navier-
Stokes equations, continuity equations, and scalar
transport equations. These equations have eluded gen-
eral solutions despite the great efforts of the past
century. Yet while simple statistical bounds such as
those described above have been developed for homo-
geneous flow situations, we remain unable to predict
statistics for the typical flows found at larger scales
over complex terrain. With mathematical solutions
beyond reach, one must attempt to gain insights from
observing the flow and making measurements of the
dynamics and interactions. As was mentioned earlier,
laboratory experiments have not met the challenge for
ABL flows, as they are unable to capture the scale and
complexity of the ABL. Field experiments, on the
other hand, have advanced greatly our understanding
of the dynamics, and they continue to do so. None-
theless, physical constraints typically limit our ability
to collect data at the space and time scales necessary
to support closure model development and verifica-
tion, and simplifications such as Taylor’s [1938] hy-
pothesis of frozen turbulence must be introduced to
bend the data to “‘fit”’ our needs. A promising tool that
may substantially improve this situation is the numer-
ical simulation of ABL flows.

4.1. Overview of the Approach

Numerical simulation of turbulence is divided into
two basic classes: (1) direct numerical simulation
(DNS), where all scales of the flow are resolved, from
the largest energy-producing eddies down to the small-
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est energy-dissipating eddies, and (2) large eddy sim-
ulation (LES), where a range of scales is resolved,
from the largest eddies down to an arbitrary cutoff
point below which the dynamics are modeled. Resolv-
ing the flow implies that the equations of motion are
integrated over a discrete mesh in time and space, as
with finite difference modeling (FDM), or alterna-
tively, they are transformed into the frequency domain
and handled with spectral methods.

The ABL motions are described under the assump-
tion of incompressible flow by the continuity equation,

Ouyldx, =0 (15)

and the equations for the conservation of momentum
under the Boussinesq approximation,

9%u, +s T
a3 T~ g
(T

du, ou, P
—tupg =t
at axB axa axﬁaxﬁ

(16)

a=1,2,3

where u, is the velocity in the x, direction, P is the
dynamic pressure, v is the kinematic molecular viscos-
ity, 8 is the Kronecker delta, T’ is the fluctuation of air
temperature from the mean value (T), g is the accel-
eration of gravity, and summation is implied on any
term with repeated subscripts. Note that the Coriolis
term has been omitted here; it may be included or
omitted in practice, depending on its relative effect on
the motions. The transport of scalars, such as humid-
ity, is represented by

3*s
Vs axsaxB

a8 as

— -

where S represents the scalar of interest and v is the
molecular diffusivity of the scalar in air.

The direct numerical simulation of ABL dynamics
would require the solution of these equations (15)—(17)
over a grid capable of resolving the dissipation scale of
motion. Simple order of magnitude dimensional argu-
ments suggest that this would require resolving R4
degrees of freedom, where R is the Reynolds number
[McComb, 1990]. As R can be of the order of 108 in the
ABL, this is equivalent to a requirement of approxi-
mately 10'® nodes (or modes if using spectral meth-
ods). Present computing resources limit the size of
practical applications to about 10° degrees of freedom,
putting far out of reach the successful resolution of the
dissipation scale within a model of the ABL. Thus our
numerical modeling efforts, and accordingly our dis-
cussion here, are limited to partial resolution of the
turbulence through LES. A fundamental tenet of LES
is that the large scales of motion are the most depen-
dent upon the gross flow characteristics. These struc-
tures are resolved in the LES, while the eddies smaller
than some scale in the inertial subrange are modeled in
terms of the resolved scales. This is a natural ap-
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proach, for while the inertial subrange eddies receive
their energy from the larger scales, they are also ren-
dered statistically independent of the large-scale mo-
tion and any anisotropy that it may possess through
the cascading process [e.g., Barchelor, 1953].

To account for this incomplete resolution, the equa-
tions of motion and transport must be modified. This is
particularly important for the momentum equations,
for if the dissipation scales are not resolved or other-
wise accounted for, the cascading energy will accumu-
late in the resolved range rather than continuing down-
scale and ultimately being converted from mechanical
to thermal energy [e.g., Leonard, 1974]). The velocity
and scalar fields are filtered to separate explicitly the
resolved from the unresolved parts. We represent a
filtered flow field in a general sense by convolving a
filter G over the flow field A of interest

Ax, 1) = f G(x — x")AK’, t) dx' (18)

where A represents u,, u,, uz, or some scalar S. The
actual fields can be represented by two parts: A for the
resolved part and A’ for the subfilter part. Applying
the filter (18) to the governing equations (15)—(17)
yields equations for the resolved scales which contain
certain terms involving the unresolved scales A’ (from
the nonlinear convective term); the equations are han-
dled numerically with the unresolved scales parame-
terized by a subfilter model (typically based on Sma-
gorinsky’s [1963] pioneering work). The relative merit
of the various filters G and subfilter models is a topic
of discussion in the literature and is beyond the scope
of this review. However, we should point out that
many studies have reported an insensitivity of LES
results to the choice of subfilter model.

As with all partial differential equations, we must
specify initial and boundary conditions. The horizontal
directions are typically (but not necessarily) treated
with periodic boundary conditions. This is employed
explicitly in finite difference LES by ‘‘wrapping’’ the
differencing stencil from one boundary around to the
other (one may visualize identical flow domains set
end to end). With Fourier-based spectral methods the
periodic boundary conditions are implicit to the under-
lying basis functions, which, by definition, are peri-
odic. The top boundary is usually positioned well
above the height of the ABL, and the capping inver-
sion develops through the simulation and serves to
keep the flow of interest well isolated from the top
boundary. Therefore the simulation of ABL dynamics
is relatively insensitive to the top boundary condi-
tions, which usually involve some sort of ‘‘no-stress”’
lid, implying a zero vertical gradient of the longitudinal
velocity at the top of the domain; similar physical
arguments are used for the scalars. The bottom bound-
ary, however, is considerably more problematic. This
is because as we near the land’s surface an increas-
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ingly large amount of the flux is contained in the small
unresolved scales and must therefore be handled by
the subfilter model. The present state of the science
involves the use of relationships such as those based
on Monin-Obukhov similarity theory to relate the flow
quantities near the boundary to the surface fluxes
across the boundary. Initial conditions are selected to
be somewhat random and to satisfy (15); the integra-
tion must be carried out until the memory of the initial
conditions is lost. '

The interested reader should see Rogallo and Moin
[1984] for a review of the numerical treatment of the
filtered equations and Ferziger [1993] for an introduc-
tion to the sub-filter models. For further study,
Wendt’s [1992] book is an accessible introduction to
computational fluid dynamics (CFD) in general. Here,
however, we will focus on the applications of LES to
atmospheric boundary layer flows, with particular at-
tention to its prospects for evaporation models.

We divide the literature into studies of the convec-
tive regime, the neutral and stable regimes, and studies
which specifically address flow over complex tefrain.

4.2. Convective Regime

Since our focus is evaporation, which occurs
mainly during daylight hours when the net radiation to
the Earth’s surface is positive and sensible and latent
heat are buoyantly transported up from the surface,
we are concerned most with the convective regime of
the ABL. The turbulence structure of the convective
boundary layer is marked by large coherent eddies that
are of a size equivalent to the depth of the ABL
[Garratt, 1992]. We therefore have both the motiva-
tion and the justification for studying the convective
regime with LES.

Deardorff [1970a, b, 1972], using a three-dimen-
sional finite difference model, was the first to study
ABL flows with LES. His simulations gave added
support to the free convection theory that flow vari-
ables become independent of u, under unstable strat-
ification. The velocity fluctuations at heights above
—L (the Obukhov length) were shown to scale with
wy, the convective velocity. Furthermore, he showed
that for even slightly unstable stratification the con-
vection and turbulence extends up to the inversion
base, suggesting that this height (z;) is the most impor-
tant scaling length and that —z,/L describes best the
degree of instability. He also examined the shape of
the eddies, which provided insight into the profiles of
mean quantities, and evaluated the effect of stability
on the vertical travel time of particles released near the
land surface [Deardorff, 1972].

Moeng [1984] drew on Deardorftf’s work and con-
structed a mixed pseudospectral-finite difference
LES. She used this to simulate convective flow in the
ABL and compared the simulation results to experi-
mentally derived data with reasonable success. Wyn-
gaard and Brost [1984] used a finite-difference-based
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LES, and Moeng and Wyngaard [1984] used Moeng’s
LES to study the entrainment of scalars into the con-
vective boundary layer and developed expressions for
the eddy diffusivities of scalars for top-down and bot-
tom-up transport. Holtslag and Moeng [1991] used the
LES results of Moeng and Wyngaard [1989] to derive
an improved countergradient term for bottom-up con-
vective transfer and expressions for the eddy diffusiv-
ities. Holtslag and Moeng [1991] argued that the ratio
of entrainment flux to surface flux is an important
factor in defining the eddy diffusivities. Moeng and
Wyngaard [1984] used LES to study vertical profiles of
the variance of a scalar being transported from the
land surface. This is relevant to surface fluxes in that
under free convection conditions the scalar variance in
the surface layer is directly related to the surface flux
of the scalar [e.g., Albertson et al., 1995]. Moeng and
Wyngaard report that the LES-produced scalar vari-
ance agrees with experimental data in the mixed layer
but underpredicts the variance near the surface. They
attribute this to the smaller scales being most active
near the surface, causing much of the near-surface
activity to occur in the subgrid range of motions. This
is a weakness of LES and a focus of present improve-
ment efforts [Mason, 1994].

Hechtel et al. [1990} used Moeng’s LES to study
the effect of a nonhomogeneous temperature at the
surface boundary on the first and second moments of
the flow field in the mixed layer. They compared the
case of a nonhomogeneous boundary with the homo-
geneous case and found no noticeable effect. Hadfield
et al. [1991, 1992] found notable effects on the flow
characteristics in the convective ABL from surface
heat flux variations. They found persistent circulations
with updrafts over the high flux areas and downdrafts
over the low-flux areas. They also found stronger
turbulence over the heat flux maxima. A mean hori-
zontal wind was found to diminish the circulation and
transport it downstream. Much more work is needed
on this topic before conclusions can be drawn safely
on the effects of heterogeneous surface conditions on
the structure of the ABL.

Sykes et al. [1993] used LES to study the structure
of the surface layer. In particular, they addressed the
instantaneous friction velocity u, resulting from large
convective structures; the probability density function
was examined and found to approach Gaussian and to
be insensitive to surface roughness length. Their sim-
ulations depicted variations in the surface layer depth
with surface roughness length.

Schumann [1989] used a finite difference LES to
study the turbulent transport of reactive and nonreac-
tive species in the convective ABL and found both the
bottom-up and top-down diffusivities to depend on
reaction rates and buoyancy. For the case without
reaction, the bottom-up diffusivity was found to be
twice as large as the top-down diffusivity because of
buoyangy effects, as was also noted by others. These
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results may be used to explore the conditions under
which certain simple turbulence models, such as K
theory, may be employed. There is a body of literature
emerging on the use of LES to study the dispersion of
passive and reactive scalars in the ABL [e.g., van
Haren and Nieuwstadt, 1989, 1990; Henn and Sykes,
1992; Mason, 1992; Nieuwstadt, 1992a, b; Sykes et al.,
1992; Sykes and Henn, 1992]. These works have po-
tential implications for modeling the transport of water
vapor as well as pollutants and trace gases from the
Earth’s surface.

Schmidt and Schumann [1989] used Schumann’s
LES to study coherent structures in the unstable ABL.
As large coherent convective structures are important
flux mechanisms, their study may have direct implica-
tions for our understanding of the surface flux pro-
cesses and the balance of energy at the Earth’s sur-
face. Schmidt and Schumann’s results revealed that
small-scale plumes that are remote from the large-
scale convective plumes decay while rising through
downdrafts rather than merging together. However, in
the neighborhood of large thermals the smaller ones
were sucked into the wake. The updrafts and down-
drafts together formed a spokelike polygonal geome-
try, much as with Rayleigh-Benard convection, yet
less regular. They sought corroborative evidence from
published field data, but their efforts were less than
successful. They attributed this to insufficient spatial
sampling in the field and, in part, to the potential ease
with which these patterns may be broken over inho-
mogeneous surfaces. Their results show entrainment
flux at the inversion occurring through long wisps that
are as long as the boundary layer is deep. These results
may supplement experimental results and advance our
understanding of entrainment into the ABL.

Mason [1989] has also used LES to study the con-
vective boundary layer and investigate the effect of the
mesh resolution, the domain size, and the subfilter
model on the simulation results. The entrainment at
the capping inversion displayed a distinct insensitivity
to all three of these model characteristics. Mason
reported a polygonal geometry of updrafts similar to
that of Schmidt and Schumann {1989]. The downward
entrainment of heat into the convective ABL at the
inversion was resolved well by Mason’s simulations,
suggesting that this important process may be studied
appropriately by LES. He attributes the present suc-
cess, in part, to an enhanced vertical mesh resolution
near the inversion and suggests that future simulations
with resolutions of ~128° grid points hold promise for
accuracy.

4.3. Neutral and Stable Regimes

While perhaps not as directly important to the study
of evaporation as the convective case, neutral and
stable flows do play important roles in our understand-
ing of the dynamics of the ABL and in studying the
basic form of similarity theory. It is important to note
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that these flow regimes are typically dominated by
structures considerably smaller than those dominating
the convective flows in the ABL. Nonetheless, stable
and neutral ABL flows have been studied with LES;
however, the resolution of the LES can become criti-
cal.

Mason and Thomson [1987] used LES to study the
neutral regime, where mechanical production of tur-
bulence dominates over buoyant production and the
size of the dominant structures scales with the height
above the surface. They investigated the effect of the
domain size and resolution on the LES performance
with respect to roll vortices and near-surface shear
instabilities. The roll vortices require a large domain,
and the near-surface shearing requires a fine resolu-
tion: two competing objectives for fixed computational
capabilities. Although they found that an intermediate
domain scale gives the best combination of results, it
was nonetheless judged to be deficient.

Mason and Derbyshire [1990] used LES to study
the stable nocturnal ABL.. While this topic may not be
critical for evaporation research, it does have interest-
ing applications, such as fog and pollutant transport.

4.4. Complex Terrain

LES has been used to study the effect of a wavy
land surface on turbulent convection in the boundary
layer [e.g., Walko et al., 1992; Schumann, 1993; Dorn-
brack and Schumann, 1993]. Schumann [1993] con-
cluded that terrain-induced coherent structures are
produced only when the amplitude of the terrain un-
dulation is large with respect to the depth of the
boundary layer. He also showed the wavy terrain to
have a minimal effect on the length scales for vertical
velocity and vertical velocity variance, a statistic
known to be important to scalar transport from the
land surface [e.g., Katul et al., 1994a]. Walko et al.
[1992] also studied the effect of hilly terrain on the
convective ABL (200-m hills in 1-km-deep boundary
layer), but they found noticeable effects on certain
flow measures. Interestingly, Walko et al. found the
horizontally averaged statistics of flow over hilly ter-
rain to be similar to those obtained over flat terrain;
however, they found significant effects in the spectra
and also found pronounced amounts of subgrid turbu-
lent kinetic energy and vertical heat flux above the
higher terrain. These results, when considered along
with those from field investigations over similar terrain
fe.g., Kustas and Brutsaert, 1986], may lend insight
into the effect of nonideal terrain on simple turbulence
models that are based on homogeneity assumptions.
The turbulent structure of upslope boundary layers is
also being investigated with LES [e.g., Schumann,
1990].

In a unique study, Shaw and Schumann [1992] sim-
ulated the atmospheric surface layer above and within
a forest. Their flow domain extended only three forest
heights in the vertical and therefore did not encompass
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the entire depth of the ABL. This limited vertical
extent is charged with causing some departure of the
simulation results from ficld experimental evidence.
However, they did capture some features noted in field
data. Perhaps most important about this study is that it
opened to LES modeling of the ABL over forested
landscape. Extensions of this work using larger flow
domains could leverage the results of field experience
over complex forest terrain [e.g., Brutsaert and Par-
lange, 1992; Parlange and Brutsaert, 1993] toward an
improved understanding of regional surface fluxes.

5. LARGE-SCALE ATMOSPHERIC MEASUREMENT

5.1. Introduction

Our ability to understand and formulate the theo-
retical basis for the physics of ABL transport is deter-
mined largely by our ability to make measurements. A
great leap in our understanding of atmospheric turbu-
lence occurred around 1970 with the introduction of
practical instruments capable of making fast measure-
ments of wind, temperature and humidity. While great
progress has been made using these instruments, they
are not capable of defining the details of the three-
dimensional flow field as it evolves in time.

Sensors used to make measurements in the atmo-
spheric boundary layer fall generally into two catego-
ries: point sensors intended for use on the ground,
towers, or balloons; and remote sensors, which can
sense atmospheric properties over some area or vol-
ume. Point sensors include such devices as cup, vane,
and sonic anemometers; thermistors, thermocouples,
and resistance thermometers; dew point, ultraviolet
absorption, and capacitance hygrometers; and net ra-
diometers, soil heat flux plates, and lysimeters. An
excellent review of these devices and their operating
principles, capabilities, and limitations is given by
Kaimal and Finnigan [1994].

Remote sensors, such as radar, sodar, lidar, and
aircraft-based instruments, measure atmospheric
properties over large areas or volumes. These types of
sensors are being used more often in atmospheric
boundary layer measurements. They are capable of
making time-resolved vertical profiles or multidimen-
sional measurements of atmospheric properties, which
are useful in examining the evolution of large-scale
features such as boundary layer depth, layering, and
flow fields. Techniques have been developed for many
of the instruments to measure the fluxes of heat, mo-
mentum, or water vapor over some area. These instru-
ments share a number of shortcomings, not the least of
which are cost, complexity, and portability. Individual
instruments suffer from such limitations as accuracy,
minimum or maximum range, and range resolution.
The theoretical bases of these devices and the data
interpretation algorithms are not as well developed as
those for surface point sensors. Moreover, the analy-
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sis of the vast amounts of data generated by these
devices is generally complex and time intensive. But,
of course, when applied properly, the information pro-
vided by these sensors can be extremely useful to
support the visualization of flow and transport through
space.

5.2. Sound Detection and Ranging (Sodar)

Sodars send out a pulse of sound as a probe and
analyze the returning echoes in a manner similar to
sonar. Sound will echo from variations in density of
the atmosphere caused by temperature and velocity
fluctuations. A Doppler sodar measures the compo-
nent of the wind velocity along the line of sight from
the difference in frequencies between the return echo
and the transmitted pulse. When this measurement is
made in several directions, the three-dimensional wind
field can be established. This can be done using mul-
tiple transmitter-receivers or with a phased transmitter
array. Details on the method are given by Little {1969]
or Beran and Clifford [1972]. In addition to the wind
velocity, the range-resolved temperature and velocity
structure parameters, C, and C,, can be determined.
From this information, the sensible heat flux, momen-
tum flux, eddy viscosity, and atmospheric stability can
be calculated [Dahlquist, 1993; Quintarelli, 1993;
Coulter and Wesely, 1980; Beyrich and Kotroni, 1993].
Sodars generally do not scan, and, therefore they
provide only a vertical profile of the atmosphere as a
function of time. However, they are sensitive to the
amount of background noise and are therefore range-
limited in noisy environments such as cities. Despite
this limitation, sodars have been used successfully in a
large number of experiments in cities [Gera and Sin-
gal, 1990; Pekour and Kallistratova, 1993; Singal,
1993], in pollution monitoring [Asimakopoulos, 1991],
and at remote sites [Gera and Weill, 1990; Cheung,
1991; Cheung and Little, 1990; Argentini et al., 1992].
Comparisons between sodars and conventional instru-
ments have been accomplished on many occasions
with favorable results [Kaimal and Finnigan, 1994;
Melas, 1990; Parlange and Brutsaert, 1990; Thomas
and Vogt, 1993a, b; Beyrich, 1992]. Because of the
sharp change in temperature between atmospheric lay-
ers, the sodar is particularly well suited to the exami-
nation of these layers and the study of entrainment at
the top of the boundary layer [Frisch and Clifford,
1974; Beyrich and Weill, 1993]. This technology is best
developed of all the remote sensors [Sorbjan et al.,
1991; Melas, 1993] and is commercially available, re-
liable, and relatively inexpensive in comparison with
most remote sensors. Furthermore, it is capable of
operating with a minimum of operator intervention.

5.3. Radio Detection and Ranging (Radar)

The use of radar in atmospheric research grew from
the study of ‘‘weather clutter,”” which confused oper-
ators in the early days of its use as an aircraft locator.
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Radars use a pulse (or pulses) of radio frequency
energy to probe the atmosphere. These radio waves
scatter from small density variations in the air, whose
size is of the order of the radar’s wavclehgth (from a
few to tens of centimeters). The density variations are
caused by pressure, temperature, or humidity varia-
tions indicative of turbulent mixing or layering.
Changes in density change the index of refraction of
the air in those locations. The sensitivity to changes in
air temperature makes radars useful in the study of the
capping of the boundary layer [e.g., Frisch and Clif-
ford, 1974]. Through the use of the Doppler effect, in
which the returning wave is shifted in frequency by an
amount determined by the velocity of the structure,
wind speeds can be determined along that line of sight.
By scanning at several angles (through multiple trans-
mitters, or through phased array methods), a map of
the three-dimensional wind field can be constructed
[Banta et al., 1993; Ralph et al., 1993; Fukao et al.,
1982;, Warnock et al., 1978; Eilts, 1987]. Techniques
for using this type of information to determine fluxes
of heat and momentum in the boundary layer are given
by Gossard et al. [1982] and Angevine et al. [1993a].
Wilson [1970] has described an analysis technique that
can be used to estimate the velocity variances and
covariances by measuring the spectral purity of the
Doppler-shifted return. '

*“Chaff,”” tiny aluminized filaments cut to a length of
half the radar wavelength, has been used to increase
the signal return for radars. These filaments can be
easily dispersed and will travel with the wind for a
period of several hours before settling out. The large
increase in signal returned has the benefit that the
averaging time is greatly reduced and the accuracy and
range resolution is increased. This enables fast, accu-
rate, high-resolution measurements to be made
throughout the depth of the boundary layer. An exam-
ple of the study of diffusion in the atmosphere using
chaff in the Convective Diffusion Observed by Remote
Sensors (CONDORS) experiment is given by Briggs
[1993]. Examples of natural ‘‘chaff’’ are rain, snow,
and clouds. In an interesting use of the radar with this
natural signal enhancement, Russchenberg [1993]
measured the size distribution of rain droplets. The
weather radar shown on the television is another ex-
ample of an enhanced return from clouds.

Radio acoustic sounding (RASS) is a combination
of Doppler radar and sodar techniques. The radar is
used to track the progress of a sound pulse as it
propagates through the atmosphere. Variations in the
speed of that pulse (which travels at the local speed of
sound at each position) are proportional to the square
root of the virtual temperature [May et al., 1990]. This
method is capable of fine detail [Currier et al., 1988]
but is limited by strong winds or turbulence, which
transport and distort the sound wave so that the sound
and radar wave fronts are no longer aligned. Thus
while the range resolution is often good, the maximum
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Figure 4. A schematic diagram of a lidar system.
Lidars are typical of active remote sensors in
that they project a beam into the atmosphere (in
this case a beam of laser light) and sample the
returning signal to determine the properties of
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range is limited to less than a kilometer. A comparison
of RASS with aircraft measurements was accom-
plished by Angevine et al. [1993b].

Depending on the details of each system, radars are
capable of the longest ranges of any of the remote
sensors (approaching 100 km) and provide competitive
range resolutions (as low as 1.5 m). As with all of the
systems examined here, they are expensive and com-
plex. They also require trained operators and may
have safety issues associated with high transmitted
power densities.

5.4. Light Detection and Ranging (Lidar)

Lidars, in which visible or near-visible light is used
as the probe, are available in several varieties. They
are all similar in that they use a pulsed laser beam as a
source of the light, and they rely on some type of
interaction to affect the outgoing light and scatter some
of the resulting light back to be collected by a tele-
scope. The detector(s) at the back of the telescope
converts the collected light to an electrical signal,
which is then sampled and stored in a computer [Mea-
sures, 1984, 1988] (see Figure 4). Data analysis meth-
ods for determining atmospheric properties from lidar
measurements are not as well developed as those for
the other remote sensors; however, progress is being
made [Eichinger et al., 1993b; Eloranta and Forest,
1992; Eloranta and Schols, 1990; also Parlange et al.,
submitted manuscript, 1995]. Despite the infancy of
data analysis algorithms, lidars have been particularly
useful in verifying various atmospheric and plume dis-
persion models [Beniston et al., 1990; Boers et al.,
1991; Bennett et al., 1992; Jorgensen and Mikkelsen,
1993; Briggs, 1993].

Elastic lidars rely on elastic photon interactions

the atmosphere in multiple dimensions. While
different sensors may use different components
(an antenna for a radar instead of a telescope),
the basic functional elements are similar.

where the returning light has the same wavelength as
the laser transmission. This type of interaction with
molecules and particulates in the atmosphere has a
large cross section (i.e., the ratio of the amount of light
returning to the amount of light transmitted is large).
Elastic lidars are generally the smallest and fastest
scanning of the various lidars. Accordingly, they are
ideally suited to tracking the motion of structures in
real time or mapping structure shape over a large
volume. In general, since these devices are sensitive to
large (0.5 to 10 wm) atmospheric particulates, such as
typical pollutants, they are often used for the study of
pollution [Hashmonay et al., 1991; Asimakopoulos,
1991] or plume dynamics. Plates 1 and 2 are examples
of the vertical distribution of aerosols over Mexico
City and Barcelona. In these figures, sources of pollu-
tion such as roads are readily identified by the high
density near the surface (the highest densities being
the color red). A traditional problem with elastic lidars
is that a unique inversion of the signal to obtain aerosol
concentrations is not possible. While various solutions
have been proposed [Ferguson and Stephens, 1983;
Klett, 1981, 1985; Mulders, 1984], they all contain
assumptions that are sufficiently restrictive to limit
their usefulness. An exception is the high spectral
resolution elastic lidars pioneered by Eloranta [Grund
and Eloranta, 1990, 1991], which can separate the
molecular and aerosol returns and generate a unique
solution to obtain the optical properties of the partic-
ulates. The sensitivity of elastic lidars to small changes
in aerosol density makes them ideal for the determi-
nation of wind velocity [Hooper and Eloranta, 1986;
Eloranta and Schols, 1990; Schols and Eloranta, 1990;
Barber and Weinman, 1990; Kolev et al., 1988; Sasano
et al., 1986; Sroga and Eloranta, 1980; Kunkel et al.,
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Plate 1. Vertical scan over the city of Barcelona, Spain, taken with the Los Alamos lidar. Large structures
with high aerosol concentrations are visible as large red plumes near the ground. Higher up in the
atmosphere, other layers with high concentration can be found. Plots such as this can be used to study the
origin and transport of pollution in the city, the transport of pollution through the city from outside
sources, and the effects of remediation efforts. With respect to regional evaporation, much can be learned
about the structure and the time evolution of the ABL.
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Plate 2. Example of the vertical distribution of aerosols over Mexico City. In these figures, sources of
pollution such as roads are readily identified by the high density near the surface (the highest densities
being the color red). Notice the relatively clean free-atmosphere air (white) which has been entrained into
the ABL. These measurements allow us to improve our understanding of the physical mechanisms acting
throughout the ABL.
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Plate 1. Vertical scan over the city of Barcelona, Spain, taken with the Los Alamos lidar. Large structures
with high aerosol concentrations are visible as large red plumes near the ground. Higher up in the
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podlution such as roads are readily identified by the high density near the surface (the highest densities
being the color red). Natice the relatively clean frec-almosphere air (white) which has been entrained into
the ABL. These measurements allow us to improve our understanding of the physical mechanisms acting
throughout the ABL.
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TABLE 2. Molecules Detected With Lidar in the Infrared
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Molecule Wavenumber Reference

Nitrous oxide (NO) 1881.098 Killinger and Menyuk (19811, Menyuk et al. [1980], Hinkley et al. [1976]
1900.1

Carbon monoxide (CO) 2154.604 Killinger et al. [1980]

Ethylene (C,H,) 949.48 Killinger and Menyuk [1981], Mayer et al. [1978]

Freon 11 (CCLLF) 1084.0 Mayer et al. [1978]

Freon 12 (CCLF,) 932.9 Mayer et al. [1978]

Freon 113 (C,CL,F5) 1041.2 Hinkley et al. [1976]

Ozone (0O,) 1052.2 Mayer et al. [1978], Grant [1986], McDermid [1993]

Sulfur dioxide (SO,) 1139.60 Baumgartner and Byer [1978), Hinkley et al. [1976]
1108.2

Benzene (CgHg) 1039.4 Mayer et al. [1978]

Chloroprene (C H;Cl) 974.6 Mayer et al. [1978]

Sulfur hexafluoride (SFy) 947.8 Englisch and Wiesemann [1978], Uthe [1986]

Trichloroethylene (C,H,Cl;) 944.2 Mayer et al. [1978]

Hydrazine (N,H,) 942.3 Menyuk et al. [1982], Grant [1986]
924.973

Ammonia (NH;) 1084.6 Hinkley et al. [1976], Grant [1986], Mayer et al. [1978]
980.913
967.8

Water vapor (H,0O) 974.621 Grant [1986]

Perchloroethylene (C,Cl,) 944.2 Hinkley et al. [1976]

1980] and the study of entrainment at the top of the
boundary layer [Glaser et al., 1993; Hooper and Elo-
ranta, 1986].

Doppler lidars use the Doppler shift from the scat-
tering of particulates to measure the wind velocity. A
pulse of light is emitted by the laser, which has a
narrow wavelength band. The returning light is Dopp-
ler shifted in wavelength because of the relative veloc-
ity of the particles. The shift is measured by mixing the
returning light with light of the original wavelength and
measuring the beat frequency that results. From this
frequency the component of the wind velocity along
the line of sight can be determined at various ranges. A
three-dimensional wind field is determined by scan-
ning the lidar in some predetermined pattern (usuaily
an inverted cone) and assuming the flow field to be
uniform inside the scanned area [Garnier and Chanin,
1992]. Various turbulence parameters and the momen-
tum flux have been determined by Galchen et al.
[1992]. A number of comparisons between conven-
tional instruments and Doppler lidar have been per-
formed {Kormakov et al., 1993].

Raman lidars use the Raman effect to identify spe-
cific molecules. Because this effect is weak, it is ap-
propriate only when the molecular concentration is
large or when a long averaging time can be tolerated.
By comparing the Raman-shifted returning light from
the molecule of interest to that from atmospheric ni-
trogen, the absolute concentration of that molecule
can be determined [Melfi et al., 1969; Cooney, 1970].
While Raman lidars can be used to detect nearly any
molecule (e.g., by Bilbe et al. [1990] to detect natural
gas), these systems are most often used to measure
vertical profiles of water vapor concentration over

averaging times of the order of 5 min with maximum
range of 4 to 10 km [Vaughn et al., 1988; Melfi et al.,
1989; Whiteman et al., 1992]. They can also be used to
measure the water vapor concentrations vertically and
horizontally in a scanning mode with range limited to
about 700 m, as well as the vertical flux of water vapor
[Eichinger et al. 1993a, 1994]. Raman lidars are also
useful in that the nitrogen Raman signal can be used to
invert the signal to obtain a unique set of aerosol
optical properties [Ansmann et al., 1991, 1992, 1993;
Mitev et al., 1992]. This type of lidar can also measure
atmospheric temperatures and pressures [Ivanova,
1993; Nedeljkovic et al., 1993; Arshinov et al., 1983].

Differential absorption lidar (DIAL) is used to sense
specific molecules. With this method, two wave-
lengths are chosen which have similar propagation
properties, but one of the wavelengths is strongly
absorbed by the molecule of interest and the other is
not; thus the difference between the two returning
signals is indicative of the absolute concentration of
the species of interest. This methodology can be used
to map the concentration of this species in several
dimensions. This has been done for a great number of
molecules. While beyond the scope of the present
paper, an incomplete list of some molecules of envi-
ronmental interest that can be measured by this instru-
ment in both the infrared and ultraviolet—visible por-
tions of the spectrum is included in Tables 2 and 3 to
show the breadth of capability of this instrument [Gall
et al., 1991]. These molecules can be mapped with a
range resolution that depends on the concentration of
the molecule, the strength of the interaction, and the
averaging time of the lidar. An excellent review of the
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TABLE 3. Molecules Detected With Lidar in the UV and
Visible

Wavelength,
Molecule nm Reference
Nitrous oxide (NO,) 448.2 Hinkley et al. [1976]

Water vapor (H,0) 724.37  Browell et al. [1980]
Ozone (05) 253.6 Hinkley et al. [1976]
Sulfur dioxide (SO,) 300.1 Hinkley et al. [1976]
Benzene (C4Hyg) 252.9 Milton et al. [1992]
Toluene (C;H;OH) 256.3 Milton et al. [1992]
Xylene (CsHg-2CH,) 187 Suto et al. [1992)
Nitrogen monoxide (NO)  214.9 Suto et al. [1992]

use of Raman lidars and DIAL systems to detect water
vapor is given by Grant [1990].

Lidars are capable of good spatial resolution (1.5 m
to 15 m is typical) and intermediate range (from 3 to 12
km). They have the capability of providing a wide
range of information on the atmosphere. However, the
algorithms for using the information to derive param-
eters of interest to the atmospheric scientist are gen-
erally not well developed.

5.5. Aircraft Measurements

Instrumented aircraft are now commonly used in
most large-scale experiments. The instruments used
are, in principle, the same as those used on the surface
and measure essentially the same parameters: the
means and variances of temperature, humidity, wind
velocity, upwelling and downwelling longwave and
shortwave radiation, particulate sizes, and the concen-
tration of various molecules [Scott et al., 1990]. The
advantage of aircraft is that they can cover a large area
rapidly and do so at a number of altitudes in the
boundary layer. That the aircraft is a moving platform
is also a serious limitation; corrections need to be
applied for the motion of the aircraft and the flow
distortions inherent in the platform [Crawford et al.,
1993; Grossman, 1992; Schuepp et al., 1992].

Instrumented aircraft have been used successfully
in a large number of experiments [MacPherson et al.,
1992; Mahrt and Ek, 1993]. Comparisons have been
made with conventional instruments and methods
[Chou, 1993; Lenschow et al., 1991; DesJardins et al.,
1989], as well as with lidars, sodars, and other remote
sensors [Angevine et al., 1993b]. The study of aircraft
data has initiated interest in the source regions or
footprints from which a given signal originates
[Schuepp et al., 1990]. Recent advances in the appli-
cation of aircraft for eddy correlation and flux gradient
measurements are presented by Mann and Lenschow
[1994] and Lenschow et al. [1994].

An especially notable accomplishment is the instal-
lation of a DIAL system aboard an aircraft by Browell
et al. [1980, 1983]. This system is capable of measuring
water vapor and ozone and has been used in a large
number of experiments around the globe at locations
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which are essentially inaccessible to conventional in-
strumentation,

5.6. Scintillometry

A scintillometer is neither a point instrument nor
truly a remote sensor. It is a device that measures the
amount of refraction of laser light by density fluctua-
tions in the atmosphere over distances of several hun-
dred meters. From these measurements the turbulence
inner scale and the temperature structure parameter C,
can be determined. Through the use of multiple wave-
lengths and advanced analysis techniques, the velocity
and humidity structure parameters C, and C, can also
be determined [Kohsiek, 1988]. These parameters pro-
vide indirect measurements of the average dissipation
rates of turbulent kinetic energy, temperature vari-
ance, and humidity variance. From these we may
calculate the fluxes of momentum, heat, and water
vapor over the distance of the measurements. A num-
ber of experiments have been conducted to verify the
accuracy of the technique for flux estimation [Coulter
and Wesely, 1980; Hill et al., 1992] and to compare the
various analysis methods [Hill, 1988].

Scintillometers are the cheapest of the instruments
described here and are also the simplest to operate.
They are relatively rugged and capable of running
unattended. Their use is complicated by the fact that
several assumptions are implicit in processing the data
and that the fluxes estimated are areal averages.

6. CONCLUSIONS

An accurate description of evaporation into the
atmosphere, at the scales of interest, is necessary if we
are to improve our understanding of regional and
global hydrology. The success or failure of any effort
to measure or predict the various components of the
land surface hydrologic balance is naturally linked to
the accuracy to which the quantification of evapora-
tion over catchment or water basin scale areas is
possible. Given the heterogeneity found at the land
surface and the variable surface fluxes within the re-
gion of interest, the turbulent atmosphere plays a use-
ful role in terms of mixing and blending the water
vapor emitted from the spatially variable surface con-
ditions. A better understanding of turbulent transfer in
the atmospheric boundary layer at the appropriate
scales will lead to improved parameterization of evap-
oration and could ultimately provide the basis for more
refined techniques for the solution of practical hydro-
logic problems.

To understand transport at the scales of interest in
hydrology, it is important to measure evaporative pro-
cesses directly at those scales. Based on a number of
recent large-scale field experiments, similarity formu-
lations that were developed for local field sites have
been successfully applied to ABL profile measure-
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ments of wind speed, temperature, and humidity to
obtain regional scale surface fluxes. Many of the field
measurement tools of the past have been based upon
point sensors or radiosondes to probe the ABL. Tech-
niques for remotely sensing atmospheric properties,
especially the application of lidar, provide a new op-
portunity to capture and understand the three-dimen-
sional mixing processes in the boundary layer. Re-
mote-sensing tools are opening new windows for
describing the transport of scalars from the surface,
the structure of the flux-carrying eddies, the entrain-
ment at the top of the boundary layer, and the effects
of complex terrain on the structure and mixing of the
ABL. Computational approaches, in particular LES,
also provide opportunities to visualize transport mech-
anisms in the ABL and provide insight into physical
mechanisms. LES will become an even more produc-
tive tool as our simulations become better tailored to
the ABL characteristics and as computational capabil-
ities continue to advance. This combination of field
measurements, ABL similarity modeling, and numer-
ical simulations is providing a timely advancement of
our understanding of land surface fluxes and the ABL.
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