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Abstract—A scanning water Raman-lidar has been designed and constructed to study surface-atmosphere processes with high spatial and temporal resolution. Analytical methods are also being developed to analyze the information this lidar can take. The lidar is able to measure the absolute water content and then calculate evaporative fluxes and other atmospheric parameters quickly over relatively large areas. This capability provides new opportunities for the study of microscale atmospheric processes. Examples of data and analyses are presented. An analysis is presented which determines the spatial and temporal resolution which is required of a remote sensor in the boundary layer.

I. INTRODUCTION

There is a growing body of observational and theoretical evidence which suggest that energy budget and hydrological variables are associated with variations in the Earth’s surface [1]–[3]. This link between surface variability and local scale processes must be made if we are to improve our understanding of the feedback mechanisms involved in surface-atmospheric dynamics. Similarly the interaction of the surface and the lower atmosphere is intimately involved with the development of the local climate and must be included in regional scale models. However, to understand these interactions, the surface-atmosphere interface must be studied as a large-scale spatial system.

Traditional approaches used to measure surface-atmosphere processes include the Bowen ratio technique, which requires estimates of the vertical gradient of water vapor and temperature, and eddy correlation techniques, which measure the covariance of the moisture content or temperature, and vertical wind speed at a single location. There are several difficulties in making these types of measurements. The first is that these instruments cannot measure atmospheric parameters and fluxes accurately under all types of atmospheric conditions [4]. Another limitation common to all point instrument approaches is the assertion that measurements at a single location represent the properties of a larger region. This assertion is based upon assumptions of horizontal homogeneity and the validity of Taylor’s Hypothesis. These assumptions may not be true even in ideal situations [5]. As will be shown, there is evidence which indicates that a point measurement is representative of an area less than 10 m in radius (varying with local conditions).
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which may or may not be related to the local average. Conventional techniques require long averaging times and thus cannot address temporal variability. Lastly, conventional point sensors are inappropriate for use in complex terrain or varied vegetation where the assumptions of stationarity and horizontal homogeneity cannot be made. Unfortunately, these conditions are precisely those which are likely to have the greatest impact on local climate.

To address issues of temporal and spatial variability, Los Alamos National Laboratory has developed a water-vapor remote sensing capability to study evapotranspiration (ET). Specifically, a scanning, water Raman-lidar (light detection and ranging) has been designed and built. A lidar of this type is an ideal tool to study spatial atmospheric properties. It is a noninvasive technique which can measure the water vapor concentration rapidly over relatively large areas with high spatial resolution. The ability to map the water vapor concentration enables the measurement and visualization of turbulent structures and microscale processes in the inner region of the boundary layer. Data from the Raman lidar has been used by the Los Alamos staff and their collaborators to examine spatial and temporal variations of water vapor concentrations and fluxes, the spatial and temporal power spectra of turbulent structures, to determine turbulence cell size distributions, the Monin-Obukhov stability length, and the atmospheric stability correction functions. Current work also includes a statistical examination of lidar data to determine the applicability of many common assumptions such as stationarity, homogeneity, ergodicity, and Taylor’s Hypothesis.

This paper will summarize the methodology for the analysis of lidar data to determine meteorological parameters. The techniques shown here are not exhaustive but will show the depth and breadth of the information which can be obtained from the lidar scans. An analysis will be shown which determines the spatial and temporal resolution required of a remote sensor if it is to study turbulence in the boundary layer of the atmosphere.

II. LIDAR DESCRIPTION

The scanning, solar-blind water Raman-lidar used in this experiment was built at Los Alamos and is based upon the techniques pioneered by Melfi et al. [6] and Cooney [7]. Details of this instrument are described by Eichinger et al. [8]. The system has evolved considerably since the original experiments in 1990. The current lidar system parameters are outlined in Table I. This mobile, truck-mounted lidar system is totally self-contained, including its own analysis and control computers and electric power generator. A distinctive aspect
In all of the lidar experiments an array of micrometeorological instruments are used as a reference set. Included in these instruments are Campbell Scientific Inc. dew-point hygrometer Bowen Ratio Energy Balance (BREB) systems and eddy-correlation (EC) systems. Soil heat flux plates, net radiometers, a three-dimensional sonic anemometer, a sensitive weighing lysimeter, an array of neutron probe access tubes, and a time-domain reflectometer have also been included in the instrument array.

The calibration of a fast scanning lidar is a unique problem. Conventional water vapor sensors fall into two general categories. The first category is capable of measuring the absolute water concentration and includes devices such as capacitance hygrometers and psychrometers. Because the time constant for these devices ranges from 20-s to 180-s (depending on the type of device and the degree to which the housing restricts the airflow), the time resolution of the lidar must be greatly degraded in order to compare values within the same time domain. Fig. 1(a) is a comparison of lidar water concentrations and those from this category of instruments where the lidar time resolution has been degraded to match the instrument. The second category of instruments includes devices capable of fast time response, but are incapable of absolute water concentration measurements. Krypton hygrometers are a common example of this category. Because of the difficulty in obtaining an absolute concentration with these devices, we have avoided direct comparison with this type of device. While comparisons to psychrometers provide valuable calibration data for the lidar, they are incapable of determining the ability of the lidar to accurately track transient water concentrations. Fig. 1(b) is a comparison of lidar water concentrations and capacitance hygrometer concentrations in which the lidar time resolution has not been degraded. The agreement between the two instruments is clearly not as good. This is due to the greater than 20-s time constant of the capacitance hygrometer and its resultant inability to track water vapor fluctuations on the order of a second or less. Furthermore, all conventional sensors measure at a finite point, or at best have a footprint oriented into the mean wind. Whereas the lidar measures not only in time but in space as well. Thus comparisons with point sensors are limited by the incompatible spatial dimension as well. An additional related problem in calibration is that many conventional instruments cannot resolve low water vapor concentrations (less than 20% humidity) and may differ by factors of five in this moisture regime [9].

The lidar system can be programmed to execute a number of different types of scanning strategies varying from single or multiple laser shots along a single line of sight to three dimensional scans. The most commonly used scans are two-dimensional horizontal or vertical “slices” of the water vapor concentration over an area, and what we call time domain (TD) scans because they were taken to directly compare temporal and spatial data. Two-dimensional scans are made by taking multiple lasers shots along several lines of flight at constant azimuth or elevation. The speed at which this can be completed depends on the number of lines of sight and the number of shots taken at each angle. It is possible to complete a horizontal scan over a 45° field of view with 0.5° increments in 51 s.
Fig. 1. Comparison of lidar water vapor concentrations with those from conventional psychrometers and capacitance hygrometers. Fig. 1(a) contains data in which the lidar time resolution was degraded to match that of the comparison instrument. Fig. 1(b) contains data in which the lidar time resolution was not degraded. The apparent variations in Fig. 1(b) are due to the long (> 20-s) time constant of the capacitance hygrometer and its inability to track water vapor fluctuations on the order of a second or less.

Fig. 2. An example of a vertical water vapor concentration profile taken by the lidar. Note the dry areas at 50-m and 150-m and the relatively wet areas from 75-m to 125-m. These are examples of plume-like structures which show why fluxes and concentrations are so variable.

Fig. 3. An example of a Time-Dimensional (TD) scan taken over a uniform alfalfa field at Maricopa. This plot shows the variations in water vapor concentrations along one line of sight as a function of time. Water vapor concentrations are not uniform in space or time by factors of nearly two.

However, two- and three-dimensional scans should be done fast enough to capture atmospheric processes in motion. If the scan takes too long to accomplish, the atmosphere could change significantly during that time. This desire must be balanced by the reality that a larger number of laser pulses summed together increases the effective range. Thus there will always be some distortion caused by air motion during the scan. This effect has been studied in some detail and has resulted in a rule of thumb that the scan speed should not be less than 0.3° per second. This rate will give acceptable results at wind speeds of 4 to 5 m per second during the midday when flux rates are highest. At night or during calm wind conditions, this requirement can be relaxed.

III. EXPERIMENTAL TESTS

Three major experimental tests of the system have been performed. The first was a local test in Bayo Canyon, Los Alamos County, NM, which was to test the ability of the lidar to duplicate the measurements of standard point instruments. The
The third experiment took place at the Campbell Tract of the University of California, Davis Campus in August, 1991. Again, the experiment included a relatively dense array of point instruments. The Davis site consisted of an irrigated bare field in a larger dry, bare field surrounded by irrigated fields of beans, grass and corn. The experiment incorporated several improvements to the scanning capabilities of the lidar and the scanning strategies including a 250-Hz laser. While the energy of an individual laser pulse was decreased, the ability to take more pulses at a faster rate made up for the difference. This experiment is intended to show the ability of the instrument to perform comprehensive atmospheric measurements and analysis. The variations in canopy and roughness length at the Davis site allows a unique opportunity to study the concept of fetch and to measure the growth of the boundary layer. The data analysis for this experiment is continuing.

IV. DATA ANALYSIS TECHNIQUES

Two methods for flux computation will be described. The first uses the fact that the water vapor concentration in the vertical direction follows a logarithmic profile when corrected for atmospheric stability. The slope of this profile is directly proportional to the water vapor flux [10], [11]. The second method involves using inertial dissipation techniques in which lidar-derived spatial and temporal power spectra are used to determine the flux [10]. It is worth noting that the techniques shown here can be applied to measure the fluxes of any atmospheric scalar and do not require high-speed scanning techniques. For example, a temperature measuring lidar could apply this model to measure the sensible heat flux. Similarly, a lidar capable of measuring the carbon dioxide concentrations could use the same model to determine the flux of carbon dioxide from a plant canopy.

Monin–Obukhov similarity theory can be used to compute surface fluxes from profiles of water vapor concentration, temperature, and windspeed within the inner region of the boundary layer. The inner region is defined by a fully developed turbulent atmosphere that has a stationary and horizontally uniform boundary layer. The profile equation for the stability corrected mean water vapor concentration is

$$\overline{q} = \frac{E}{\langle q \rangle} \left[ \frac{1}{\rho u^*} \left( \frac{z}{z_0} - \Psi_w(z) \right) \right]$$

where

- $a_v$ is the ratio of Von Karman’s water vapor constant to Von Karman’s constant $\approx 1.0$,
- $k$ is Von Karman’s constant [0.40],
- $d_0$ is the displacement height [m],
- $E$ is the water vapor flux [kg/m²s],
- $L$ is the Monin–Obukhov length [m],
- $\overline{q}$ is the mean water mixing ratio at the surface [kg/kg],
- $\overline{q}(z)$ is the mean water mixing ratio at height $z$ [kg/kg],
- $u^*$ is the friction velocity [m/s], (vertical momentum per unit mass)
- $z$ is the measurement height [m],
- $z_0$ is the roughness length for momentum [m].

second experiment took place in Maricopa, AZ was the first full system test including scanning. The system was again improved for a third experiment at the University of California, Davis.

In the Bayo Canyon experiment, capacitance hygrometers were placed at distances of 98 and 153-m from the lidar. Every 15 min the lidar took a 100-s average along a line of sight past the two hygrometers. Data from both the lidar and the hygrometers were averaged over 100-s to approximate the response time of the hygrometers. The results are shown in Fig. 4. The root-mean-square (rms) difference between the water vapor mixing ratio as determined by the hygrometers and the lidar is 0.12 g-water/kg-air, corresponding to approximately a 5% difference. In all cases, the lidar measured value lies within the range of values measured by the hygrometer during the sampling period. Further comparisons between the lidar and conventional instrumentation also show good correlation. During the Maricopa experiment, the lidar measured mixing ratio was compared and calibrated with an Assman psychrometer at various ranges out to 450-m. The rms difference in measurements in that case was 0.3 g water/kg air, corresponding to a 3% difference.

The first experiment designed to test the scanning capabilities of the lidar and begin evaluating concepts for flux determination took place at Maricopa, AZ in June of 1990, as part of the fifth Maricopa Agricultural Center field campaign (MAC-V). A unique aspect of this experiment was the relatively dense array of point instruments in the field at the same time. The vegetation at the site consisted of uniform alfalfa, in a laser-leveled irrigation basin which had been flooded 5 days prior to the experiment. At the time of the experiment, the alfalfa was 80-cm tall and the field extended at least 1 km in the predominant upwind direction.
\[
\begin{align*}
\zeta_b & \text{ the roughness length for water vapor [m],} \\
\rho & \text{ density of the air [kg/m}^3]\text{],} \\
\Psi_{sv}(\zeta) & \text{ the diabatic correction for water vapor} \\
& \text{for unstable, } \zeta < 0, \text{ conditions,} \\
& = 2 \ln\left\{\frac{(1 + x^2)}{2}\right\}, \\
& \text{for stable, } \zeta > 0, \text{ conditions,} \\
& = 5.2\zeta, \\
x & (1 - 16\zeta^2)^{2/5}, \\
\zeta & \text{ the Monin–Obukhov dimensionless variable} \\
& = (z - d_0)/L.
\end{align*}
\]

Rearranging (1) into linear form and assuming that the logarithmic profile for water vapor holds for "instantaneous" measurements

\[
q(z) = -M z' + b
\]

where

\[
\begin{align*}
M & \text{ is the slope of the fitted function } M = E/a_k u^* \rho, \\
q(z) & \text{ is the mixing ratio at height } z \text{ [kg/kg]}, \\
z' & \text{ is the reduced height parameter } z' = \ln(z - d_0) - \\
& \Psi_{sv}(\zeta), \\
b & \text{ is a regression constant } b = M \ln(z_0) + \overline{q_0}.
\end{align*}
\]

If the vertical profile of the atmosphere at a given point in space is measured, and a least squares line is fitted using (4), then the flux is defined as

\[
E = M a_k u^* \rho.
\]

Lidar measured vertical profiles of water vapor concentration, taken by scanning in the vertical direction require \(u^*, L\), and air density measurements from standard meteorological instruments to estimate the water vapor flux. A lidar vertical scan has the property of making a series of measurements at many heights over distances of several hundred meters. The concentrations at all heights in a given range interval are assumed to be at a single range and are used to fit (4). When spatial averaging such as this is performed, the lidar derived values converge quite well to the logarithmic model. When distances as short as 5 to 10 m are spatially averaged, they show convergence to the model. This is fortuitous in that it enables flux measurements at many locations along the line of sight. Multiple vertical scans along several azimuths allows for flux mapping over an area. A unique aspect of the lidar method is that in fitting a relatively large number of data points, one can calculate the degree to which the data fits the model, and thus estimate the uncertainty. This is in contrast to methods such as Bowen Ratio which fits a similar model with only two points.

By fitting the lidar data to the model using (2)–(4) with least-squares curve fit, both the Monin–Obukhov stability length, \(L\), and the gradient of the profile can be found. Due to the complexity of the calculation, an iterative method must be used. This technique provides a valuable measure of atmospheric stability.

Through an analysis of the spatial power spectra with dissipation techniques, the water vapor flux can be determined. Champagne et al. [12] were the first to use this property to derive fluxes from temporal spectra from point instruments which was converted to spatial spectra by virtue of the wind speed. With a lidar, fluxes can be derived from either the spatial or temporal spectra directly.

In a turbulent flow, large eddy structures break down into increasingly smaller eddies. At some point, the eddies become small enough for viscous effects to become important, and at that point the turbulent energy is dissipated as heat. The scale over which atmospheric structures break down from larger to smaller sizes without loss of energy is known as the inertial subrange. This range generally spans several orders of magnitude and extends down to the Kolmogorov scale—approximately 1 mm. Based on dimensional analysis, Kolmogorov [13] argued that the power spectrum of the wind speed in the inertial subrange region is a function of wavenumber, \(\kappa\), and should be proportional to \(\kappa^{-5/3}\). Corcos [14] derived the form for spatial temperature power spectra which is applicable to water vapor concentration by similarity. The spatial power spectral equation for water vapor has the following form:

\[
F_q(\kappa) = \beta_q \kappa^{1/3} \epsilon_q \kappa^{-5/3}
\]

The power spectrum is normalized by:

\[
\int F_q(\kappa) d\kappa = q^{\ast 2}
\]

where \(q^{\ast 2}\) = the average variance of the water vapor concentration,

\[
\beta_q = \text{ the Kolmogorov constant [0.80], (believed to be constant for all scalars),}
\]

\[
\epsilon = \text{ the turbulent energy dissipation rate [m}^2/\text{s}^3\text{],}
\]

\[
\epsilon_q = \text{ the dissipation rate due to molecular diffusion } 1/2 \\
\partial q^{\ast 2}/\partial t, [1/\text{s}],
\]

\[
\kappa = \text{ the wavenumber [1/m].}
\]

Two additional relationships are also required to solve for the flux:

\[
\epsilon_q = \frac{E^2 \Psi_{sv}(\zeta)}{\rho^2 u^* k(z - d_0)}
\]

\[
R_m = \frac{k(z - d_0)\epsilon}{u^*}
\]

where \(\Psi_{sv}(\zeta) = \text{ the water vapor diabatic stability gradient,}

\[
\text{for unstable, } \zeta < 0, \text{ conditions, } (1 - 16\zeta^2)^{-0.5},
\]

\[
\text{for stable, } \zeta > 0, \text{ conditions, } 1.0 - 5.2\zeta,
\]

\(R_m = \text{ a dimensionless scaling function.}\)

A number of parameterizations exist for the scaling function \(R_m\). We have found the one developed by Busch and Panofsky [15], and Garratt [16] to give the best results. This parameterization is based upon theoretical arguments that the rate of energy dissipation of turbulent kinetic energy, \(\epsilon\), must equal the rate of energy production by shear stress and buoyancy.
The following expression is used:

\[ R_m = \Phi_m(\zeta) - \zeta \]

where

\( \Phi_m = \) the diabatic stability gradient for momentum,
\( = (1 - 16\zeta)^{-0.25} \) for unstable conditions,
\( = 1 + 5.2\zeta \) for stable conditions.

Defining a constant \( C \) such that:

\[ C = F_q(\kappa)/\kappa^{-5/3} \tag{10} \]

then:

\[ E = \rho \left[ \frac{(k(z - d_0))^{2/3} R_m^{1/3}}{\Phi_{ev} \beta q} \right] u^* C^{0.5}. \tag{11} \]

Fluxes can also be derived from temporal data as well as spatial data. By employing Taylor's hypothesis that equates time and space \( (\kappa \approx f/u) \), time series information can be converted into the spatial domain by virtue of the wind velocity. This technique is often used to transform time series data obtained from standard point instruments into power spectra. The computation of temporal power spectra from time series data is achieved by the following transform:

\[ \kappa F_q(\kappa) = f F_q(f/u). \tag{12} \]

Once a spatial spectrum is derived from the temporal data, then the same analysis is performed as in the regular spatial spectra using (10) and (11) to obtain fluxes. If Taylor's Hypothesis is correct, then the flux as determined from the temporal spectra should be quite similar to that derived from the spatial spectra.

A comparison of lidar-derived water vapor fluxes from vertical profiles near four of the standard meteorological instruments to the fluxes derived from those instruments throughout a day at Maricopa is seen in Fig. 5. The correlation coefficient, \( r^2 \), between the measurements is 0.78. It should be noted that the standard comparisons are 30-min averages while the lidar-derived fluxes were acquired in less than 30 s. Fig. 6 is a comparison of lidar-derived fluxes from dissipation methods across the field. The correlation coefficient, \( r^2 \), between the measurements is 0.98. The higher degree of correlation is due to the longer time averaging done on the TD scans. The time scales of the two measurements are much more closely matched in the TD scans as opposed to the vertical scans. The large degree of variability of "instantaneous" fluxes as opposed to the field average from either point instruments or lidar is especially notable. Fig. 7 is an example of this variability across the field. This variability is consistent with a growing body of evidence that "ninety percent of the flux occurs ten percent of the time" [17]. The spatial data from the lidar indicates that much of the flux is localized in space as well as time. Examination of Fig. 6 between 1500 and 1530 h shows 15 measurements made during a period when the latent energy (water vapor) fluxes varied by as much as 200 W/m².

The conclusion that flux is not uniform either temporally or spatially. Because of these differences in temporal and spatial scales, direct comparisons of lidar fluxes and point instrument fluxes are difficult. Additional information on flux techniques can be found in [18].

The similarity between spatial power spectra derived from spatial and temporal data as well as spectra from a number of discrete directions is remarkable. Fig. 8 is a comparison of the spatial power spectra from spatial and temporal data from a single TD scan and a spatial power spectrum from a...
horizontal scan at approximately the same time. Tennekes and Lumley [19] argue that a one-dimensional spectrum taken in an arbitrary direction cannot distinguish from a disturbance aligned with the mean wind and one oblique to it. Thus the power spectrum derived from temporal data should be different from the power spectrum derived from spatial data for arbitrary directions. The strong similarity between spectra taken in various directions was not expected. These results imply that relationships between power spectra from temporal and spatial data and thus the spatial properties of turbulence are not necessarily associated with the mean wind vector. This observation indicates that the turbulence is isotropic in the range of wavenumbers examined.

Spatial variability is found only in fluxes but in the water vapor concentrations as well as seen in Fig. 9, an example of a horizontal scan over a uniform alfalfa field. The amount of the variability within a 100-m by 100-m field is striking considering that the field had been recently irrigated and laser leveled to ensure uniform water coverage. The point instrument array measuring fluxes also shows the same general trends. The west side of the field in Fig. 9 is drier than the southeast side, where the maximum concentrations occur. The high flux “island” structure on the north side is duplicated in both the water concentrations and flux measurements. While the details of scans throughout the day are different, the gross trends are similar. The dry parts of the field are consistently drier and the wet parts consistently wetter than the average. The traditional hypothesis of a homogeneous evaporating surface is clearly incorrect, as both the fluxes and water concentrations show little uniformity. These results challenge some of the underlying assumptions of boundary layer meteorology.

The size and distribution of the turbulent structures was evaluated using variogram analysis. Variograms related centroid to centroid (measurement point to measurement point) distance, termed lag, to the variance of the data. The variogram is a plot of the distance or lag, between measurement (x axis) and the variance of the data at a given lay (y axis) [20]. Thus it is a measure of the average variance of measurements separated by a given distance. Computationally, a variogram is the average variance minus the covariance at that lag.

A series of variograms derived from the lidar data shown in Fig. 10. The shape of the variograms give information about the distribution and sizes of the turbulent structures. A fitted Gaussian model for the structure size, the smooth lines, describe the shape reasonably well. The region of constant variability starts between 10 and 20 m range, with 50% of the variability occurring at lags of approximately 5 m. This is in agreement with characteristic lengths calculated from the integral of the autocorrelation function [10] of spatial lidar data which show lengths ranging from 3 to 7 m. These distances can be used to describe the regions of relative homogeneity and thus define the characteristic scale of turbulence. The size of the characteristic scale of turbulence (homogeneity), also suggests that the spatial sampling size must be on the same order if the fluxes and scalars of an alfalfa field are to be properly characterized. This clearly is not a reasonable option if the sampling is to be done with conventional point sensors. Not only is the cost prohibitive, but such a large number of instruments would change the characteristics of the field to be measured. This 10-m size also sets the spatial resolution required of lidar systems to do this type of analysis. In practice, oversampling by a factor of two to four is desirable to adequately characterize a signal. Thus, a 2.5-m range resolution is the maximum desirable for stable conditions with low wind speeds. In the Davis experiment, with much smaller roughness lengths, unstable atmospheric conditions and higher wind speeds the characteristic sizes were smaller by a factor of three to four. Under those conditions, the sampling size must be proportionately smaller.

The height of the plateau which represents the average variance, is a measure of the natural variations over the entire field where the larger-scale mass and energy transfer processes
begin to dominate. These include the affects of local wind patterns and advection. In examining the height of the plateau as a function of time, one finds that variations at night are small, increasing as the sun rises to a maximum near solar noon and then decreasing as the sun sets (Fig. 10). Since solar heating provides the energy which drives the turbulent transport of latent energy flux and water vapor concentration, this behavior should be expected. What was not expected is that the region of relative homogeneity (as defined by the lag at which 50% of the variability occurs) is nearly constant throughout the day. The observed variation ranges from about 4 to 7 m. It can be shown that the variances and thus the heights of the plateaus, are related through similarity theory to the water vapor flux [21].

Because of its ability to examine large areas relatively rapidly, the lidar offers an opportunity to study the concepts of stationarity and homogeneity. Stationarity refers to the assumption that the average value of the measurement (in this case, water vapor) is constant throughout the measurement. Similarly, homogeneity refers to the assumption that the average value of water vapor concentration is constant in space. These concepts assume the mathematical form

$$\frac{d\bar{q}}{dt} = 0 \quad \text{and} \quad \frac{d\bar{q}}{dx} = 0. \quad (13)$$

Terms containing these derivatives are routinely ignored when using the equations of motion. The degree to which these terms are negligible is the object of an ongoing study. Fig. 11(a) is an example of the average water concentration over a 150-m line of sight as a function of time under unstable atmospheric conditions with a moderate wind speed. While the variations in the concentration with time can be shown to be statistically significant, at this particular time the assumption of stationarity appears to be reasonable. In contrast, Fig. 11(b) is an example of a time when the assumption clearly does not hold. Examination of the concept of homogeneity reveals similar results.

Taylor's “frozen turbulence” hypothesis is an often-used concept which allows measurements taken by conventional point instruments to be construed as spatial measurements. In this hypothesis, atmospheric structures are considered “frozen” and transported laterally by the wind. A measurement at a single point with time sees the spatial structures as they pass by. The mean wind speed is used to convert the data as is done in (12). One can formulate Taylor’s Hypothesis as

$$\frac{d\bar{q}}{dx} = \bar{u} \frac{d\bar{q}}{dt}.$$ 

The integral of the autocorrelation function is a characteristic time which can be interpreted as the average length of time it takes for a structure to pass by the detector, or in the case of the lidar, one range increment. This time can be used to estimate the sampling time required of a remote sensor to adequately capture a single structure. As one can see from Fig. 12, the characteristic time at Maricopa, under stable atmospheric conditions and low wind speeds, is about 4.9 s. To adequately sample the waveform, a sampling time of approximately 1 s per record is adequate. However, for unstable conditions, with moderate wind velocities and small structure sizes such as were present at the Davis experiment, the sampling time of 0.12 s was not adequate. The integral of the envelope of the correlation peaks in Fig. 12 is another characteristic time which is interpreted as the lifetime of a structure in the atmosphere. This is the maximum length of time over which Taylor’s Hypothesis has meaning. For the case shown in Fig. 12, this time is approximately 7.6 s.

There are a series of stability correction functions used in calculations with Monin–Obukhov similarity theory (2) and (3) for example). Measurements of these functions are difficult.
to make because they require many vertical measurements inside the boundary layer. While a large number of parameterizations have been formulated, the community customarily uses the Businger–Dyer stability parameterization for $\phi_m$ and $\phi_{uv}$ [22]. Recently, Kader and Yaglom [23] have challenged this parameterization for the unstable case. Their formulation varies considerably, by factors of two or more for $-\zeta > 2$, from the Businger–Dyer formulation. In a single vertical scan the lidar acquires a large number of vertical measurements which can be used to determine the vertical gradient and thus the stability correction functions from the following equation:

$$\phi_{uv}(\zeta) = -\frac{ku^*(z - d_0)\rho}{E} \frac{d\bar{y}}{dz}.$$ 

Lidar measurements of the water vapor stability function were made and the results averaged over a wide range of values of $\zeta$. Because of the very large number of measurements (greater than 41,000), an uncertainty can be calculated at each value of $\zeta$ as shown in Fig. 13. The values conform much more closely to the Businger–Dyer formulation than that of Kader and Yaglom for the range of values measured. Work continues to extend the data set to larger values of $\zeta$ and for stable atmospheric conditions.

The two-dimensional lidar measurements of water vapor concentration were made over bare soil at a spatial resolution of 1.5 m, and at sampling rates approaching 10 Hz. With this temporal and spatial resolution it should be possible to evaluate the implications of the frozen turbulence hypothesis. The two-dimensional data was processed directly into both temporal and spatial spectra for comparison and analysis. If the frozen turbulence hypothesis is correct then these spectra should match each other closely in shape and magnitude. At many times during the day, the temporal and spatial spectra do in fact resemble each other closely (Fig. 8). While this test is sufficient to evaluate the applicability of the temporal to spatial conversion, it is not a sufficient condition to prove the hypothesis.

V. CONCLUSION

The ability of the lidar to take measurements at points separated by as little as 1.5 m along a line-of-sight simultaneously, and rapidly scan an area offers the opportunity to study the spatial and temporal variability of water vapor concentrations with resolution never before available. It offers a nonintrusive method for characterizing conditions over various types of terrain and over relatively large areas. The integration of point and lidar measurements of land surface phenomena offer experimentalists and modelers new insights into the quantification of the spatial properties of energy balance components at the surface–atmosphere interface.

Lidars can be used to determine many of the fundamental atmospheric parameters used in micrometeorological research. The ability to measure these parameters over large areas nearly simultaneously with high spatial and temporal resolution offers a unique ability to examine many of the classical assumptions of meteorology as well as providing valuable input to traditional studies. It is this combination of lidar spatial data with the judicial application of appropriate analytical methods which will make the instrument a truly valuable resource.
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