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Abstract
Recovering the light sources from images in which the objects can move is difficult both because the specularities travel along the surfaces and because diffuse reflections do not remain constant.

In this paper, we show that this can nevertheless be done without making the very restrictive assumptions that are usually made provided that 3D models of some scene objects are available or can be computed. Our approach involves following local gray-level maxima and deciding whether or not they represent specularities. The true specularities are then used to count how many light sources are in the scene, compute their precise location and estimate the material properties.

The resulting algorithm can operate in presence of arbitrary textures and multiple light sources of possibly different unknown colors.

1. Introduction
The recovery of lighting parameters such as the number of light sources, their directions and intensities, or the reflectance parameters of illuminated materials from image sequences has been a very challenging and active research area for many years. However, this remains an open problem in the presence of specularities because they are difficult to detect reliably in the general case. In this paper, we focus on the difficult case where we have several images of moving objects, which means that the specularities travel along the surface and that diffuse reflections cannot be expected to remain constant. The approach we propose relies on explicitly detecting the specular areas in the images and using them to compute the number and location of the light sources. Unlike earlier approaches, we do not need to make strong assumptions about either the lighting conditions or the nature of the scene materials.

Using polarizing filters [13, 4] has been shown to be very effective, but is only practical if one has full control over the image acquisition process. Similarly, excellent results have been demonstrated [23, 17, 10, 2, 6] in cases where calibration objects, such as reflective spheres, can be introduced in the environment before the actual images are acquired. However, the situation is much more complicated when controlling the environment or the image acquisition process is not an option and algorithms have to recover the illumination parameters directly from the appearance of objects naturally present in the scene.

Until recently, a majority of approaches to this problem relied on the assumption that the reflectance propriety of the scene was Lambertian [12, 21] and that the albedos were uniform. This is of course extremely restrictive, especially in the presence of specularities, and newer approaches have relaxed these assumptions. For example, in [11], specularities are handled by simple thresholding but this only works if they correspond to the brightest image pixels, which is not always true. In [14], the scene is static but the camera moves so that intensity variations between images can be attributed to specularities, which ceases to be true as soon as scene objects can move. Color has also been extensively used and a whole class of methods relies on the dichromatic model [9] to separate specular and diffuse reflection components. Here the limitations come from the fact that the materials must be dielectric and of different chromaticity than the single colored light sources. Furthermore, to the best of our knowledge, the approach presented in [19] is the only one of this type that can handle texture.

In short, most state-of-the-art approaches that do not rely on engineering the environment make strong assumptions either on the lighting conditions or on the material characteristics of illuminated surfaces. Here we propose an approach that goes much further in relaxing the assumptions by emulating the ability of the human eye to follow local
Figure 1: Recovering number of sources and their directions in a scene lighted by three different light sources of unknown and different colors. To see this, we suggest that the reader view these images in color. (a,b) Two of nine input images. (c) Shaded view of the 3D model using the recovered light sources. Note that the specularities appear at the correct places. (d) The recovered albedo map is free of specular artifacts.

intensity maxima, when looking at a moving object, and deciding whether or not they truly represent specularities. We then use them to decide how many light sources there are and where they are. We work with image sequences and assume that we are given more or less precise 3D models of some scene objects. The local maxima of intensity are detected using a mean shift approach that allows us to keep only the ones with sufficient support, which is much more effective than simple thresholding and works even in the presence of texture. We then use a voting scheme that lets the detected areas cast their vote for likely light-source orientations. Enforcing consistency on these votes then lets us classify them as either texture or specular maxima and to decide on the number and orientation of the light sources, that can then be refined using an optimization algorithm. Figs.1,2 illustrate the ability of our approach to identify specularities whose intensity may be relatively weak and to use them to recover multiple light sources, lighting parameters and albedo map.

Our algorithm can operate in presence of arbitrary textures and multiple light sources of possibly different unknown colors. The input images can be either color or grayscale and we can handle materials of the same chromaticity as the illuminant.

The limitations of our method comes from the fact that we require 3D models of the objects we use. However, as will be shown below, models do not have to be particularly accurate. They can therefore easily be constructed from the image sequences themselves either manually using commercially available software [7] or automatically using one of the many structure-from-motion techniques that have been developed. Here, the fact that our approach can handle texture is essential since many of these geometric reconstruction techniques rely on it.

2. Related Work

For many years, algorithms designed to handle multiple light sources have treated specularities as outliers. For example, in inverse lighting [12] it is assumed that the reflectance is Lambertian and constant. The illuminant is modeled as a linear combination of a basis of predefined lights. There is a linear relationship between the coefficients of the linear combination and the pixel values, which makes it possible to recover the former from a single image. [21] proposes a method to find multiple sources for a perfectly Lambertian non-textured object using critical boundary detection that represent lighting discontinuity between the objects areas where a different number of sources are visible. The methods discussed above use a 3D model as input. However, this is not an absolute requirement. As shown in [20], it is possible to recover the azimuthal angle of a single source from two images of random Lambertian surfaces of spatially varying albedo without a mesh.

More recently, models that explicitly represent specularities have been proposed. For example the signal processing framework introduced in [15, 16] describes the reflection operator as a convolution and formulates the recovery of a BRDF and lighting distribution as a deconvolution. Aside from giving a mathematical tool to analyze the well-posedness and conditioning of inverse rendering problems, the method is able to recover a complete BRDF, thus handling specular material, and the lighting environment. The limitation is that it only works for static scenes. It is thus unable to resolve the lighting-texture ambiguity, implying a restriction to objects of constant or known albedo.

In some approaches such as [11], the specularities are explicitly used in conjunction with the critical boundary method and shadow detection allows lighting reconstruction in presence of texture. However, the specularities are detected using a simple threshold. As a result the algorithm can be fooled by texture maxima, especially because the approach does not enforce multiple image consistency. [14] also uses detected specularities in the case of static scenes and moving cameras. The detection is based on the fact that the intensity variations between images are caused only by specularities, which ceases to be true as soon as scene objects can move.

An interesting class of algorithms relies on the dichromatic model that represents the lighting of an object as a
sum of a diffuse contribution of the same color as the diffuse material and a specular contribution of the same color as the sources. [9, 8, 18] separate images of homogenous dielectric objects into a perfectly diffuse and a purely specular image. This kind of separation is very useful as it lets us work independently on the diffuse and specular parameters. Knowledge of the specular contribution of the lighting is key to determining the lighting environment since specularities are strongly affected by the slightest lighting variation. But in general, dichromatic model based separation algorithms are unable to deal with texture because they rely on finding the separate clusters produced by each different albedos in a color space. Furthermore they are only suitable for dielectric materials. Although the method presented in [19] is an interesting exception, which overcomes the texture limitation by using local information and produces impressive results from a single image, it is only applicable when there is a single known illuminant color. Generally speaking, the material chromaticity must be different from the lighting chromaticity and all sources must be of the same color except in very specific cases where it is possible to segment the contributions of individual sources.

The many difficulties encountered in direct reconstruction of the lighting environment have encouraged researchers to find alternatives such as the one presented in [5] for recognition of surface reflectance properties using a statistical classification. Another approach [1] compensates for the lighting difference of multiple views of the same object without reconstructing the lighting distribution.

Nevertheless, many applications, such as Augmented Reality ones, require explicit recovery of light sources and material properties. We will therefore present here an approach that solves this problem with fewer restrictions than existing techniques.

3. Method

Our approach involves three steps. We start by detecting locally maximal intensity areas in grayscale images. Then we use consistency across images to classify them as texture or lighting maxima. The latter are used in a Hough style voting scheme to count the number of light sources and estimate their directions. As a final step, we refine the positions of the recovered sources and compute material properties using an optimization algorithm. The final result includes the number of light sources and the accurate recovery of the lighting parameters. We also obtain an unlighted texture map.

Because the detection process uses grayscale images, our method is robust to the fact that the light sources may be of different colors. To the best of our knowledge, none of the existing color based technique can guarantee this. It also gives us the ability to work with the widest possible range of existing images.

3.1. Mean shift Based Maxima Area Detection

When there is no texture, image intensity maxima can be diffuse, specular, or both. Usually specular maxima are brighter than diffuse ones. However, in the presence of texture, a diffuse area of large albedo may appear brighter than a specular area of smaller diffuse albedo. Fig. 2 illustrates this fact and shows that a simple threshold approach is not sufficient for specularity detection.

Detecting specularities in the general case therefore requires a more elaborate approach than simple detection of global intensity maxima; the detection algorithm must be able to detect locally maximal regions even in presence of texture.

A key idea is to think of a gray-level image as the discretization of a density function. It then becomes possible to use the mean shift technique [3], which is very effec-
Figure 3: Specularity detection workflow. (a) The input image is converted to grayscale. (b) Our mean shift based maxima area detector detects many modes shown in white. (c) The neighboring modes are merged and then grown toward neighboring pixels of lower intensity. (d) Only the region that are brighter than their neighbors are retained. (e) Enforcing consistency across images lets us discard non-specular regions. (f) The remaining specular regions vote in an accumulator yielding maxima that corresponds to the number and orientation of the light sources.

tive for finding local maxima of density, called stationary points or modes, and to attach each data point to the closest mode. A brief reminder of the theoretical background can be found in Appendix. In our case the dimension $d$ of the density function is two and since the intensity is treated as a counter of the number of data at location $x$, the mean shift vector that always points toward the increase of density is expressed as

$$m_{h,G}(x) = \frac{\sum_{i=1}^{n} x_i \cdot I(x_i) \cdot g\left(\left\|\frac{x-x_i}{h}\right\|^2\right)}{\sum_{i=1}^{n} I(x_i) \cdot g\left(\left\|\frac{x-x_i}{h}\right\|^2\right)} - x , \quad (1)$$

where $I(x)$ is the gray-level at $x$, and $g(x)$ is the profile of the kernel $G(x)$ of size $h$. In practice we can use either an Epanechnikov or Gaussian kernel without noticeable effect on the quality of the final result. However, the size of the kernel can strongly affect the quality of the detection. A small spread kernel allows a precise localization of maxima but prevents close distinct maxima from merging. In presence of texture this behavior is not suitable because the detection of too many local texture maxima will complicate the detection of the lighting maxima. By contrast a broader kernel does not localize maxima very accurately but accounts for the global shape of a lighting maximum even in the presence of texture and the result will be a maximum supported by a reasonable amount of neighboring pixels. Note that the kernel size can easily be tuned according to the material we are analyzing: for instance, in presence of relatively constant albedo and shiny material one can use a narrower kernel than in the case of a highly textured scene.

The algorithm begins by converting the color images to grayscale and apply a light gaussian smoothing to filter the noise. The mean shift vector is then evaluated for each pixel using a fixed size window. Each window is then moved according to the mean shift vector of Eq. 1. The operation is repeated until all windows reach a stationary point. Pixels where one or more windows converged are stationary points and the starting pixels are attached to their stationary points.

As shown in Fig.3 (b), the mean shift step usually finds a high number of maxima, even after the local maxima of a high frequency texture have been filtered out. We have therefore implemented a filtering algorithm that retains only the most significant and makes them grow as shown in Fig.3 (c) in order to detect maximal areas, we proceed as follows.

The algorithm iteratively takes the brightest stationary point and grows an area around it by including all the neighboring pixels for which the difference between the pixel’s intensity and the intensity of the stationary point remains under a fixed threshold. During this process, other stationary points can be absorbed and they are removed from the list of stationary points to be considered further. This results in a list of regions such as the one depicted by Fig.3 (c). The most significant ones are those that contain pixels of higher intensity than their neighbors and we retain only those, as shown in Fig.3 (d). These maximum intensity areas are the key to lighting reconstruction.

These areas are locally maxima and therefore allow for the detection of low intensity specularity such as the one in Fig. 2, which cannot be achieved by a simple global threshold. Another important point is also that these maximal ar-
eas are supported by a whole neighborhood. This kind of support is valuable for robustness to high frequency texture because it means that a global increase of intensity has been detected around the maximum area which is characteristic of lighting maxima.

As far as light detection is concerned, the fact that the materials may have isotropic or anisotropic specular properties does not interfere. The same remark applies to plastic and metallic objects. These distinction will only play a role for parameter recovery of the lighting model.

Note that, in theory, a diffuse maximum could also be detected by this method. However, this very rarely happens because specular maxima tend to be much brighter than diffuse ones. Furthermore, since cameras are not usually orthographic, even if a diffuse maximum is detected, it will be discarded by the voting scheme described below because it does not follow the same consistency rules as a specular one.

3.2. Multiple Light Source Direction Estimation

Now that individual images have been processed to find the maximal intensity areas, it becomes possible to classify these areas as either texture or lighting maxima. Here, we make the assumption that the sources are far enough from each other to produce separated specularities on the object. For now, only directional point sources are considered, but to some extent small area sources can also be detected.

Specularities are located at places where an object surface behaves like a mirror so that the viewer sees a reflection of the light source. In practice the specular angle is not exactly the same as the specular peak, but it is generally very close. The main idea is to identify the specular areas and make the lines of sight reflect on the mesh at their location to produce cones of vectors that will point toward the source location. In theory, if the object to analyze were a perfectly reflecting sphere, it would be possible to recover the complete lighting sphere, with the exception of the lighting direction opposite to the camera. But, in practice, the quality of the model, the precision of the registration and the resolution of the capturing device are limited. For these reason we limit ourselves to normals that are within seventy degrees of the viewing direction. This yields a maximum recovery of about eighty percents of the lighting sphere. The unrecovered portion which is actually behind the object is of little impact on the object’s appearance.

We exploit the fact that on a moving object the lighting maxima are travelling across the object surface according to the normals while texture maxima tend to be detected at the same surface location for many images. The 3D mesh and the camera registration are first used to establish correspondences between the maximal areas in the images and their locations on the mesh. This lets us compute surface normal and line of sight for each pixel of these areas. If a maximum region, instead of moving with respect to the mesh, stays at the same mesh location even though the object rotates, the algorithm labels it a texture maximum. It may happen that a real specularity coincides with a texture maximum and therefore be discarded by the algorithm but, if the source that creates it produce other specularities on other images, this will not prevent the source recovery.

Candidate directions of light sources are found by computing the mirror reflected lines of sight on the mesh surfaces where the brightest pixels lie. These directions are expressed in the same coordinate system and the algorithm discards areas that suggest a source direction supported by a too small number of images. For the remaining areas, the reflected vectors are transformed to their 2D spherical coordinates and used to increment a 2D orientation accumulator such as shown in Fig.3 (f). Then a simple mean shift step determine the number of sources and their directions.

3.3. Light Source Refinement and Parameter Estimation

Once the number of sources and their directions have been recovered, we refine these directions and compute the material’s properties by minimizing the difference between the actual image intensities and those predicted by the lighting model. It is well known that recovering the diffuse and specular parameters and the position of the sources at the same time is difficult, even if we don’t consider a full BRDF function but only a reflection model with few parameters such as Ward’s [22]. However, in our case, the initial light source estimates are dependable and we can use them to constrain the problem.

In practice, we minimize

\[
\sum_{ij} \left( I_{ij} - \left\{ \text{amb} + \sum_{l} p_l(N_{ij} \cdot L_i) [ad_j + spec_{ijl}] \right\} \right)^2
\]

where \(i\) is the image number, \(j\) is the index of a 3D point on the surface, \(I_{ij}\) is the gray level of point \(j\) in image \(i\), \(\text{amb}\) the ambient term, \(ad_j\) the diffuse albedo of point \(j\), and \(p_l\) the power of the source \(L_i\). \(spec_{ijl}\), the specular term, is taken to be

\[
spec_{ijl} = \frac{as}{e^2} \frac{1}{\sqrt{(N_{ij} \cdot V_{ij})(N_{ij} \cdot L_i)}} \exp\left(\frac{-\tan^2(H_{ijl} \cdot N_{ij})}{e^2}\right)
\]

where \(as\) is the specular albedo, \(e\) the specular exponent and \(H_{ijl}\) the halfway vector between the light vector \(L_i\) and the viewing direction \(V_{ij}\). To reduce the number of free parameters, we fix \textit{a priori} the values of the specular albedo and exponent. During the minimization, we prevent the source directions from moving more than a few degrees from their initial positions by introducing an additional penalty term.
In practice, we compute initial values for these parameters as follows. The initial albedo values are estimated by robustly averaging the gray level of the individual surface points in the various images. For dielectric materials, we estimate the colors of the sources by averaging the colors of the specularities, which produces an estimate of the initial sources power in each channel. For metallic materials, comparing the respective specular intensities also yields the relative difference of power between the sources and can be used to initialize the parameter $p_l$ of Eq. 2. To exploit the information provided by the specularities, we set the initial specular parameters to values that produce noticeable specularities.

To achieve robustness to image noise, we minimize the expression of Eq. 2 using a RANSAC type of approach. We draw random samples of surface points to perform the computation and retain only the one that yields parameters that best describe the whole data set. These parameters are then used to filter out the outliers and to perform a new minimization that takes all the inliers into account. The minimization itself is performed in stages. We first refine the diffuse albedos and the locations of the sources before also adjusting the specular albedo and the light source power parameters.

In the case of color images, we proceed as described above on a grayscale version of the images and use the results as an initialization for optimizing the energy function of Eq. 2 in each channel independently. Then we re-estimate the sources power in each channel, optimizing Eq. 2 only with respect to the $p_l$ parameters, then we start over the optimization of the lighting parameters with fixed $p_l$’s. This process is pursued until convergence is reached and we finally end up with an unlighted texture map and precise lighting parameters for each channel. Note that an indetermination about the absolute color of the albedo remains since we cannot recover the absolute color of the illuminant without a process similar to the white balancing of cameras.

4. Results

We have demonstrated the algorithm workflow using nine images of the teapot of Figs.1,2,3 that was lit by three source of different colors. As shown in Fig.1 (c), the algorithm correctly estimates the number and orientation of the light sources, which lets us synthesize images with the right shading and correct location of the specularities. To emphasize this point, in Fig.4 (a) we show a tenth image that was not used during the computation and demonstrate that we are able to produce the corresponding synthetic image, shown without texture in Fig.4(b). Note that the specularities both on the spout and on the side of the teapot fall exactly at the right places. This indicates a very precise recovery since specularities are notoriously sensitive to the exact source positions. Note also that the specularities in the original images fell on highly textured areas, which had no adverse effect on the results thanks to our ability to discard texture maxima and retain only specular ones.

Fig.5 (a,b) depicts a small industrially painted Easter egg lit by a single directional source. The egg includes both highly textured areas and a medium sized area of constant albedo. From a sequence of such frames, the specularity detection algorithm was able to find the specular highlight in each image and to discard texture maxima. The synthetic image (d) has been generated by texture mapping the 3D model with the recovered unlighted texture. Note that the specularity has been completely eliminated.

Fig.6 depicts results from pictures of a human face. In this case the original scene was lit by a single directional source and we used input meshes at two different resolutions to perform our computation and check its sensitivity to the quality of the model. One is a high resolution laser scan and the second is a much lower resolution generic face model that has been fitted to the images using a structure from motion technique. Note that the algorithm identifies the same areas as being specular even though the shape of the two 3D models differs. In particular the chin and the area of the cheek bones of the fitted model of Fig.6 (g) are very inaccurate, but the algorithm is robust enough to accommodate these errors.
Figure 5: Lighting parameters recovery in presence of texture. (a,b) Two out of nine input images. (c) Using the recovered lighting parameters and the perspective of (b) yield a shaded view in which the specularity is very similar to the true one. (d) The recovered albedo map is free of specular artifacts.

5. Conclusion

We have shown that, given a set of images and a rough 3D model of a moving object, we can recover the number and orientation of multiple light sources of potentially different colors even when the object is textured. As a result, we can produce unlighted texture maps by removing specular artifacts. This is achieved by following local gray-level maxima using a mean shift algorithm and deciding whether or not they represent specularities. The true specularities are then used to decide how many light sources there are and where they are.

In future work, to further increase robustness, we will explore ways to track the maximum intensity areas in video sequences to exploit spatio-temporal constraints. We will also incorporate shadows that we currently ignore into our estimation framework.

6. Appendix

We present here a brief reminder of the mean shift technique. A detailed study can be found in [3]. In order to find the maxima of a distribution, we start from the multivariate kernel density estimator that may be written as

\[
\hat{f}(x) = \frac{1}{nh} \sum_{i=1}^{n} K_{H} \left( \frac{x - x_i}{h} \right),
\]

where \( n \) is number of data points and \( K(x) \) a kernel with its \( d \times d \) bandwidth matrix \( H \). Without developing the details, we consider radially symmetric kernel that satisfies

\[
K(x) = c_{k,d} \cdot k(\|x\|^2),
\]

where \( k(x) \) is an univariate kernel, called the profile of \( K \), and \( c_{k,d} \) is the volume of a \( d \)-dimensional sphere volume. We can rewrite the estimator equation

\[
\hat{f}_h(x) = \frac{1}{nh^d} \sum_{i=1}^{n} K \left( \frac{x - x_i}{h} \right) = \frac{c_{k,d}}{nh^d} \sum_{i=1}^{n} k \left( \frac{\|x - x_i\|^2}{h^2} \right),
\]

where \( n \) is number of data points, \( d \) represent the data dimension and \( h \) is the single parameter for the bandwidth. After deriving this expression, and defining \( g(x) = -k'(x) \), it can be found that

\[
m_{h,G}(x) = \frac{1}{2} h^2 c \frac{\nabla f_{h,K}(x)}{f_{h,G}(x)} = \frac{\sum_{i=1}^{n} x_i \cdot g \left( \frac{\|x - x_i\|^2}{h^2} \right)}{\sum_{i=1}^{n} g \left( \frac{\|x - x_i\|^2}{h^2} \right)} - x,
\]

This equation signifies that \( m_{h,G}(x) \), the mean shift, is a vector in the direction of \( f_{h,K}(x) \)’s gradient and normalized by the density estimated in \( x \) with the kernel \( G(x) \). This desirable normalization implies that the mean shift will have a large norm in low density area and a small one in region of high density which is useful for a quick and precise localization of the maxima.

To find the mode of a distribution in the neighborhood of a starting sample point, a \( d \)-dimensional window is placed on the sample point and the mean shift vector is evaluated. The window is next moved according to this vector and the mean shift is reevaluated. This is repeated iteratively until convergence.
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Figure 6: Insensitivity to the quality of the model. (a,b) Two out of nine input images. (c) The arrows point towards the main specularities. (d) Shaded view, using the recovered parameters, of the high resolution 3D scan used in the recovery process. Note that the specularities appear at the right places. (e) Recovered albedo map. It is very uniform, except on the left side of the face because we do not explicitly take shadows into account. (f) The high-resolution scan. (g) A lower resolution model computed using a structure from motion technique. (h) Specular areas detected using the 3D scan overlaid in white. (i,j) Shaded model and albedo map, recovered using the low resolution model, to be compared to (d,e). Note that the specularities appear at the right places.