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Abstract

Fault-tolerantcontrol systemscanbe built by replicatingcritical components.However, repli-
cationraisesthe issueof inconsistency. Multiple protocolsfor ensuringconsistency have beende-
scribedin theliterature.PADRE (Protocolfor AsymmetricDuplex Redundancy) is sucha protocol,
andan interestingcasestudy of a complex andsensitive problem: the managementof replicated
traffic controllersin a railway system[5]. However, the low level at which the protocolhasbeen
developedembodiessystemdetails,namelytimelinessassumptions,thatmake it difficult to under-
standandmay narrow its applicability. We arguethat, whendesigninga protocol, it is preferable
to considerfirst a generalsolutionthatdoesnot includeany timelinessassumptions;then,by taking
into accountadditionalhypothesis,onecaneasilydesigna time-basedsolutiontailoredto a specific
environment. This paperillustratesthe benefitof a top-down protocoldesignapproachandshows
thatPADRE canbeseenasan instanceof a standardPrimary-backupreplicationprotocolbasedon
View SynchronousCommunication(VSC).

1 Intr oduction

Fault-tolerantcontrolsystemscanbebuilt by replicatingcritical components.Replicationmasksfaults
thus increasingavailability. Nevertheless,replicationraisesthe issueof inconsistency. In fact, when
trying to ensureavailability, safeoperationof the systemmight be compromiseddueto inconsistency
amongthe replicas. As a real world scenario,Essaḿe et al. [5] describethe replicationof traffic con-
trollers in a railway systemandshow how inconsistency canleadto a catastrophicfailure. In [5], such
scenariois avoidedusinga replicationprotocolwhich hasbeencalledtheProtocolfor AsymmetricDu-
plex Redundancy (PADRE).

PADRE hasbeenconceivedat a low level of abstractionandembodiessystemdetails,namelytime-
linessassumptions,that make it difficult to understandandmaynarrow its applicability. Indeed,from
thepresentationby Essaḿe et al. it maybedifficult to see(1) how theproblemcomparesto otherfault-
tolerantproblemsstudiedanddescribedin the literature,and(2) how the proposedsolutionrelatesto
commonreplicationtechniques.

Wearguethat,whendesigningaprotocol,it is preferableto considerfirst ageneralsolutionthatdoes
not includeany timelinessassumptions,andonly thento take into accounttheadditionalhypothesisof
a specificenvironment.SincePADRE is aninterestingcasestudydueto thecomplexity andsensitivity
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of its target systemwe proposeto revisit the problemat a higher level of abstractionand to follow a
top-down protocoldesignapproach.

The goal andmain contribution of this paperis to show that AsymmetricDuplex Redundancy can
actuallybeseenasaninstanceof themoregenericandwidely studiedprimary-backupreplicationtech-
nique,andthat thePADRE protocolcanbeseenasa particularimplementationof a genericsolutionof
primary-backupreplication[3]. Besidesthe immediateclarificationof the fault tolerancedomainthat
this represents,it alsostronglyadvocatesthe top-down designapproach[8]: a genericsolution is de-
velopedfirst, andtheninstantiatedto a specificenvironment,therebyeliminatingtheeffort requiredin
startingfrom scratch.

Furthermore,weshow thatreasoningaboutthepropertiesof thegenericsolutiondonotrequire“syn-
chronous”assumptions,allowing us to delaytheintroductionof time constraintsto the implementation
step.This hastheadvantageof preciselyshowing how andwherethecorrectnessof thesystemdepends
on timing assumptions.In short,by establishingthemappingbetweenthegenericsolutionfor primary-
backupreplicationandPADRE, we clarify therole of eachmechanismusedin theimplementationand
provide abetterunderstandingof theprotocolasawhole.

Therestof thepaperis structuredasfollows. In Section2 we recallthetrain controlsystemandthe
context for AsymmetricDuplex Redundancy. In Section3 we describetheprimary-backupreplication
techniqueandshow how it canbe useful in managingredundanttraffic controllers. In Section4 we
succinctlydescribethePADRE protocol,andin Section5 we presentthemappingbetweenthegeneric
solutionandthe PADRE protocol. Section6 concludesthe paperarguing for a top-down approachof
protocoldesignanddiscussestheroleof time in thePADRE protocol.

2 Train control system:specification

Werecallin this sectionthespecificationof thetrain controlsystem.A full descriptionis givenin [5].
A railway systemis composedof trackson which trainsmove (Figure1). In order to control the

circulationof trainsandavoid collisions, tracksaredivided into sections, numbered
�����������������	�������

.
Eachsectionis monitoredby one controller (i.e., section

���
is monitoredby controller

���
). The

responsibilityof controller
���

is to prevent collisionsof trainsin section
���

. Eachsectionis further
decomposedin blocks: in eachsection,the correspondingcontrollerhasto ensurethat sometrain 
��
cannotproceedto ablock alreadyoccupiedby anothertrain 
 .

section k-1 section k

inter-section
    lockblock

controller k

network

controller k-1

train T’ train T

Figure1: Traincontrolsystem

Onekey problemis the hand-over of trainsfrom onecontroller to the next one. For this purpose,
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two adjacentsectionssharea block calledinter-sectionlock (Figure1). Considerthe inter-sectionlock
sharedby sections

�
�
-1 and

���
. Train 
 traveling from section

���
-1 to section

���
is allowedto leave

the inter-sectionlock only afterbeingregisteredby thecontroller
���

. If controller
�
�

crashes,
 will
notbeableto leave theinter-sectionlock.

To improve the availability of the system,i.e., to prevent the blocking of a train due to the crash
of a controller, controllerscanbe duplicated(two replicas):a Primaryanda Secondary(Figure2). If
controller

���
is duplicated,thentrain 
 shouldbe ableto leave the inter-sectionlock in spiteof the

crashof oneof thetwo replicas.However, duplicationintroducespotentialinconsistencies.Specifically,
thefollowing inconsistency thatcanleadto a catastrophicfailuremustbeavoided. Considertwo trains
 and
�� traveling from section

���
-1 to section

���
andtheduplicationof thecontrollerof section

���
(Figure1):

� ThePrimarycontrollerof section
���

registerstrain 
 , allows it to leave theinter-sectionlock, and
crashesimmediatelyafter.

� TheSecondarycontrollerof section
���

hasnot registered
 (i.e., it is not awareof theexistence
of 
 in section

���
) andtakescontrolof thesection.

� TheSecondaryregisterstrain 
�� andallows it to leave theinter-sectionlock. It is now possiblefor
train 
�� to bumpinto train 
 .

network

application

primary controller k secondary controller k

application

replication
 protocol

replication
 protocol

Figure2: Duplicatedcontroller(controller
�
)

The above inconsistency canbe preventedby a replicationprotocol(Figure2) ensuringthe following
safetycondition:

� Primary/Secondary consistency: If the Primarycontroller
���

registerssometrain 
 entering
section

���
, thentheSecondarycontroller

���
cannever takecontrolof section

���
withouthaving

previously registeredtrain 
 .

This condition, herestatedwith regardsto the “ registration” of the trains, canbe generalizedto any
messagethatchangesthestateof thecontroller.

3 The genericprimary-backup replication technique

We considerin this sectionthe well-know primary-backupreplicationtechnique[3, 1, 6] asa generic
andhigh-level solutionto handletheredundancy requiredby thetrain controlsystem.
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3.1 Principle of primary-backup replication

Theprimary-backupreplicationtechniqueconsistsin having oneprimaryandoneor morebackupsready
to take over if theprimarycontrollerfails. Registrationrequestsarehandledby theprimary. Oncethe
primaryhashandledsomerequest�	��� it makessurethateachbackupis up-to-datewith respectto the
new state,shouldit needto becometheprimary.

� ������ �
request �� ���� � ����� ��� ���������� � �� ����update

��
�reply �  !!!!

"$# ��� ���� � % &''''
")( ��� ���� �

ack*,+

Figure3: Overview of aprimary-backupprotocol(
�

is theprimary;
"$#

,
")(

arethebackups)

In theabsenceof controllerfailuresandwith reliableFIFO channels,a simpleprotocolfor primary-
backupreplicationcouldbeasfollows (seeFigure3): Uponreceiving a requesttheprimary

�
executes

it, broadcastsastateupdatemessageto thegroupof replicas,waitsfor anacknowledgement( -/. � ) from
eachbackup,andthensendsbackthereply to theclient.

Making thereplicationprotocolcorrectwhenthecontrollersmaycrashandnetwork messagesmay
be lost is moredifficult. However, muchof the difficulty canbe overcomeby devising the replication
protocol using the View SynchronousCommunicationabstraction[1, 2, 9, 10]. Figure 4 shows the
architectureof this approach:a straightforward primary-backupprotocol(upperbox) basedon a VSC
protocol(lower box). TheVSC layerprovidesa GroupMembershipServiceandVSC communication
primitivesthatwe describenext.

Primary-backup 
replication layer

(Sect. 3.4)

VSC layer

   VSCast
(Sect. 3.4)

InstallView
(Sect. 3.2)

 VSDeliver
(Sect. 3.3)

Join/Leave
(Sect. 3.2)

Figure4: View SynchronousCommunicationlayer

3.2 The Group Membership Service

Thegroupmembershipservicemanagesthecompositionof thegroupof controllers.For primary-backup
replicationthegroupconsistsof theprimaryandthebackups.Thesuccessive membershipof agroupis
givenby asequenceof views, andtheeventby whichanew view is providedto acontrolleris calledthe
InstallView event (Figure4). A controllermay leave the groupasa resultof an explicit leaverequest,
becauseit failedor becauseit is expelledby othermembersof thecurrentview. Similarly, a controller
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may join thegroup,for exampleto replaceacontrollerthathasleft thegroup.Uponjoining, acontroller
initiatesitsstatethroughastatetransfer. Onedistinguishestwo typesof groupmembershipservices[10]:
primary-partition andpartitionable. In this paperwe consideronly the primary-partitionmembership
service.Let 0213 denotethe 46587 view installedby controller 9 . Theprimary-partitionmembershipservice
is definedby anagreementpropertyon theview history:

� Agreementon the view history: If 9 installs 0 13 andif � installs02:3 , thenwe have 0 13<; 0/:3 .
The agreementpropertyallows us to denotea view simply by 0 3 without mentioningthe controller
superscript. The specificationof a group membershipserviceincludesadditionalpropertiesthat we
intentionallyomit here.

In thecontext of primary-backupreplication,if theprimaryof view 0 3 crashes,anotherreplicamust
beelectedasprimary. With theaboveagreementcondition,electinganew primaryis very simple.After
thecrashof theprimary, a new view 0 3>= # is installed:thenew primarycanbesimply thereplicain 0 3>= #
with thesmallestidentification.Noticethat if failuredetectionis unreliable,replicascanmistakenly be
consideredfaulty, andexcludedfrom theview. Sucha replicawill beableto join again(re-initiatingits
statethroughastatetransfer).

Controllersthathave beenexcludedfrom themembership(becauseof a crashor becausethey were
mistakenly consideredfaulty) canjoin again.Thismight leadto two or moreviews with thesamemem-
bership. Considerfor examplethe following sequenceof views: 0 3 ;@? 9 � � � �	A � 0 3B= # ;@? 9 � �CA ( � is
mistakenlyexcludedor hascrashed),0 3>= ( ;D? 9 � � � �CA ( � hasrecovered).Views 0 3 and0 3B= ( areidentical,
whichmightposeproblems.Toensurethatweneverhavetwodifferentviewswith thesamemembership,
a replicathat is excludedfrom a view comesbackwith a new identity. This canbe implementedusing
incarnationnumbers. Weusethenotation�FE to denotethe GH587 incarnationof � (initially �JI ). Usingincar-
nationnumbers,theabove sequencebecomes:0 3 ;K? 9 I � � I � � I A � 0 3B= # ;L? 9 I � � I A � 0 3>= ( ;K? 9 I � � #M� � I A .
Incarnationnumberswill beomittedwhenthereis no ambiguity.

3.3 View SynchronousCommunication (VSCast)

View synchronouscommunicationis usedby the primary, throughprimitives VSCastand VSDeliver
(Figure4), to broadcastupdatemessagesto thebackupsandensures1) thatupdatemessagesareordered
with respectto view changes,and2) thatupdatesaredeliveredto eitherall or noneof thereplicas.

Theneedfor (1) is illustratedin Figure5, where N # is theprimary– denotedby
�

– in view 0 3 , andN ( is theprimary in view 0 3>= # . Safetyis compromisedherebecausethenew primary N ( receivesthe
requestof client

� (PO ��QSRT�	� the UV9XWY-[Z�� messagefrom the previous primary N # . The resultingupdate
messageissuedby N ( would be inconsistentwith the stateof N)\ . The executionof Figure5 canbe
avoidedby theview synchronyproperty[9, 10]:

� View Synchrony: If controller9 belongsto two consecutive views 0 3 and0 3>= # , and ]_^a`b��cd4e0H�J�Cfg in view 0 3 , thenevery controller � in 0 3Xh 0 3>= # ]_^i`j�kcl4m0n�J�Cf g beforeinstalling 0 3>= # .
View synchrony preventsthe run depictedin Figure5: asreplica N)\ belongsto two consecutive views0 3 and 0 3B= # , andVSDelivers the UV9XWY-[Z�� messagesin view 0 3 , N ( cannotinstall 0 3>= # without having
previously VSDelivered the UV9XWY-[Z�� message.
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� # ������ �
request

��
� ( ���

request��N # � op� ���������� �
qr ssssssssssssssssssssssssss

ss
update

tuN ( " � v ��� ����
N)\ " � ���� " ��

0 3 0 3>= #

Figure5: Theneedfor view synchrony (0 3 ;D? N #w� N (x� N \ A ; 0 3>= # ;D? N (x� N \ A )
View synchrony is however not sufficient to ensurethe safetyof the protocol. This is shown in

Figure6, wheretheupdatemessageof N # issuedin view 0 3 is VSDeliveredby N ( and N)\ in view 0 3B= # .
View synchrony is not violatedhere.Neverthelesstherunof Figure6 might alsoleadto inconsistencies
betweenN ( and Ny\ , e.g.,to the sameinconsistency asin the run of Figure5. The following property
preventstherundepictedin Figure6.

� SendingView Delivery: A messageVSCastin view 0 3 is VSDelivered in view 0 3 .

� # ������ �
request

��
� ( ���

request��N # � op� ���������� �VSCast

qrsssssssssssssssssssssssss
ss

update

z{N ( " � v ��� ����
N)\ " " ���

0 3 0 3>= #

Figure6: Theneedfor sendingview delivery (0 3 ;D? N # � N ( � N)\xA ; 0 3B= # ;D? N ( � N)\xA )

3.4 Primary-backup replication protocol basedon VSC

Wedetailnow theprimary-backupreplicationprotocolbasedon VSC(Figure4). First considerthereg-
istrationrequest(Section2). It is sentusingareliablebroadcast,whichensuresthatif onecorrectreplica
receivestherequest,all correctreplicasreceive it [7].1 Theimplementationof thereliablebroadcastof
messageg leadseachprocessreceiving g to re-sendg to all destinationprocesses[7].

As for the rest of the protocol of the replicas,the behavior of the primary is the following (see
Figure3):

1Actually, in thestandardprimary-backupprotocol,therequestis sentonly to theprimary. Weconsiderherethattherequest
is sentto all thereplicasin orderto becloserto PADRE (Section4), in which input messagesaresentto all replicas.
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1. Eachtimea requestis receivedit is processedby theprimary. Theprocessingcomputesanupdate
messagethatrepresentsthestatechangeinducedby theprocessingof request. Theupdatemessage
is VSCastto thecurrentview 0 3 .

2. The primary waits for an acknowledgement(ack) from all backupsin 0 3 , or the installationof a
new view 0 3>= # :

(a) If all acknowledgementsarereceived,theprimaryreturnsthereplyto therequestandis ready
to handlethenext request(e.g.,thenext registrationrequestin thetraincontrolsystem).

(b) If a new view is installedandthe primary remainsthe same,if not all acknowledgements
have beenreceived in view 0 3 , theprimarycontinueswaiting for anacknowledgementfrom
all backupsin 0 3Xh 0 3>= # , or theinstallationof anew view.

Theprotocolfor thebackupsis asfollows:

3. Eachbackupwaitsfor anupdatemessagefrom theprimaryor theinstallationof anew view:

(a) If an updateis VSDelivered,the backupupdatesits stateaccordingly, andsendsback an
acknowledgementto theprimary.

(b) If anew view 0 3>= # is installed(updatemessagesfrom view 0 3 will nolongerbereceived)then
thebackupassumestherole of primary in 0 3B= # when: i) 0 3>= # doesnot containtheprevious
primary, andii) thebackupis thereplicawith thesmallestidentificationin 0 3>= # .

It shouldbenotedthattheprotocolremainscorrectif aprimaryis mistakenlysuspectedandexpelled
from theview. Moreover, theprotocolcantoleratetheexistenceof two differentprimariesat thesame
global time Z , e.g., oneprimary 9 in view 0 3 anda differentprimary 9|� in view 0 3>= # . This is because
theprimary 9 , even thoughit canstill receive registrationrequestsandprocessthem,will no longerbe
ableto getacknowledgementsfrom all its backups(at leastoneof themis in view 0 3B= # ), andsoto send
replies.This guaranteeis providedby the“sendingview delivery” property:eventhoughtheprimary 9
canVSCastupdatemessagesin view 0 3 , noneof thesemessageswill ever bedeliveredin view 0 3B= # . So9 will wait for acknowledgementsuntil it learnsthatit hasbeenexcludedfrom theview.

4 The PADRE protocol

We recall in this sectiontheProtocolfor AsymmetricDuplex Redundancy (PADRE) of [5], startingby
highlightingsomeof its systemassumptions.

4.1 Timelinessassumptions

PADRE hasbeenconceivedassumingasystemthatsatisfiesseveraltimelinessproperties.Theseproper-
tiesarethoseof theTimedAsynchronousmodel[4]: (1) thedrift betweenprocessclocksis boundedand
theboundknown, (2) messagessentover thenetwork have performance/omissionfailuresemantics,(3)
thereis a known boundfor messagehandlingby processes:processeseitherhandlereceived messages
within this interval or halt.
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Basedon thesesynchrony assumptions,communicationdelayscan be evaluatedand a datagram
servicewith timelinesspropertiesis assumed:every messagereceived is classifiedas“slow” or “f ast”.
Thedatagramserviceensuresvalidity andnon-duplicationof messagesandestablishestheguaranteesof
messagetimeliness(slow messagesarediscarded).

Additionally, PADRE assumetheexistenceof ahardwarebi-stablerelaythatin eachmomentpoints
to one(andonly one)of theprocesses(its useis explainedin thenext section).

4.2 Protocol overview

Considerthe architectureof Figure7. Input messagesarrive from the network to both units, the Pri-
mary andtheSecondary. If sometrain 
 in the inter-sectionlock needsto registerto thecontrollerof
the new section,a register messageis sent(to the Primaryandthe Secondary).This messageis first
receivedby thePADRE layer, andthendelivered to theapplication(seeFigure7). Thetrain 
 is only
“registered”at thePrimary(respt.at theSecondary)upondeliveryof theregistermessage.A hardware
bi-stablerelay ensuresthat only oneunit canbe the Primaryat any time. If the currentPrimaryfails,
the relayautomaticallyswitches,leadingtheotherunit to becomethePrimary(if its statepermits,see
Section4.2.1).

PADRE

application

network

receive

deliver

PADRE

application

receive

deliver

primary controller secondary controller

relay

Figure7: PADRE architecture

PADRE distinguishesfour modesof operationsfor eachcontrollerunit: (1) primary, (2) standby,
(3) quarantine, and(4) failed. A unit in the primary modeactsasthe Primary. A unit in the standby
modeactsasthe Secondaryandhasits stateconsistentwith the Primary. A Secondarywhosestateis
notconsistentwith thePrimaryis in thequarantinemode.So,in orderto satisfythePrimary/Secondary
consistencyconditionof Section2, theprotocolmustensurethataSecondaryswitchesto thequarantine
modeif its statecannotbemadeconsistentwith thestateof thePrimary.

Basedonthesefour modes,PADRE distinguishestwo configurations:(1) thenominalconfiguration,
in which one unit is in the primary modeand the other unit in the standbymode,and (2) the safe
configuration,in whichoneunit is in theprimarymodeandtheotheris eitherin thequarantineor in the
failed mode.

4.2.1 The protocol in the nominal and safeconfigurations

Considerthe systemin the nominalconfiguration.We describethe differentbehaviors of the Primary
andtheSecondary. Theprotocolof thePrimaryis thefollowing (adaptedfrom [5]):
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1. ThePrimaryperiodicallysendsamessage“Don’ t switch to quarantine” to theSecondary, andsets
aquarantinetimeoutdelay } .

2. Eachtime an input messageis received from the network (or from the Secondary),the Primary
forwardsthe messageto the Secondary, setsa wait timeoutdelay ~ , andwaits for an acknowl-
edgement:

(a) If theacknowledgementis receivedbeforethetimeout ~ expires,thenthePrimarydelivers
theinput messageto theapplication.

(b) If no acknowledgementis received and the timeout ~ expires, then the Primary (1) stops
sending“Don’ t switch to quarantine” messages,(2) stopsforwarding input messagesto
the Secondary, and(3) delivers the input messageto the applicationafter expiration of the
quarantinetimeout } . At this point the systemis expectedto be in the safeconfiguration
with theSecondaryeitherin quarantineor failedmode.

3. If thePrimaryfails, therelaywill switchtheSecondary, if in standbymode,to theprimarymode.

Theprotocolfor theSecondaryis thefollowing:

4. The Secondarywaits for the periodic “Don’ t switch to quarantine” messagefrom the Primary.
Upon receptionof sucha message,it setsa stayalive timeoutdelaydenotedby � . If no “Don’ t
switch to quarantine” messageis received beforethe timer expires,thentheSecondaryswitches
to thequarantinemode.

5. Eachtimeaninputmessageis receiveddirectly from thenetwork, theSecondaryforwardsit to the
Primary.

6. Eachtime an input messageis received from thePrimary, theSecondarysendsanacknowledge-
mentto thePrimary, anddeliversthemessageto theapplication.

No (automatic)actionis takenuponthefailureof theSecondary.

4.2.2 Switching from a safeto a nominal configuration

In a safeconfigurationthe Secondaryis unableto take control shouldthe Primary fail. To increase
the availability, it is worth returningto a nominalconfigurationassoonaspossible. This is possible
immediatelyif thesafeconfigurationis dueto quarantineof theSecondary.

Switching from a safeto a nominal configurationrequiresthe Primary to transferits stateto the
Secondary. As soonasthestatetransferis terminated,thePrimary(1) resumesforwardinginput mes-
sagesto theSecondaryandwaitsfor acknowledgementfrom theSecondarybeforedeliveringthem,and
(2) resumessending“Don’ t switch to quarantine” messages.TheSecondarysimply waits for thestate
transferto terminate,andthenswitchesto thestandbymode.
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4.3 Observation

Whencomparingtheprotocolin Section3.4with theabove PADRE protocol,it is clearthatPADRE is
morecomplex. This is becausemuchof thecomplexity of theprotocolin Section3.4 is hiddenin the
VSC layer(Figure4). Wedidn’t discusstheimplementationof theVSClayer.

5 PADRE asan instantiation of the genericprimary-backup protocol

We show now thattheVSC primary-backupreplicationprotocolgivenin theprevioussectioncanactu-
ally beinstantiatedinto thePADREprotocol.Wecansplit PADREin twoparts:onepartthatcorresponds
to theupperboxof Figure4 (Primary-backupreplicationlayer)andonepartthatcorrespondsto thelower
boxof thesamefigure(VSClayer).ConcerningtheVSClayer, weshow that1) thebi-stablerelay(Fig-
ure7) andthetiming propertiesof messagesallow usto ensurethepropertyof themembershipservice
(agreementontheview history),2) theview synchronouspropertyof VSC is obtainedfor free(only one
backup),and3) thefail-awaredatagramsensurethesameview delivery propertyof VSC.

5.1 Primary-backup replication layer

5.1.1 Mapping of the messages

In the VSC primary-backupprotocol (Figure 3), the primary (1) processesa client request,and (2)
broadcastsanupdatemessage(to themembersof thecurrentview). If theprocessingis deterministic,
steps(1) and(2) canbedonein thereverseorder. In this case,theclient requestis broadcast,andall the
replicasprocesstherequest.This is donein PADRE. Takingthis permutationinto account,themapping
of themessagesis assimpleasthis (referto theprimary-backupprotocoloverview in Figure3):

� PADRE “input” messagescorrespondto client requestsin theprimary-backupprotocol.

� PADRE’s forwarding of an “input” messagefrom the primary to the secondary(Section4.2.1,
item 2) correspondsto the updateVSCastdoneby the primary in the primary-backupprotocol
(Section3.4,item1).

� PADRE’sacknowledgementmessages(Section4.2.1,item6) correspondto theacknowledgement
messagesin theprimary-backupprotocol(Section3.4, item3).

5.1.2 PADRE ensuresthe reliable broadcastof “input” messages

PADRE ensuresthereliablebroadcastof inputmessagesby having thePrimaryaswell astheSecondary
forward to theotherunit eachinput messagereceived (Section4.2.1,items2 and5). This is similar to
thestandardimplementationof reliablebroadcast(Section3.4,first paragraph).
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5.2 VSC layer

5.2.1 PADRE ensuresagreementof the view history

We show now that PADRE ensuresthe agreementon the view history. To do so, we must map the
PADRE controllers’unitsmodesontomembershipviews. Thenwe show that this mappingensuresthe
view historyagreementpropertyof Section3.2. Let’s denoteby ~ and

"
thetwo controllerunits. The

mappingbetweenPADRE modesandviews is asfollows (theprimaryis thefirst unit in aview):

g R�W|���J~�� ; 9x��4 g -k���n� g R�W|��� " � ; fFZ�-k�aW O � � ]�4M�J� ? ~ � " Ag R�W|���J~�� ; f�Zw-k�aW O �S� g R�WY�k� " � ; 9x��4 g -k��� � ]�4M�J� ? " � ~�Ag R�W|���J~�� ; 9x��4 g -k���n� g R�W|��� " � ; QS-[4Mc���W or �TU�-[�C-k�SZ64m�a� � ]�4M�J� ? ~�Ag R�W|��� " � ; 9x��4 g -k���n� g R�W|���J~�� ; QS-[4Mc���W or �TU�-[�C-k�SZ64m�a� � ]�4M�J� ? " A
Moreover, wedenoteby � astatein whichthesystemis blocked(i.e., nonew view canbeinstalled).The
mappingof PADRE modechangesinto view changesfollows immediately(seeFigure8). Transition(1)
occurswhentheSecondaryswitchesto thequarantinemodeor crashes.Transition(2) correspondsto a
switchfrom a safeto a nominalconfiguration. Transition(3) resultsfrom theswitchof therelaydueto
thecrashof ~ . Transition(4) takesplacewhen ~ crashesin a safeconfiguration.Transition(5) is the
symmetricof transition(1), (6) thesymmetricof (2), (7) thesymmetricof (3), and(8) thesymmetricof
(4).

�C�V��� �����
? ~ � " A��� � � � � �)�� ����? ~�A�safe�� � � � � � � �

�  ¡
? " A ¢safe �� £££££££
¤¥¦� ? " � ~�A§¨© � � � � ª¬« ­���� �® � �n¯m°�±|² �C�V��� ����� ® � �S¯>°�±|²

Figure8: Mappingof PADRE modechangesinto view changes

Figure8 doesnot distinguishthe variousincarnationsof the controllerunits. Using the notation
introducedin Section3.2,we denoteby ~ 3 (respt.

" 3 ) the 4 587 incarnationof ~ (respt.
"

), andassume
that initial incarnationnumberis 0 for bothunits. Sotheview 0�I on which bothunits initially agreeis? ~yI � " IxA . Figure9 shows thepossibleview historiesstartingfrom 0�I .

Theagreementon theview historypropertyof Section3.2 is equivalentto having thetwo controller
units agreeon onepathof the possibleview history pathsdepictedin Figure9. To show that PADRE
ensuresthis agreement,it is sufficient to show that PADRE ensuresagreementbetweentwo nominal
configurations,i.e., from 0 (F³ to 0 (F³ = ( (Figure10). Theagreementon theview historyfollows directly.

Westartby consideringthepath ? ~ 3 � "µ´ A$� ? "µ´ A¶� ? "µ´ � ~ 3B= # A (theeasycase),andthenthepath? ~ 3 � "µ´ A$� ? ~ 3 A·� ? ~ 3 � "µ´ = # A (thetricky case).
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0�I ? ~yI � " IxA¸¹ º º º »¼ ½½½ �C�V��� �����
0 # ? ~yIxA¾¿ À À »¼ ½½½½½ ? " I�A¸¹ º º º º º ÁÂ ÃÃ Ä ��Åd±0 ( ? ~aI � "$# AÁÂ ÃÃ¾¿ À À � ? " I � ~ # AÁÂ ÃÃ¾¿ À À �C�V��� �����
0�\ ? ~aIxA¾¿ À À ÁÂ ÃÃ ? "$# A ÁÂ ÃÃ¾¿ À À ? ~ # A¾¿ À À ÁÂ ÃÃ ? " IxA ÁÂ ÃÃ¾¿ À À Ä ��Åd±0 � ? ~yI � "y( AÆÇ ÈÈÉÊ Ë Ë � ? "$# � ~ # A ÌÍ ÎÎÎÎÎÎÏÐ ? ~ # � "$# AÏÐÑÒ Ó Ó Ó Ó Ó Ó � ? " I � ~ ( AÔÕ ÖÖ×Ø Ù Ù �C�V��� �����

Figure9: View historytree

0 (F³ ? ~ 3 � ")´ AÑÒ Ó Ó Ó Ó Ó Ó Ó ÌÍ ÎÎÎÎÎÎÎ
�V�V��� �����

0 (F³ = # ? ~ 3 AÏÐ ? "µ´ AÏÐ Ä ��ÅÚ±0 (F³ = ( ? ~ 3 � "µ´ = # A ? ")´ � ~ 3>= # A �V�V��� �����

Figure10: Nominalto nominalconfiguration

i) PADRE ensuresagreementon the path ? ~ 3 � "µ´ A·� ? ")´ A·� ? "µ´ � ~ 3>= # A
Let units ~ and

"
bebothin view 0 (F³ ;Û? ~ 3 � ")´ A . If unit

"
installsview 0 (F³ = # ;D? "µ´ A , it is becauseit

hasdetectedthecrashof unit ~ , thanksto therelay. Becausetherelayis reliable, ~ indeedhascrashed
anddoesnot install any view 0 ³ .

If unit
"

installsview 0 (F³ = ( ;Ü? "µ´ � ~ 3>= # A , it is becauseit hasdetectedthe recovery of ~ . Upon
recovery, ~ will necessarilyadopttheview 0 (F³ = ( obtainedfrom

"
, i.e., bothunitsagreeonview 0 (F³ = ( .

ii) PADRE ensuresagreementon the path ? ~ 3 � "µ´ A·� ? ~ 3 A·� ? ~ 3 � "µ´ = # A
This caseis moretricky. Figure11 illustratesdivergencethat mustbe prevented. This canhappenas
follows. Initially both units agreeon the view 0 (F³ ;Ý? ~ 3 � "µ´ A . Thenunit ~ suspectsunit

"
to have

crashedandinstallsview 0 (F³ = # ;Þ? ~�A . However unit
"

is not awarethat it hasbeensuspected:
"

is still in view 0 (F³ . Later ~ crashes,the relay leads
"

do detectit, andto install view 0 (F³ = # ;ß? " A :
agreementis violatedon view 0 (F³ = # .

PADRE ensuresagreementon thepath ? ~ 3 � "µ´ Aà� ? ~ 3 Aj� ? ~ 3 � "µ´ = # A by preventingthe run of
Figure11 from occurring. This is done,thanksto the “Don’ t switch to quarantine” messages,to the
timeouts} , � , andto theparametersá , â of theTimedAsynchronousmodel(Section4.1). If we have}äãåá�� �$æ ân� æ �J� æ � âH� , thenwhenthe timeout } expireson the Primary, the Secondaryis in the
quarantinemode,or hascrashed(see[5] for details). In termsof views this meansthat whenunit ~
installsview 0 (F³ = # ;D? ~�A , it knows that

"
will never install view 0 (F³ = # ;¬? " A (seeFigure12).
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ç �8�è±ÏÐ

History of ~ History of
"

é 0 (F³ ;D? ~ 3 � ")´ AêPë�ìwëîíkïmðmñòënó ÏÐ 0 (F³ ;D? ~ 3 � ")´ Aô<õ ïmñòïeðmñòënñòöwïðm÷îøJë�ö)ùJú�ûÏÐé 0 (F³ = # ;Û? ~ 3 A
é 0 (F³ = # ;Û? " ´ A

Figure11: View divergenceto avoid

ç �8�è±ÏÐ

History of ~ History of
"

é 0 (F³ ;D? ~ 3 � ")´ A
ê�ë�ìwëîíkïmðmñòëHó

ÏÐ

0 (F³ ;D? ~ 3 � "µ´ A

é
A °/�C�kü Ä çJý � ç

B � Ä � �þkÿ������M� ç � �C±��
i.e. � çJý � ç B ü_�8�8��C±���±��_� � Ä ç ���8��n� ±�ü ? " ´ Aé 0 (F³ = # ;D? ~ ´ A

Figure12: Unit ~ delaystheinstallationof 0 (F³ = # to avoid view divergence

5.2.2 PADRE ensuresthe “view synchrony” and “sameview delivery” properties

Finally, weshow thatPADRE ensures“view synchrony” and“sameview delivery”. Theview synchrony
propertyis trivially ensuredby PADRE sincefor all configurationchangeswe have

� 0 3 h 0 3>= # � ; �
.

Indeed,in this casewe have only oneprocessin 0 3Sh 0 3>= # : violation of view synchrony canonly occur
with a leasttwo processesin 0 3Xh 0 3>= # .

The “sameview delivery” propertyis ensuredin PADRE by fail-aware datagrams [4]. PADRE
computesanupperboundontherealtransmissiondelayof eachmessage,andclassifiesmessagesasfast
andslow. A fastmessageis a messagethat hasexperienceda “real” transmissiondelayof at most á
timeunits.2 Thesameview delivery propertyis ensuredin PADRE by discarding“slow” messages.

6 Discussion

The VSC primary-backupprotocolandPADRE canbe comparedfrom two perspectives: (i) from the
perspective of thesystemmodels,and(ii) from theperspective of complexity. Fromtheperspective of
thesystemmodels,wehave ononesidea time-freeprotocol(theVSC primary-backupprotocol)andon

2 � is a parameterof theTimedAsynchronousmodel[4].
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theothera time-basedprotocol(PADRE). Fromthepoint of view of complexity, becauseof its multiple
timing parameters~ , N , � , � , } , PADRE is clearlythemorecomplex of thetwo protocols.Nevertheless,
wehaveshown thatPADRE canbeseenasaninstanceof theVSCprimary-backupprotocol.Thismight
look surprising,but thereis no contradictionhere. PADRE is complex becauseit is built on low-level
abstractionsandhandlestime explicitly. By comparison,theVSC primary-backupprotocolis built on
thehigh-level time-freeVSCabstraction.So,muchof thecomplexity is hiddenin theimplementationof
theVSC abstraction.Eventhoughtime hasto betaken into accountin a protocol,it is betterto keepit
asdeepaspossiblein thearchitecture.We believe thatthis is animportantdesignprinciplethatreduces
therisk of errors,andallows for abetterunderstandingof theroleof time in aprotocol.

To illustrate this point, we now show the clarification and improvementsthat we can get from a
carefulcomparisonof PADRE andtheVSC primary-backupprotocol. We show (1) a placein PADRE
wherethetiming analysisguaranteessafety, (2) aplacein PADREwherethetiminganalysisis notrelated
to safety, (3) a placewheretime couldbesuppressed,and(4) anomissionin PADRE thatcanleadto a
catastrophicfailure.

Timelinessto guaranteesafety: The timing analysisrelatedto the computationof the timeouts }
(Section4.2.1,item1) and � (Section4.2.1,item4) is essentialto guaranteesafety. An inadequatevalue
for thesetwo parameterscan lead to a catastrophicfailure. The dimensioningof } and � ensurethe
agreementon theview historypropertyof groupmembership(seeFigures11 and12).

Timelinessnot related to safety: While theparameters} and � arerelatedto safety, this is not the
caseof the timeoutparameter~ (Section4.2.1, item 2), which is of a differentnature. Its role is to
implementfailuresuspicions.Thisis because“input” messagesplaytwo rolesin PADRE: (1) application
messages(subjectto the“view synchrony” propertyin theVSCprotocol),and(2) failuredetection(“are
you alive”) messages.The failure detectionrole canbe seenin Section4.2.1, item 2b, wherethe non
receptionof theacknowledgementleadsto thesuspicionof theSecondary. With this explanation,and
becausePADRE andtheVSC primary-backupprotocoltolerateincorrectfailuresuspicions,it becomes
clearthatthetimeout ~ is notsafetycritical. A betterdescriptionof theprotocolwouldleadusto replace
item2 in Section4.2.1by:

2. Eachtime an input messageis received from the network (or from the Secondary),the Primary
forwardsthemessageto theSecondaryandwaitsfor anacknowledgement:

(a) If theacknowledgementis received, thenthePrimarydeliversthe input messageto theap-
plication.

(b) If theSecondaryis suspected,thenthePrimary(1) stopssending“Don’ t switch to quaran-
tine” messages,(2) stopsforwardinginput messagesto theSecondary, and(3) deliversthe
input messageto theapplicationafterexpirationof thetimeoutdelay } .

Actually, it makessensefrom animplementationpointof view to have “input” messagesplay two roles,
but this is anoptimization.
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Where time canberemoved: PADRE assumesthefail-awaredatagramserviceto transmitthe“Don’t
switch to quarantine” messages(denoted̀j^i} hereafter)anddiscardsslow messagesin orderto guaran-
teethattheSecondarycannotuseanold messageto refreshits stay-alive timeoutdelay([5], Section5.3).
Thereis a simplersolution,inspiredby theVSC protocol,which doesnot usetime. Thesolutioncon-
sistsof taggingtheDSQmessageswith thecurrentview number:while in view

� 4 , thePrimarysends��4 � `j^i}_� to theotherunit. If theotherunit is in standbymode(alsoin view
� 4 ), it simply ignoresall

messagesnot taggedwith thecurrentview number. If theotherunit is in quarantinemode,it ignoresthe
DSQmessages.Oncetheotherunit returnsto thestandbymode,theview numberbecomes4 æ �

, and
all old DSQmessagesareignored.

Omission in PADRE: One critical casehasbeenoverlooked in [5]. Considerthe beginning of a
nominalconfiguration.TheSecondaryhasnotyetswitchedonits � timer (Section4.2.1,item4) andit is
awaiting thefirst DSQmessagebeforedoingso. If thefirst DSQmessagearriveslateat theSecondary,
it canbeshown that thesituationof Figure11 canhappen,which mayleadto a catastrophicfailure. To
preventthis case,theSecondarymuststartits ~ timer without waiting for thefirst DSQmessage.

To conclude,we believe that VSC is a powerful abstractionin which theprimary-backupprotocol
canbeexpressedin a simpleway. Whenever a primary-backupreplicationprotocolhasto bedesigned
for a specificenvironment,a goodprinciple is to considerthe implementationof theVSC propertiesin
thespecificenvironment.Optimizationsshouldbeconsideredonly afterwards.
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