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Abstract

Forward Error Correction copes with packet losses, but at the expense of an increase of the end-to-end delay. By failing to take this into account, existing error control schemes for audio often lead to end-to-end delays larger than 150 ms, which has an impact on the perceived audio quality. In this paper, we develop an adaptive error control scheme for audio which is delay aware, i.e. which, incorporates the impact on the end-to-end delay in the choice of FEC.

To this end, we model the perceived audio quality as a function of the end-to-end delay and of the encoding rate at destination. We develop a joint rate/error/delay control algorithm which optimizes this measure of quality and is TCP-Friendly. We show that our scheme increases utility in a single class best effort network. We evaluate the benefit for audio sources to use the Alternative Best Effort service, which offers applications the choice between lower end-to-end delay and more overall throughput.

1 Introduction

Real-time, interactive audio over IP networks often suffers from packet loss. Forward Error Correction (FEC) can be used [1] to mitigate the impact of packet losses. However, FEC has the drawback of increasing the end-to-end delay. Indeed, in current systems, FEC requires the destination to wait for several packets to be received in order to repair packet losses.

When used over the standard IP best effort service, an audio source should also control its rate in order to react to network congestion and share bandwidth fairly, in some sense [2, 3, 4]. Recently, Bolot [1] proposed an adaptive rate/error control which optimizes a subjective measure of quality and incorporates the constraint of rate control. This scheme proved to be efficient but it does not try to optimize the overall end-to-end delay; in particular, it does not manage the additional delay due to FEC.

Now, it is recognized that above a certain threshold (around 150ms) the end-to-end delay starts to be annoying [5]. In some cases, it may be that a rate/error control such as [1] causes the delay to be larger than the threshold, whereas it would have been possible to avoid this, at the expense of an increased distortion. If the resulting distortion is still acceptable, then a reduced delay would be preferable. This is our main motivation to propose a delay aware scheme for controlling rate and FEC. Our simulation examples in Section 6.1 tend to indicate that our method does avoid that a source waste delay on the FEC when it is not necessary.

A secondary motivation is the emergence of a number of proposals for internet differentiated services which propose to combine performance objectives related to delay and to throughput or packet loss
[6, 7, 8]. We focus here on the proposal called Alternative Best Effort (ABE) [9]; it offers an application the choice of either a lower end-to-end delay or more overall throughput. In today's internet, where explicit congestion notification (ECN) [10] is not yet widespread, the low delay class is likely to receive more packet loss. This asks the question whether there is a real benefit for an audio application to use the low delay class, since it may be forced to compensate the additional loss by more FEC, and thus more end-to-end delay. We show some simulation results in Section 6.2 with audio sources implementing our delay aware control scheme; they tend to indicate that the answer is positive.

In this paper, we propose an adaptive error control scheme for real time audio over best effort networks which is delay aware, namely, which chooses the FEC according to its impact on the end-to-end delay. We start by considering the perceived audio quality as a function of the audio encoding rate received at the destination and of the end-to-end delay. Then we write our control problem as an optimization problem, and solve it numerically and theoretically. We also incorporate a TCP-friendly module, in order to ensure that our rate conforms with current practice for the Internet. This gives us the basis for a rate/error/delay control algorithm which (1) optimizes our delay-aware measure of audio quality and (2) is TCP-Friendly.

The validation of a particular measure of perceived audio quality is outside the scope of this paper. Therefore, we increase robustness by plugging into our method several different quality measures.

The paper is organized as follows. Section 2 reviews the state of the art on error control for audio applications and TCP friendly rate control. Section 3 describes our utility function approach. Section 4 presents our main result, namely, the delay aware error and rate control. An auxiliary component for implementing TCP-friendliness is described in Section 5. Results of simulations implemented in ns2 are given in Section 6.1 (today's internet) and Section 6.2 (ABE network). Details about the optimization problem and its solution are in appendix.

2 Related work

2.1 Error recovery

As best-effort networks do not provide any guarantee in terms of Quality of Service, the end-points in an audio transmission must be able to recover from packet losses. To this end, an audio transport protocol may cope with packet losses by [11]:

- retransmitting dropped packets,
- applying Forward Error Correction (FEC) to reconstruct the missing packet, or
- using error-concealment algorithms to correct the losses.

Retransmission algorithms based on Automatic Repeat reQuest (ARQ) have been successful in protocols like TCP, but they are typically not acceptable for real-time audio applications since they dramatically increase the end-to-end delay. FEC, on the other hand, is an attractive alternative to ARQ since it provides relatively low-delay performance. The principle of FEC is to send redundant information, along with the original information, so that lost data can be recovered, at least partially, from this redundant information.

Originally, there was much interest in the provision of media independent FEC using block codes (e.g. based on Reed-Solomon [12] or on parity codes [13]) to provide redundant information. Unfortunately,
these techniques have the disadvantage of introducing important additional delays (because a source must wait for the entire block of packets before computing and transmitting the redundancy packet). These schemes can therefore be used for one-way, near real-time audio transmission but are not suitable for interactive audio communications.

One way to avoid this coding delay is instead of sending redundant information rely upon error-concealment algorithms at the receiver to correct the effect of the missing packets [14]. The most widely used error-concealment techniques simply replace the missing audio unit with silence, white noise or a repeated segment. As such, these techniques work well for relatively small loss rates ($\leq 10\%$) and for small packets (4-40ms of audio) but they break down when the loss length approaches the length of a phoneme (5-100ms). Hence, error-concealment schemes should not be regarded as substitutes for FEC, but rather a combination to the latter.

Most audio conferencing tools use a media specific FEC scheme that combines error-concealment and FEC. As this scheme has been standardized in the IETF, we will refer to it as IETF FEC. The principle of the IETF FEC is to transmit each segment of audio, encoded with different quality coders, in multiple packets. When a packet is lost, another packet containing the same segment (maybe encoded differently) can be able to cover the loss. This approach has been advocated by Hardman et al. [14] and Bolot et al. [15] for use on the Mbone, and extensively simulated by Podolsky et al. [2].

The first transmitted copy of the audio segment is referred as primary encoding and subsequent transmissions as secondary encodings. In the IETF FEC scheme, redundant audio segments are piggy-backed onto a later packet which is preferable to the transmission of additional packets, as this decreases the amount of packet overhead and routing decisions. For example, in the case of a single redundant segment, packet $n$ contains, in addition to its encoded samples, a redundant version of packet $n - 1$. This redundant information is usually obtained using a lower-bit-rate, lower-quality encoding than the primary information. This simple scheme only recovers from isolated losses but can be modified (as proposed in [4]) to recover from consecutive losses as well by carrying in packet $n$ redundant versions of packets $n - 1$ and $n - 2$, or of packets $n - 1$, $n - 2$ and $n - 3$ or of packets $n - 1$ and $n - 3$ etc.

Obviously, the more redundant information is added at the source, the more lost packets can be reconstructed. However, sending more redundant copies implies increasing the bandwidth requirement at the source (and henceforth the packet loss rate) and increasing the end-to-end delay (since the receiver has to wait longer for the redundant information). Moreover, it would make little sense to add much redundant information when the network load is low and the packet losses are rare.

Therefore, a robust FEC scheme should be adaptive and choose the FEC according to the network characteristics (such as packet loss process, available bandwidth,...) at any given time and depending upon its impact on the end-to-end delay. In the following sections we describe the packet loss process of audio packets in the Internet and we review the rate control schemes that have been proposed in the literature.

### 2.2 Loss process of audio packets

The efficiency of the FEC depends on the characteristics of the loss process of audio packets. Typically, FEC is more efficient when the consecutive number of lost packets is small.

There has been much research efforts in the measurement and modeling of end-to-end Internet characteristics [16],[17],[18]. The main result is that the correlation structure of the loss process of audio packets can be modeled with low order Markov chains. In particular, a two-state Gilbert model was
found to be an accurate model in many studies. Moreover, it was found that the distribution of the number of packets lost in a loss period is approximately geometric [15],[18]. These results confirmed that FEC schemes are well suited for interactive audio applications in the Internet. In the rest of the paper, we will use the Gilbert model to characterize the loss process of audio packets. The Gilbert model (depicted in Figure 1) is a two-state model in which state 1 represents a packet loss and state 0 represents a packet reaching the destination. The parameters $p$ and $q$ denote respectively the probabilities of passing from state 0 (no loss) to state 1 (loss) and from state 1 to state 0. In absence of redundant information, one can easily derive the packet loss rate $PLR = \frac{p}{p+q}$. This model also allows to compute the packet loss rates after reconstruction when FEC is used. For example, if we consider the case where packet $n$ only includes redundant information about packet $n-1$, the packet loss rate after reconstruction is equal to $\frac{p(1-q)}{p+q}$.

2.3 Rate control

As we mentioned earlier, the addition of FEC repair data to a media stream is an effective means by which that stream may be protected against packet loss. However, the addition of large amounts of repair data when loss is detected will increase network congestion and hence packet loss, leading to a worsening of the problem which the use of FEC was intended to solve. Therefore, the rate of audio sources should be controlled in order to avoid congestion collapse in the network.

In addition, it has been suggested that audio applications share resources fairly with each other and with current TCP-based applications, the dominant source of Internet traffic. The TCP protocol is designed to reduce its sending rate when congestion is detected. Audio applications should exhibit similar behavior, if they wish to co-exist with TCP-based applications.

One way to ensure such co-existence is to implement some form of congestion control that adapts the transmission rate in a way that fairly shares congested bandwidth with TCP applications. One definition of fair is that of TCP friendliness [19] - if a non-TCP connection shares a bottleneck link with TCP connections, traveling over the same network path, the non-TCP connection should receive the same share of bandwidth (namely achieve the same throughput) as a TCP connection.

There has been significant previous research on TCP-Friendly control mechanisms and many control schemes were proposed in the literature. We can distinguish three main classes of control mechanisms:

- the window-based control mechanisms,
- the mechanisms based on additive increase, multiplicative decrease (AIMD),
- the equation-based mechanisms.

The control mechanisms closest to TCP are the window-based mechanisms. They maintain a congestion window which is used directly [20] or indirectly [21] to control the transmission of the packets. The scheme proposed in [20] uses exactly the congestion control mechanisms of TCP, however without
retransmitting lost packets. In the TEAR protocol (TCP emulation at the receivers) from [21], the appropriate transmission rate is determined using congestion signals observed at the receiver. The latter emulates the congestion window modifications of a TCP sender and then, makes the translation from a window-based to a rate-based congestion control mechanism. The receiver maintains an exponentially weighted moving average of the congestion window, and divides this by the estimated round-trip time (RTT) to obtain the TCP-Friendly sending rate. Although window-based schemes exhibit a behavior very close to the one of TCP, their main disadvantage is their lack of flexibility. Since these protocols strictly adhere to TCP window dynamics, it would be hard to modify them to take into account timeliness requirements of real-time streams.

Another class of control mechanisms uses additive increase, multiplicative decrease (AIMD) in some form, but do not apply AIMD to a congestion window. The RAP protocol (Rate Adaptation Protocol) [22] employs an AIMD rate control algorithm based on regular acknowledgments sent by the receiver. The sender uses these acknowledgments to detect losses and estimate the RTT and timeout values. The sending rate is increased additively when there is no congestion, and it is decreased multiplicatively when a loss is detected. The source sending rate is changed by adjusting the time interval between the transmitted packets. Another AIMD protocol has been proposed in [23]. This scheme relies on regular RTP/RTCP [24] reports sent between sender and receiver to estimate the loss rates and round-trip times. In addition, they propose modifications to RTP that allow the protocol to estimate the bottleneck bandwidth using the packet pair technique proposed in [4]. An AIMD scheme based on these 3 estimates (loss rate, RTT and bottleneck bandwidth) is then used to control the sending rate. While AIMD schemes exhibit good response to transient changes in congestion, real-time streams find decreasing the sending rate in multiplicative order in response to a single loss to be unnecessarily severe (as it can noticeably decrease the user-perceived quality [25]). For this reason, equation-based control mechanism seem to be leading candidates for mechanisms to provide relatively smooth congestion control for real-time traffic.

Equation-based congestion control [19] is probably the class of control mechanisms the most remote from the control mechanisms of TCP. In these schemes, the sender uses an equation characterizing the allowed sending rate of a TCP connection as a function of the RTT and packet loss rate, and adjusts its sending rate according to those measured parameters. A key issue, when using these schemes, is of course to choose a reliable characterization of the TCP throughput. The TCP-Friendly protocols proposed in [25, 26] are based on the TCP response function first reported in [19] and later formalized in [27]. This function characterizes steady state throughput of a TCP connection as a function of the RTT and packet loss rate in absence of timeouts. Hence, it has been reported in [27] that this model is not accurate for loss rates higher than 5%. Another formulation of the TCP response function was derived in [28]. It states that the average throughput (in bytes/sec) of a TCP connection ($r_{TCP}$) is given by:

$$r_{TCP} = \frac{s}{t_{RTT} \sqrt{\frac{2}{3}} + t_{RTO} (3 \sqrt{\frac{2}{3}}) l (1 + 32t^2)} \tag{1}$$

where $s$ is the packet size, $t_{RTT}$ is the round trip time, $t_{RTO}$ is the TCP re-transmission timeout and $l$ is the frequency of loss indications per packet sent. Note that $l$ is not exactly equal to the packet loss rate but the latter provides an upper bound on the value of $l$ and can be used as an approximation.

Based on this model, Padhye and al. [28] proposed a scheme in which the receiver acknowledges each packet. At fixed time intervals, the sender estimates the packet loss rate experienced during the previous interval and updates the sending rate using equation (1). Since this scheme updates the sending rate at fixed time intervals, it is suitable for use with multimedia applications. But it has the disadvantage to
have a poor transient response at small time-scales. Besides, Floyd and al. recently proposed the TFRC protocol [29]. In TFRC, the sender explicitly adjusts its sending rate as a function of the measured rate of loss events, where a loss event consists of one or more packets dropped within a single RTT. Their algorithm for calculating the loss event rate is based on the method of Average Loss Interval. It offers a very good tradeoff between responsiveness to changes in congestion and avoidance of unnecessary abrupt shifts in the sending rate. Unfortunately, TFRC cannot be used, as such, with audio streams for two main reasons: first, because it requires the receiver to send feedback to the source at least once every RTT, which is not recommended when using RTCP for feedback collection; second, because the method of Average Loss Interval is not appropriate in the case where sources that adjust their sending rate by changing the packet size while keeping the interval between packets constant.

Our rate control scheme, which was adapted from the work of Padhye ([28]), will be described in section 5.

3 A utility function approach which accounts for delay

As mentioned above, the purpose of our work is to design an error control algorithm which is delay aware, namely, which incorporates the impact on the end-to-end delay in the choice of the FEC. To this end, we take a utility function approach. For users employing our audio application, we define the utility not only in terms of sound quality at the destination but also in terms of interactivity. In other words, we consider the utility (quality) as being a function of the encoding rate of audio received at the destination and of the end-to-end delay.

This utility function $f: \mathbb{R}^+ \times \mathbb{R}^+ \rightarrow [0, 1]$ was obtained as follows. We characterized separately:

the utility as a function of the encoding rate : $f_r: \mathbb{R}^+ \rightarrow [0, 1]$. There exists objective and subjective methods to assess the quality of an audio source as a function of the encoding rate. Objective methods use specific signal metrics to assess the quality, such signal-to-noise ration (SNR) [30]. These metrics, while easy to obtain, are only approximations for two main reasons. First, because
they are sensitive to the characteristics of the signal, and hence to the words being pronounced. Second, because they often fail to correlate with perception properties of the human hearing system [31]. Despite these limitations, a SNR model can still give insight into the audio quality. Moreover, operational SNR curves (on a linear scale from 0 to 1) can be modeled using negative exponentials, the quality increasing rapidly at low rates, and more moderately at higher rates. Therefore, we considered two utility functions of the form: \( f_r(x) = c_1 + c_2 e^{-\alpha x} \), where \( c_1 \) and \( c_2 \) are constants, selected so that \( f_r(64\text{Kbit/s}) = 1 \) and \( f_r(0) = 0 \). Figure 2(a) depicts two of these exponentials, corresponding respectively to \( \alpha = 0.0001 \) and \( \alpha = 0.00003 \). Quality assessment models based on subjective measurements provide more accurate results but are more difficult to obtain. A widely used model is MOS (Mean Opinion Scores) where the perceived quality is usually rated on a 1 to 5 scale. Utility functions for adaptive flows can be obtained using score tables (scaled down between 0 and 1), and interpolating between values to obtain piece-wise linear utility functions. We present such a function on Figure 2(a). Besides, exponentially-decay functions were introduced in [32] to describe utility curves for adaptive application. These curves account for the fact that the quality increases slowly at very low rates (below the minimum rate required by the application), then rapidly at intermediate rates and again slowly at higher rates. In this work, we restricted ourselves to consider strictly exponential curves, but more complex functions could be used for future work.

**the utility as a function of the end-to-end delay** : \( f_d : \mathbb{R}^+ \rightarrow [0, 1] \). Even though an objective and unique function cannot be set to describe the quality as a function of the end-to-end delay, various studies concluded that, for natural hearing, the end-to-end delay should be approximately 150 ms [5, 33]. While a lower delay cannot really be appreciated, delays above this threshold will be noticed by the users and will become a hindrance to interactivity. Moreover, it is also recognized that telephony users find delay of greater than about 300 ms more like half duplex connection than a conversation. These considerations lead us to consider utility curves like those represented on figure 2(b). These utility functions present the following behaviour: for delays below the critical threshold of 150 ms, the quality decreases very slowly as the users do not benefit from getting a lower end-to-end delay. Then, above this threshold, the quality drops steeply as any increase of the end-to-end delay hurts the interactivity. Then, above 300 ms, since the connection is considered as a half duplex conversation anyway, any further increase of the delay only slightly affects the quality (which is already low). Even tough it agrees with common intuition, the nature of the exact behaviour of this function remains out of the scope of this study. Our goal is not to validate
a particular utility function but rather to show that the use of this kind of function allows to incorporate the impact on the end-to-end delay in the choice of FEC. To this end, we considered a set of utility functions of the form:

\[
f_d(x) = \begin{cases} 
1 - \gamma_1 x & \text{if } x \leq 150 \\
b_1 \tanh(\beta(x - b_2)) + b_3 & \text{if } 150 < x < 300 \\
1 - \delta - \gamma_2 x & \text{if } x \geq 300 
\end{cases}
\]

where \( x \) is the end-to-end delay (in ms), \( \gamma_1, \beta \) and \( \gamma_2 \) are parameters representing the steepness of the decrease in each of the 3 regions and \( \delta \) determines the difference between the full and the half-duplex quality. \( b_1, b_2 \) and \( b_3 \) are constants selected to ensure the continuity of \( f_d \). The utility functions depicted on figure 2 (b) were obtained by tuning these parameters. A user will opt for either one or the other depending on the importance she attaches to the end-to-end delay.

Then, the global utility is defined as the product of \( f_d \) and \( f_r \):

\[
f(x, y) = f_r(x) f_d(y)
\]

where \( x \) and \( y \) represent respectively the reconstructed rate at the destination and the end-to-end delay. Such a function is depicted on figure 3.

Note that the packet loss rate after reconstruction also impacts the quality. Many codecs employ various concealment techniques which are able to mask such losses as long as \( PLR_{after\,reconstruct} \leq PLR_{max} \) where the threshold \( PLR_{max} \) depends on the codec. We could have incorporated this in our utility function approach. However, for tractability, we have chosen to express this as a constraint, namely, we accept only encodings such that \( PLR_{after\,reconstr} \leq PLR_{max} \). Whether there is value in incorporating \( PLR_{after\,reconstr} \) in the utility function, and how to do it, is the object of future research.

In the simulation we have performed, we have used various values for the parameters of the utility functions.

4 Our joint rate/error/delay control

Once we have determined the influence of the end-to-end delay on the quality (utility) of the call, our goal is to find the best redundant information that will maximize the perceived quality at the receiver. This is the purpose of this section.

Consider a source with the flexibility to encode its samples at a rate \( x \in [0, X_{\text{max}}] \) (we suppose \( X_{\text{max}} \) to be 64 Kbits/s). The quality of the voice call is characterized by a function \( f : \mathbb{R}^+ \times \mathbb{R}^+ \to [0, 1] \) of (1) the reconstructed rate at the destination and (2) the end-to-end delay.

The source transmits voice packets to a destination over an unreliable network characterized by:

**a packet loss process**: \( Y_i \) which we suppose to be a Gilbert process where \( Y_i \in \{0, 1\} \) (see section 2.2).

If the \( i \)th packet is received at the destination, then \( Y_i = 0 \), otherwise, \( Y_i = 1 \). The parameters \( p \) and \( q \) of the Gilbert model are estimated on-line at the receiver using the maximum likelihood estimator.

**a delay distribution.** We don’t make any assumption about the distribution of delays in the network. Rather do we consider the 99% percentile of the delays experienced by the voice packets, which we call \( d_{\text{net}} \). \( d_{\text{net}} \) actually represents the playout delay of the voice packets and is estimated at the destination as described in [34].
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The parameters $p$, $q$ and $d_{\text{net}}$ (which are all estimated on-line at the receiver) are sent back to the source via the application specific part (APP) of the RTCP receiver reports.

Let $R_{\text{max}}$ be the rate available for the audio flow. $R_{\text{max}}$ is the result of our TCP-Friendly rate control scheme (which is described in the next section) and is updated upon reception of an RTCP receiver report.

Then, consider that we use the IETF FEC scheme described above to recover from packet losses. Let $K - 1$ denote the maximum number of redundant pieces of information sent along with the primary information. Thus, packet $n$ carries information about at most (i.e., a subset of) packets $n - 1, \ldots, n - K + 1$. Therefore the total number of copies (encoded at different rates, including 0) of a given packet sent by the source is equal to K. The optimal value of $K$ is a priori unknown and is supposed to be in $[1, K_{\text{max}}]$. In practice, the larger $K$, the longer the destination has to wait to receive the redundant information, and thus, the longer the end-to-end delay. Let $\tau_K$ represent the delay introduced by the use of FEC. $\tau_K$ is the delay between sending the first and the last copy of a given packet and can thus be written as follows: $\tau_K = (K - 1) \text{packetInt}$, where $\text{packetInt}$ is the time interval between two consecutive audio packets.

Further, define the random variable $\Delta$ to be $\Delta = \{i \mid Y_i = 0, i = 1, \ldots, K\}$, namely the set of copies of a given packet that are received at the destination.

Then, our problem can be stated as follows: Given that we can send at most $K_{\text{max}}$ copies of each voice packets, find the optimal number of copies to send, and the optimal encoding rate for each copy, so as to maximize the quality of the voice call subject to the rate constraint. Mathematically, it gives the following optimization problem (which we call P1):

$$\begin{align*}
\text{maximize} & \quad \sum_{\Delta \subseteq \{1, \ldots, K\}} P(\Delta) \max_{i \in \Delta} f(x_i, d_{\text{net}} + \tau_K) \\
\text{subject to} & \quad \sum_{i=1}^{K} x_i + R_{\text{overhead}} \leq R_{\text{max}} \\
 & \quad x_i \geq 0, \ i = 1, \ldots, K \\
 & \quad \text{PLR}_{\text{after reconstr}} \leq \text{PLR}_{\text{max}}
\end{align*}$$

where $x_i$ is the encoding rate of the copy placed in $i$th position in the stream ($i = 1$ corresponds to the primary information); $P(\Delta)$ is the probability to receive the set $\Delta$; $R_{\text{overhead}}$ is the bandwidth overhead of the IP/UDP/RTP headers, $\text{PLR}_{\text{after reconstr}}$ is the packet loss rate after reconstruction and $\text{PLR}_{\text{max}}$ is the maximum acceptable value for $\text{PLR}_{\text{after reconstr}}$. The choice of a value for $\text{PLR}_{\text{max}}$ mainly depends on the efficiency of the error resilience scheme used at the receiver. Typical values of $\text{PLR}_{\text{max}}$ range between 5 and 10% [35].

The objective function above represents the average quality measured at the destination. This model assumes that different copies of a given packet cannot be combined to produce a better quality copy of the original packet. We rather assume that the receiver will send to its audio driver the best copy (i.e. leading to the highest quality) it has received of a given packet. The formulation of the objective function could be different if we used layered of multiple description coding schemes for audio. But this is kept for future work.

The problem above appears to be, in general, difficult to solve but a careful analysis of the objective function allowed us to derive solutions for $K_{\text{max}}$ up to 5. The methodology remains the same for greater values of $K_{\text{max}}$ but the main burden is that the number of terms in the sum grows exponentially with
$K$, and there is no generic formulation to express the probabilities associated to each term as a function of $K$. For further details about the resolution of the optimization problem, one can refer to appendix A. In the following, we just describe the general characteristics of the results:

- $x_1 \geq x_i, \forall i = 1, \ldots, K$: the primary information should always be encoded using the best quality encoding among those used to encode the different copies.

- if $p + q < 1$, $x_1 \geq x_K \geq x_i, \forall i = 1, \ldots, K$: it pays to use good quality coders to encode the end packets. Furthermore, for a given number of copies to send, the larger $K$, the better the audio quality at the destination, but also the larger the end-to-end delay. In this case, our algorithm allows to find the good tradeoff between quality of the reconstructed signal and delay.

- if $p + q > 1$, $x_1 \geq x_2 \geq \ldots \geq x_K, \forall i = 1, \ldots, K$: the redundant copies should closely follow the primary packet and the quality of the encodings should decrease as the copies are moved away from the primary packet.

5 The TCP-Friendly rate control module

Our rate control scheme is based on the Real-Time Transport Protocol (RTP). RTP [24] provides end-to-end delivery services for data with real-time characteristics such as audio and video. Those services include payload type identification, sequence numbering, timestamping and delivery monitoring. The control part of RTP, called RTCP, enables the end-systems to send reports about the quality of the connection. Specifically, the RTCP reports include information about the packet loss rates and delays noticed in the network. As advised in [24], RTCP reports are sent periodically, every 5s in average.

In our rate control scheme, the sender performs equation-based congestion control based on feedback information contained in RTCP reports. In details, it works as follows: about every 5s, the receiver issues an RTCP report containing the packet loss rate experienced since sending the last report and various timestamps. After receiving the $n$th RTCP receiver report, the sender estimates the bandwidth share it should be using as follows:

- It computes the round-trip-time, $t_{RTO_n}$, using the timestamps contained in this report and updates the TCP timeout value ($t_{RTO_n}$) accordingly.

- To avoid reactions to sudden loss peaks in the network, it maintains an Exponentially Weighted Moving Average of the packet loss rate:

$$PLR_n = (1 - \alpha) PLR_{n-1} + \alpha PLR$$

(2)

where PLR is the packet loss rate reported in the RTCP packet and $\alpha$ is the smoothing factor set here to 0.3. This value was also suggested in [36].

- Then, it estimates the TCP-Friendly rate $r_{TCP_n}$ (in bytes/sec) using equation (1) with the parameters $t_{RTT_n}$, $t_{RTO_n}$ and $PLR_n$. The value of $s$ is set to the packet size of a competing TCP connection. Typically, $s$ can be set to 576 Bytes (MSS) or 1500 Bytes (MTU).

- And finally, it updates the sending rate ($r_n$) as follows:
Our rate control protocol competing with TCP.

if \( r_{TCP_n} < r_{n-1} \)

decrease the sending rate to \( r_{TCP_n} \)

else \( r_{AI} = r_{n-1} + \frac{4T}{RTT_n} \)

increase the sending rate to \( \min[r_{TCP_n}, r_{AI}] \)

where \( T \sim 5s \) is the time elapsed since receiving the last RTCP report and \( r_{AI} \) is the rate that a TCP connection would have reached by increasing its congestion window by one packet every round trip time. This last condition was introduced to make sure that our audio flow does not increase its bandwidth share faster than a TCP connection sharing the same link.

The audio source then adjusts its sending rate by changing the packet size, the time interval between packets remaining constant. Usually, audio packets are generated every 20, 40 or 80ms. In this work, we fixed this interval to 20ms. We have tested our rate control protocol in the ns [37] simulator. Figure 4 illustrates the fairness of our protocol when competing with TCP Sack traffic in a RED queue. In these simulations, \( n \) TCP Friendly and \( 2n \) TCP flows share a common bottleneck. Graphs show the mean throughput of each type of flow, averaged over the last 300s of simulation and over all the connections, and normalized so that a value of 1 corresponds to a fair share of the bandwidth. Each point on this graph represents the results averaged over 5 simulation runs and the corresponding confidence intervals. This figure shows that our rate control protocol co-exists fairly with TCP under a wide range of network conditions.

6 Simulation examples

We implemented and tested our delay aware error control scheme in the ns2 simulator [37]. This section presents a summary of our results. Two types of IP networks were considered: (1) Single Class Best-Effort networks (that we call 'Flat' networks) and (2) Alternative Best-Effort networks.

6.1 Flat Best-Effort Networks

This section investigates the behaviour of our scheme under a wide range of loss conditions. We consider a simple scenario where \( n \) audio (TCP-Friendly) flows and \( 3n \) Sack TCP flows share a single bottleneck...
link. The packet loss rate experienced by the connections is varied artificially by changing the number of connections sharing the link. Figures 6.1(a) and (b) represent respectively the packet loss rate experienced by audio flows and the corresponding TCP-Friendly rate constraint as a function of the number of connections sharing the link. The bottleneck bandwidth is 15Mbits/s and the one-way propagation delay (without queuing) is the same for all connections and is fixed at 110ms. The graphs show the mean values averaged over the last 300s of simulation and over all connections. Each point on this graph represents the results averaged over 5 simulation runs and the corresponding 99% confidence intervals. For our experiments, the parameter $PLR_{max}$ was set to 5%.

As explained in Section 3, various values can be used for the parameters of the utility function $f = f_r f_d$. Figure 6.1(c) shows the mean utility obtained by the sources for three different parameter settings of $f_r$, for a fixed $f_d = f_{d2}$ (see Figure 2(b)). The results obtained with the piecewise linear $f_r$ (MOS) and with the exponential of parameter $\alpha = 0.0001$ (exponential 1 on the figure) were extremely close to each other and the results obtained with the exponential of parameter $\alpha = 0.00003$ differ slightly in the way they spread the rate among the different copies. In all cases, the end-to-end delay (including FEC) was the same. In the rest of the paper, all the results shown were obtained using the exponential of parameter $\alpha = 0.0001$ for $f_r$. We now consider three different utility functions, which are defined as follows: Utility $i = f_r f_{d_i}$, for $i \in \{1, 2, 3\}$ where the functions $f_{d_i}$ are the one depicted in Figure 2(b). Utility 1 corresponds to a source that does not attach much importance to the delay. Utility 3 characterizes a source for which delay is an important issue and Utility 2 represents a good tradeoff between delay and audio distortion issues.

Figures 6.1(d), (e) and (f) compare the mean utility obtained when using the delay aware FEC to the one obtained when using the FEC scheme proposed in [26] (which we will refer to as classical FEC) for the three utility functions of interest. For clarity, we do not show confidence intervals but we just mention that they were small ($< 2\%$). On these figures, each curve corresponds to a particular parameter setting (i.e. value of K) of the classical FEC scheme. As one can see, there is no optimal setting of the classical FEC which maximizes the utility in all loss conditions. The delay aware scheme (bold curve on the figures), in return, always chooses the optimal amount of FEC (i.e. yielding the maximal utility) depending on network conditions. Figures 6.1(g), (h) and (i) show the corresponding end-to-end delays (including the FEC-induced delay) obtained with each scheme. One can observe that, in the delay aware scheme, the end-to-end delay is adapted, depending on loss conditions. The delay is kept small when the losses are moderate and is increased when the losses become more significant. Moreover, when comparing figures 6.1(g), (h) and (j), one can see that, depending on the importance the user attaches to the end-to-end delay, the amount of redundancy used is increased more or less rapidly as the loss rate increases. The same simulations were performed with smaller values of the propagation delay (see Figure 6 where the propagation delay is 50ms) and showed that, in the case where this delay is very small (i.e. 50 to 80ms), the delay aware scheme leads to performances similar to the classical FEC with parameter $K = 3$ or $K = 4$, which could have been expected since, in this case, the delay induced by the FEC has no consequence on the perceived quality (because we stay below the critical threshold of 150ms).

In the light of these results, we can conclude that the delay aware scheme increases the utility by avoiding a source wasting delay using FEC when it is not necessary (and when it could hurt the perceived quality).
Figure 5: Packet loss rate (a). TCP-Friendly rate (b). Utility for different $f_r$ (c). Utility of delay aware FEC vs classical FEC for (d) $f_d = f_{d1}$; (e) $f_d = f_{d2}$; (f) $f_d = f_{d3}$. e2e delay (including FEC) of delay aware FEC vs classical FEC for (g) $f_d = f_{d1}$; (h) $f_d = f_{d2}$; (i) $f_d = f_{d3}$. 
Figure 6: Packet loss rate (a). TCP-Friendly rate (b). Utility for different $f_r$ (c). Utility of delay aware FEC vs classical FEC for (d) $f_d = f_{d1}$, (e) $f_d = f_{d2}$, (f) $f_d = f_{d3}$. e2e delay (including FEC) of delay aware FEC vs classical FEC for (g) $f_d = f_{d1}$, (h) $f_d = f_{d2}$, (i) $f_d = f_{d3}$. 
6.2 Alternative Best-Effort Networks

Before presenting the results obtained in the context of ABE Networks, we (very) briefly introduce the ABE service and the question we aim to answer.

**What is ABE?** ABE is a novel service for IP networks which offers applications the trade-off between receiving a lower end-to-end delay or more overall throughput. With ABE, every best-effort packet is marked either *green* or *blue*. Green packets are guaranteed a low bounded delay at every router, but, in return, are more likely to be dropped during periods of congestion than blue. As a consequence, in the framework of rate controlled applications (i.e., TCP-Friendly), green packets will typically receive less throughput than blue ones. At this point, the following question arises: *is it worth being green?* Indeed, green packets receive a smaller delay, but they experience more losses. These losses can be repaired using FEC but at the expense of an *increase of the end-to-end delay*. In what follows, we make use of our delay aware scheme to provide an answer to this question.

We considered a topology consisting of 2 consecutive bottleneck links. \( n \) Long flows traverse both bottlenecks, \( n \) small flows traverse only the first link and \( n \) small flows traverse only the second link. The adaptive audio applications represent one third of the connections of each type, the other two thirds are Sack TCP connections. Among the adaptive applications, half are green (i.e., use only green packets) and half are blue. Sack TCP connections use blue packets. Other flow repartitions, which are not covered here, were simulated and lead us to similar conclusions to the one presented here.

Let us first consider the case of small flows. Figures 7(a) and (b) show the packet loss rates and the corresponding TCP-Friendly rate constraint for small green and blue flows. The bottleneck bandwidth is 5Mbits/s and the propagation delay is 50ms. Figure 7(c) depicts the 99% percentile of the end-to-end delay (non including the FEC) experienced by green and blue packets. The tradeoff of delay and loss (or equivalently throughput) appears clearly on these three figures. Figures 7(d), (e) and (f) present the utility received by the flows for the three utility functions of interest: Utility 1, 2 and 3 (see description above) respectively. From these graphs, one can see that, when the delays are small, the difference between the utilities of blue and green flows is minor. It is even more visible in the case where Utility 2 (which represents, in our opinion, a good tradeoff between delay and distortion of audio at destination) is used.

Secondly, we consider large flows. The propagation delay is now 90ms. Figures 7(g), (h) and (i) show respectively the packet loss rate, TCP-Friendly rate constraint and the 99% percentile of the delays in the network for green and blue flows. The utility values obtained in these cases are depicted in Figures 7(j), (k) and (l), for the three utility functions of interest. In this case, one can notice that the difference between the utilities received by green and blue flows is much higher. Furthermore, figures 7(k) and (l) clearly show that, a user who attaches at least a some small importance to the end-to-end delay will benefit from being green, up to a certain level of network congestion where the available rate becomes an impediment and the source could choose to switch to being blue in order to increase its throughput. It is up to the source to determine when it is better to switch from one color to another. This result tends to indicate that there is a need for color choosing algorithm for audio sources using ABE. On the other hand, a user who does not care about delay (see figure 7(j)), will probably choose the blue service in all cases. That makes perfect sense in the context of ABE, which has been designed to improve the performances of time constrained applications, while not hurting the other flows (elastic flows).
Figure 7: Small flows: Packet loss rate (a). TCP-Friendly rate (b). 99% percentile of e2e delay (not including FEC) (c). Utility for (d) $f_d = f_{d1}$, (e) $f_d = f_{d2}$, (f) $f_d = f_{d3}$. Long flows: Packet loss rate (g). TCP-Friendly rate (h). 99% percentile of e2e delay (without FEC) (i). Utility for (j) $f_d = f_{d1}$, (k) $f_d = f_{d2}$, (l) $f_d = f_{d3}$. 
Figure 8 shows the results obtained with a bottleneck bandwidth of 15Mbits/s. The conclusions remain the same as in the previous case.

From these results, we conclude that (time sensitive) audio applications benefit, when using ABE, from being green except when the network is very badly congested or in trivial cases when the delay is extremely small anyway.

7 Conclusions

In this paper, we presented an adaptive error control scheme for audio which is delay aware, namely, which incorporates the impact on the end-to-end delay in the choice of the FEC. To this end, we took a utility function approach and we defined the quality as being a function of the encoding rate received at destination and of the end-to-end delay. We formalized our control problem as an optimization problem and solved it numerically and theoretically.

We showed by simulation that the delay aware scheme does avoid that a source waste delay using FEC when it is not necessary. Moreover, using our scheme in the framework of Alternative Best Effort networks, we showed that there is a real benefit for audio applications, to use the low delay class of the service.

We are pursuing this work in several directions. One is to implement the delay aware scheme in a real audio software (such as the Robust Audio Tool [38]). Another is to develop Color Choosing algorithms for audio sources using the ABE service. Yet another one is to use the same utility function approach with other audio coding schemes such as multiple description coding.

A The optimization problem

In this section, we describe the method used to solve the problem P1, which we can rewrite as follows:

$$1 \leq K \leq K_{max}, \quad \mathcal{Z}^K = (x_1, \ldots, x_K) \in [0, X_{max}]^K \quad \max F_K(K, \mathcal{Z}^K)$$

subject to

$$\sum_{i=1}^{K} x_i + R_{overhead} \leq R_{max}$$

$$PLR_{after\, reconstr} \leq PLR_{max}$$

with $F_K(K, \mathcal{Z}^K) = \sum_{\Delta \subseteq \{1, \ldots, K\}} P(\Delta) \max_{i \in \Delta} f(x_i, d_{net} + \tau_K)$. For clarity, we use the notation $F_K(K, \mathcal{Z}^K) = F_K$ when the context permits. In the following, we give the details for $K_{max} = 5$. We have:

$$F_1 = \frac{q}{p+q} f(x_1, d_{net} + \tau_1)$$

$$F_2 = \frac{q}{p+q} (1-p) \max_{i \in \{1, 2\}} f(x_i, d_{net} + \tau_2) + \frac{pq}{p+q} f(x_1, d_{net} + \tau_2) + \frac{pq}{p+q} f(x_2, d_{net} + \tau_2)$$

$$F_3 = \frac{q}{p+q} (1-p)^2 \max_{i \in \{1, 2, 3\}} f(x_i, d_{net} + \tau_3) + \frac{pq}{p+q} (1-p) \max_{i \in \{1, 2\}} f(x_i, d_{net} + \tau_3)$$

$$+ \frac{pq^2}{p+q} \max_{i \in \{1, 3\}} f(x_i, d_{net} + \tau_3) + \frac{pq}{p+q} (1-p) \max_{i \in \{2, 3\}} f(x_i, d_{net} + \tau_3)$$

$$+ \frac{pq}{p+q} (1-q) f(x_1, d_{net} + \tau_3) + \frac{pq^2}{p+q} f(x_2, d_{net} + \tau_3) + \frac{pq}{p+q} (1-q) f(x_3, d_{net} + \tau_3)$$
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Figure 8: Small flows: Packet loss rate (a). TCP-Friendly rate (b). 99% percentile of e2e delay (not including FEC) (c). Utility for (d) $f_d = f_{a1}$, (e) $f_d = f_{a2}$, (f) $f_d = f_{a3}$. Long flows: Packet loss rate (g). TCP-Friendly rate (h). 99% percentile of e2e delay (without FEC) (i). Utility for (j) $f_d = f_{a1}$, (k) $f_d = f_{a2}$, (l) $f_d = f_{a3}$. 
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\[ F_4 = \frac{q}{p+q} (1-p)^3 \max_{i \in \{1,2,3,4\}} f(x_i, d_{net} + \tau_i) + \frac{pq}{p+q} (1-p)^2 \max_{i \in \{1,2,3\}} f(x_i, d_{net} + \tau_i) \\
+ \frac{pq^2}{p+q} (1-p) \max_{i \in \{1,2,4\}} f(x_i, d_{net} + \tau_4) + \frac{pq^2}{p+q} (1-p) \max_{i \in \{1,3,4\}} f(x_i, d_{net} + \tau_4) \\
+ \frac{pq^2}{p+q} (1-p)^2 \max_{i \in \{2,3,4\}} f(x_i, d_{net} + \tau_4) + \frac{pq}{p+q} (1-p)(1-q) \max_{i \in \{1,2\}} f(x_i, d_{net} + \tau_4) \\
+ \frac{pq^2}{p+q} (1-p) \max_{i \in \{1,3\}} f(x_i, d_{net} + \tau_4) + \frac{pq^2}{p+q} (1-p) \max_{i \in \{1,4\}} f(x_i, d_{net} + \tau_4) \\
+ \frac{pq}{p+q} (1-p) \max_{i \in \{2,3\}} f(x_i, d_{net} + \tau_4) + \frac{pq}{p+q} (1-p)(1-q) \max_{i \in \{1,4\}} f(x_i, d_{net} + \tau_4) \\
+ \frac{pq^2}{p+q} (1-p)(1-q) \max_{i \in \{1,2,3\}} f(x_i, d_{net} + \tau_4) + \frac{pq^2}{p+q} (1-p)(1-q) \max_{i \in \{1,2,4\}} f(x_i, d_{net} + \tau_4) \\
+ \frac{pq^2}{p+q} (1-p)(1-q) \max_{i \in \{1,3,4\}} f(x_i, d_{net} + \tau_4) + \frac{pq}{p+q} (1-p)(1-q) \max_{i \in \{1,3,4\}} f(x_i, d_{net} + \tau_4) \\
+ \frac{pq}{p+q} (1-p)(1-q) \max_{i \in \{1,4,5\}} f(x_i, d_{net} + \tau_4) + \frac{pq^2}{p+q} (1-p)(1-q) \max_{i \in \{1,4,5\}} f(x_i, d_{net} + \tau_4) \\
+ \frac{pq^2}{p+q} (1-p)(1-q) \max_{i \in \{2,3,4\}} f(x_i, d_{net} + \tau_4) + \frac{pq^2}{p+q} (1-p)(1-q) \max_{i \in \{2,3,5\}} f(x_i, d_{net} + \tau_4) \\
+ \frac{pq^2}{p+q} (1-p)(1-q) \max_{i \in \{2,4,5\}} f(x_i, d_{net} + \tau_4) + \frac{pq}{p+q} (1-p)(1-q) \max_{i \in \{2,4,5\}} f(x_i, d_{net} + \tau_4) \\
+ \frac{pq}{p+q} (1-p)(1-q)^2 \max_{i \in \{1,2\}} f(x_i, d_{net} + \tau_5) + \frac{pq^2}{p+q} (1-p)(1-q)^2 \max_{i \in \{1,2\}} f(x_i, d_{net} + \tau_5) \\
+ \frac{pq^2}{p+q} (1-p)^2 \max_{i \in \{1,2,3\}} f(x_i, d_{net} + \tau_5) + \frac{pq^2}{p+q} (1-p)^2 \max_{i \in \{1,2,4\}} f(x_i, d_{net} + \tau_5) \\
+ \frac{pq^2}{p+q} (1-p)^2 \max_{i \in \{1,2,5\}} f(x_i, d_{net} + \tau_5) + \frac{pq^2}{p+q} (1-p)^2 \max_{i \in \{1,3,4\}} f(x_i, d_{net} + \tau_5) \\
+ \frac{pq^2}{p+q} (1-p) \max_{i \in \{1,3,5\}} f(x_i, d_{net} + \tau_5) + \frac{pq^2}{p+q} (1-p) \max_{i \in \{1,4,5\}} f(x_i, d_{net} + \tau_5) \\
+ \frac{pq^2}{p+q} (1-p) \max_{i \in \{2,3,4\}} f(x_i, d_{net} + \tau_5) + \frac{pq^2}{p+q} (1-p) \max_{i \in \{2,3,5\}} f(x_i, d_{net} + \tau_5) \\
+ \frac{pq^2}{p+q} (1-p) \max_{i \in \{2,4,5\}} f(x_i, d_{net} + \tau_5) + \frac{pq^2}{p+q} (1-p) \max_{i \in \{3,4\}} f(x_i, d_{net} + \tau_5) \\
+ \frac{pq^2}{p+q} (1-p) \max_{i \in \{3,5\}} f(x_i, d_{net} + \tau_5) + \frac{pq}{p+q} (1-p)(1-q) \max_{i \in \{3,5\}} f(x_i, d_{net} + \tau_5) \\
+ \frac{pq^2}{p+q} (1-p)(1-q)^2 \max_{i \in \{1,3\}} f(x_i, d_{net} + \tau_5) + \frac{pq^2}{p+q} (1-p)(1-q)^2 \max_{i \in \{1,3\}} f(x_i, d_{net} + \tau_5) \\
+ \frac{pq^2}{p+q} (1-p)^2 \max_{i \in \{1,4\}} f(x_i, d_{net} + \tau_5) + \frac{pq^2}{p+q} (1-p)^2 \max_{i \in \{1,4\}} f(x_i, d_{net} + \tau_5) \\
+ \frac{pq^2}{p+q} (1-p) \max_{i \in \{2,3\}} f(x_i, d_{net} + \tau_5) + \frac{pq}{p+q} (1-p)(1-q) \max_{i \in \{2,5\}} f(x_i, d_{net} + \tau_5) \\
+ \frac{pq^2}{p+q} (1-p) \max_{i \in \{2,4\}} f(x_i, d_{net} + \tau_5) + \frac{pq}{p+q} (1-p)(1-q) \max_{i \in \{2,4\}} f(x_i, d_{net} + \tau_5) \\
+ \frac{pq}{p+q} (1-p)(1-q) \max_{i \in \{2,5\}} f(x_i, d_{net} + \tau_5) + \frac{pq}{p+q} (1-p)(1-q) \max_{i \in \{3,5\}} f(x_i, d_{net} + \tau_5) \\
+ \frac{pq}{p+q} (1-p)(1-q)^2 \max_{i \in \{1,5\}} f(x_i, d_{net} + \tau_5) + \frac{pq^2}{p+q} (1-p)(1-q)^2 \max_{i \in \{1,5\}} f(x_i, d_{net} + \tau_5) \\
+ \frac{pq}{p+q} (1-p)^2 \max_{i \in \{3,5\}} f(x_i, d_{net} + \tau_5) + \frac{pq^2}{p+q} (1-p)^2 \max_{i \in \{3,5\}} f(x_i, d_{net} + \tau_5) \\
+ \frac{pq}{p+q} (1-p) \max_{i \in \{4,5\}} f(x_i, d_{net} + \tau_5) + \frac{pq}{p+q} (1-p) \max_{i \in \{4,5\}} f(x_i, d_{net} + \tau_5) \\
+ \frac{pq}{p+q} (1-q)^3 f(x_1, d_{net} + \tau_5) + \frac{pq^2}{p+q} (1-q)^2 f(x_2, d_{net} + \tau_5) \\
+ \frac{pq^2}{p+q} (1-q)^2 f(x_3, d_{net} + \tau_5) + \frac{pq^2}{p+q} (1-q)^2 f(x_4, d_{net} + \tau_5) \\
+ \frac{pq}{p+q} (1-q)^3 f(x_5, d_{net} + \tau_5) \\
\]
The original maximization problem can therefore be divided into the sub-problems of finding the constrained maxima of $F_K(K, \bar{x}^K)$, $K = 1, \ldots, K_{\text{max}}$, where $\bar{x}^K$ is the variable and $K$ is fixed.

Still, the maximization of $F_K$ is made difficult by the presence of the $\text{max}$ functions. To get around this, we partitioned $\mathbb{R}^K$ into $2^{K-1}$ sub-spaces $\sigma_i$ characterized by $\{x_j < x_k < \ldots < x_l\}$ where $\{j, k, \ldots, l\}$ are all the permutations of the set $\{1, \ldots, K\}$. Considering $F_K$ over each of these sub-spaces allowed to remove the $\text{max}$ functions. Moreover, we could identify the subspaces in which the maxima of $F_K$ occur. These subspaces depend on the values of $p$ and $q$. And we could finally rewrite the optimization problem P1 into the problem P2:

$$\text{maximize } \max_{1 \leq K \leq K_{\text{max}}} \mathbb{R}_K \mathbb{K}^{\times K} F_K(K, \bar{x}^K)$$

subject to the same constraints as P1. Where the function $F_K$ are defined as follows:

$$F_1 = \frac{q}{p+q} f(x_1, d_{\text{net}} + \tau_1)$$

$$F_2 = \frac{q}{p+q} f(x_1, d_{\text{net}} + \tau_2) + \frac{pq}{p+q} f(x_2, d_{\text{net}} + \tau_2)$$

if $p + q < 1$

$$F_3 = \frac{q}{p+q} f(x_1, d_{\text{net}} + \tau_3) + \frac{pq^2}{p+q} f(x_2, d_{\text{net}} + \tau_3)$$

$$+ \frac{pq}{p+q} (2 - p - q) f(x_3, d_{\text{net}} + \tau_3)$$

(10)

$$F_4 = \frac{q}{p+q} f(x_1, d_{\text{net}} + \tau_4) + \frac{pq^2}{p+q} (2 - p - q) f(x_2, d_{\text{net}} + \tau_4)$$

$$+ \frac{pq}{p+q} (1 - q) f(x_3, d_{\text{net}} + \tau_4)$$

$$+ \frac{pq}{p+q} (3 - 3p + p^2 + 2pq - 3q + q^2) f(x_4, d_{\text{net}} + \tau_4)$$

(11)

$$F_5 = \frac{q}{p+q} f(x_1, d_{\text{net}} + \tau_5) + \frac{pq^2}{p+q} (pq + (1 - q)^2) f(x_2, d_{\text{net}} + \tau_5)$$

$$+ \frac{pq}{p+q} (2(1 - p)(1 - q) + (1 - q)^2 + (1 - p)^2) f(x_3, d_{\text{net}} + \tau_5) + \frac{pq^2}{p+q} (1 - q)^2 f(x_4, d_{\text{net}} + \tau_5)$$

$$+ \frac{pq}{p+q} ((1 - p)(1 - q)^2 + (1 - p)^2(1 - q) + (1 - q)^3 + 2pq(2 - p - q)$$

$$+ (1 - p)^3) f(x_5, d_{\text{net}} + \tau_5)$$

(12)

if $p + q > 1$

$$F_3 = \frac{q}{p+q} f(x_1, d_{\text{net}} + \tau_3) + \frac{pq}{p+q} f(x_2, d_{\text{net}} + \tau_3)$$

$$+ \frac{pq}{p+q} (1 - q) f(x_3, d_{\text{net}} + \tau_3)$$

(13)

$$F_4 = \frac{q}{p+q} f(x_1, d_{\text{net}} + \tau_4) + \frac{pq}{p+q} f(x_2, d_{\text{net}} + \tau_4)$$

$$+ \frac{pq}{p+q} (1 - q) f(x_3, d_{\text{net}} + \tau_4) + \frac{pq}{p+q} (1 - q)^2 f(x_4, d_{\text{net}} + \tau_4)$$

(14)

$$F_5 = \frac{q}{p+q} f(x_1, d_{\text{net}} + \tau_5) + \frac{pq}{p+q} f(x_2, d_{\text{net}} + \tau_5)$$

$$+ \frac{pq}{p+q} (1 - q) f(x_3, d_{\text{net}} + \tau_5) + \frac{pq}{p+q} (1 - q)^2 f(x_4, d_{\text{net}} + \tau_5)$$

$$+ \frac{pq}{p+q} (1 - q)^3 f(x_5, d_{\text{net}} + \tau_5)$$

(15)
<table>
<thead>
<tr>
<th>$K$</th>
<th>Redundancy</th>
<th>$PLR_{\text{after reconstr}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>none</td>
<td>$p/(p+q)$</td>
</tr>
<tr>
<td>2</td>
<td>-1</td>
<td>$(p(1-q))/(p+q)$</td>
</tr>
<tr>
<td>3</td>
<td>-2</td>
<td>$(p^2q + p(1-q)^2)/(p+q)$</td>
</tr>
<tr>
<td></td>
<td>-1-2</td>
<td>$(p(1-q)^2)/(p+q)$</td>
</tr>
<tr>
<td>4</td>
<td>-3</td>
<td>$(p(3pq - p^2q - 2q^2p + (1-q)^3))/(p+q)$</td>
</tr>
<tr>
<td></td>
<td>-1-3</td>
<td>$(p(1-q)(pq + (1-q)^2))/(p+q)$</td>
</tr>
<tr>
<td></td>
<td>-1-2-3</td>
<td>$p(1-q)^3/(p+q)$</td>
</tr>
<tr>
<td>5</td>
<td>-4</td>
<td>$(p^2q((1-p)^2 + 2(1-p)(1-q) + 3(1-q)^2) + p^2q^2 + p(1-q)^4))/(p+q)$</td>
</tr>
<tr>
<td></td>
<td>-2-4</td>
<td>$(p^3q^2 + 2p^2q(1-q)^2 + p(1-q)^4)/(p+q)$</td>
</tr>
<tr>
<td></td>
<td>-1-2-4</td>
<td>$(p^2q(1-q)^2 + p(1-q)^4)/(p+q)$</td>
</tr>
<tr>
<td></td>
<td>-1-2-3-4</td>
<td>$(p(1-q)^4)/(p+q)$</td>
</tr>
</tbody>
</table>

Table 1: Loss rates after reconstruction. Note: in the column Redundancy, -1-2 means that packets $n-1$ and $n-2$ were sent in packet $n$.

The constraint on the packet loss rate after reconstruction can be formulated as a set of constraints on the values of $x^K = (x_1, \ldots, x_K)$. Actually, table A shows $PLR_{\text{after reconstr}}$ for a given amount of redundancy. Hence, a maximum value for $PLR_{\text{after reconstr}}$ amounts to imposing a minimum amount of redundancy. If $r_0$ denotes the minimum rate used to encode audio samples, $PLR_{\text{after reconstr}} < PLR_{\text{max}}$ is equivalent to $x_i \geq r_0$, for all $i$ in the minimal set of copies which yield a packet loss rate smaller than $PLR_{\text{max}}$.

Once the formulation of the original problem is simplified, the maximization of the objective functions $F_K, K = 1, \ldots, K_{\text{max}}$ can be carried out using classical methods, the choice of method dependant on the utility function $f(x,y)$. If $f(x,y)$ is differentiable with respect to $x$ and strictly concave, the maximizing values $x^K$ can be found by the Lagrangian method. If $f(x,y)$ is a non-linear concave function of $x$, numerical methods such as SQP (Sequential Quadratic Programming) can be used. In addition, if $f(x,y)$ is a piecewise linear function of $x$, linear programming methods provide a solution to the maximization problem.
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