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Advances in Internet Quality of Service

Victor Firoiu, Jean-Yves Le Boudec, Don Towsley, and Zhi-Li Zhang

Abstract— We describe recent advances in theories and in this paper we survey a number cent advances in
architecture that support performance guarantees needed |nternet QoS provisioning, with emphasis theoretical
for quality of service networks. We start with deterministic developments. The objective is two-fold: 1) to provide
computations and give applications to integrated SeIViCes, o yaader with the state-of-the-art knowledge in a few se-

differentiated services, and playback delays. We review the . : S . )
- i .~ lective areas in Internet QoS provisioning, with pointers
methods used for obtaining a scalable integrated services

support, based on the concept of a stateless core. New probfOr further readings; and 2) to highlight the issues and
abilistic results that can be used for a statistical dimension- challenges still facing the development of scalable Inter-
ing of differentiated services are explained; some are based net QoS provisioning solutions. The selected areas we
on classical queuing theory, while others capitalize on the will survey are: theory of network calculus for determin-
deterministic results. Then we discuss performance guaran- jstic QoS guarantees; and architectures and solutions for
teesin a b_est effort context; we review: methods to provide gealable QoS support; newly developed theories for pro-
some quality of service in a pure best effort environment, viding stochastic services; service differentiation within

methods to provide some quality of service differentiation best effort: hitect d trol algorith f |
without access control, and methods that allow an applica- est efiort; architectures and control aigorthms for elas-

tion to control the performance it receives, in the absence of fiC Services and adqptive application QQS (?ontrol. Before
network support. we start our survey in these areas, we first introduce a few

Keywords— Quality of Service, Performance Guarantees, Important notions and issues in Internet QoS provisioning.
Network Calculus, Elastic Services, Differentiated Services, They will lay the background for our discussion later.

Integrated Services, Scalability Network QoS can be defined in a variety of ways and

include a diverse set of service requirements such as per-
I. INTRODUCTION formance, availability, reliability, security, etc. All these

. service requirements are important aspects of a compre-

The problem of Internet QoS provisioning has been an . q mp - asp -omp
. ensive network QoS service offering. However, in this

extremely active area of research for many years. From

: . . aper we will take a morgerformance-centric view of
the earlier Integrated Services (IntServ) architecture [1]p P P

o . . . . .
the more recent Differentiated Services (DiffServ) arc rll_etworlf< QoS and focus primarily pnlthe |fssues n prowa-
tecture [2], many QoS control mechanisms especiallylﬂg performance guarantees. Typical performance metrics

' . ' usqd in defining network QoS are bandwidth, delay/delay
the areas of packet scheduling and queue managementfa -

. . itter, and packet loss rate. Using these performance met-
gorithms, have been proposed. Elegant theories sucﬁ.as P g P

. 4 rics, network performance guarantees can be specified in
network calculus and effective bandwidths have also been. P g i be Sp

: various forms, such aabsolute (or deterministic), e.g.,
developed. Several books have been written on the sub- L .
. ) .a network connection is guaranteed with 10 Mbps band-
ject, some focus more on architectural and other practical Lo o .
. . . width all the time;probabilistic (or stochastic), e.g., net-
issues [3], [4], while others on theoretical aspects of QQ

L . . “work delay is guaranteed to be no more than 100 ms for
provisioning [5], [6]. To provide a more focused OvervieWeo, ¢ the packetstime average, e.g., packet loss rate
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depends on low delay and small loss rate of end-end packethanism in making control decisions and exerting con-
transmission. Likewise, streaming videos over the Intérel. Thefinest granularity of control is theer-flow state

net requires adequate bandwidth and packet loss guanaformation (e.g., as identified by the 5-tuple — the IP
tees from the network to ensure TV-broadcast quality. Teeurce-destination addresses, port numbers and protocol
other major driver for network QoS is the need fer- field — carried in the IP header) which can be used to en-
vice differentiation due to competitive nature of the marforce QoS for individual user flows. Coarser-grain con-
ketplace. For example, one network service provider miagls use information that is specified and maintained for
support a “virtual private network” (VPN) service over itanaggregate of user flows: the granularity of coarse-grain
network with only security guarantee but no performan€®S controls varies depending on the leveflov aggre-
guarantee. Whereas, another network service providation, such as per host, per network prefix, per ingress-
may support a “virtual leased line” (a form of VPN) seregress pair, per service class, etc. Closely related to the
vice over its network that, in addition to security guaragranularity of control are two other important aspects of
tee, has bandwidth, delay and loss guarantees compar@u& control — thecarrier of control state, i.e., where the

to a physical leased line. The first network service providasntrol state is stored, whether in routers or in the packet
may be forced to enhance its VPN service also with péeader only; and thiecation of control, i.e., where a con-
formance guarantees or to lose its customers who demamntmechanism operates, whether at the end-hosts, the net-
performance guarantees to its competitor. Hence guaranrk edge or boundaries between either users and network
teed QoS performance can serve as a service differentatretwork domains, or inside the netwarbre.

ing feature for network services. We can view the granularity of control, carrier of con-
Apart from overprovisioning network resources, providro| state and location of control as forming thgace di-
ing QoS guarantees requires deployment of approprigiension of QoS control, whereas the time scaletiime
QoS control mechanisms in the operations and managgnension of QoS control. These two dimensions together
ment of a network. A vast variety of QoS control mechgefine a broad design space from which QoS provision-
nisms have been proposed and developed in last decadggarchitectures can be built, reflecting various trade-offs
so, with varying degree of complexity and cost. To heja QoS service performance, operations and management
understand these mechanisms and their associated GBhplexity and implementation cost. For example, con-
plexity and cost, we consider several important aspectsref granularity has a direct impact on the operations and
QoS controls. management complexity of network data plane (i.e., the
A key aspect of QoS controls is thiene scale at which network elements such as routers that are directly involved
a control mechanism operates. We can roughly divide ihedata packet forwarding) and per-packet processing cost
time scales of QoS controls into a few levels. The fastesgthetwork elements. It also affects the QoS service perfor-
time scale is at thgpacket level (~1-100sus), which is mance individual users will experience. Time scale of con-
the smallest unit a network can exert control. QoS catel determines how frequently control information must
trol mechanisms operating at this time scale incltrdéfic be conveyed to network elements, thus affecting their pro-
conditioning devices (e.g., traffic classifiers, markers, poeessing, memory and communication overheads. Both the
licers, and shapers), packet schedulers, and active qu#ue and space dimensions of QoS controls have enormous
management. The next fastest time scateusd-trip-time implications in the design, operations and management of
(~1-100s ms), at which scale feedback-based QoS contrelwork control plane (which consists of network control
mechanisms such as congestion and flow control operatstities such as routing processors, resource managers, ser-
Slower than packet time and round-trip-time is #eesion  vice configuration modules that are not directly involved in
time scale (seconds, minutes or longer). This is the timser data forwarding, but are essential to the operations of
scale user sessions (defined in whatever meaningful way)etwork). For example, a QoS provisioning architecture
typically last, and at which QoS control mechanisms suttfat employs per-flow QoS control and stores QoS state at
as admission control and QoS routing operate. Beyond gvery router requires a signaling protocol that conveys QoS
session time scale, a variety of “long-term” QoS contrstates to every router on a per-flow basis. Such an architec-
mechanisms operate at time scales ranging from minutese mandates a sophisticated control plane at every router,
hours, to days, weeks, or months. Examples include traffemplicating its operations and management and thus lim-
engineering, time-of-day service pricing, resource prowing its scalability. Hence to design a scalable and cost-
sioning and capacity planning. effective QoS provisioning architecture, it is imperative to
Another key aspect of QoS control is tigeanularity make judicious design choices along the time and space di-
of control information (i.e.control state) used by a QoS mensions and carefully evaluate their trade-offs and impi-
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cations in both network data and control planes. ample using the concept of token (or “leaky”) bucket.
The remainder of this paper is structured as follows. More generally, given some wide-sense increasing func-
recent series of development has shown that determitisa «(¢), we say that a flow isv-smooth if the amount
tic computations can be made more powerful with the uskdata that can be observed on the flow over any time
of a few simple theories, based on min and max calovindow of durationt is < «(t). We also say thatv is
lus. Section Il introduces the reader to these developmemt,arrival curve for the flow. A token bucket, with rate
and gives applications to integrated services, differentiatettl bursth corresponds tex(t) = rt + b; this is a com-
services, and playback delays. Section Il explains ttron constraint imposed in traffic contracts between net-
methods used for obtaining a scalable integrated serviasesk and customer. Arrival curve constraints may also
support, based on the concept of a stateless core. @eise from physical limitations. Consider a flow that is
tion IV describes probabilistic results that can be used farown to arrive on a link of bit rate equal @ bits/second;
a statistical dimensioning of differentiated services; sornfiehe flow is observed bit by bit, then we can say that it
are based on classical queuing theory, while others capia-smooth, witha(t) = Ct. Consider the same flow,
talize on the deterministic results in Section Il to obtalvut now observed at the link layer receiver that terminates
stochastic bounds. In a best-effort context, QoS differerttie link of bit rateC'; here we observe entire packets in-
ation and guarantees can be provided based on queue si@ad of bits. If the packet size & or less, then the
agement, traffic conditioning and engineering, but needl@w is a-smooth, witha(t) = Ct + M. Combining a
considerable amount of network control information, amdken bucket constraint, imposed as part of a traffic con-
guarantees are average, approximate. Section V descritseg, with a physical limitation, gives an arrival curve of
the recent theories and the conclusions that can be drae forma(t) = min(Ct+ M, rt+b), which is commonly
Section VI describes methods to provide some quality used in the context of integrated services (“T-SPEC” [20]).
service in a pure best-effort environment, without any ac-Shapers. Traffic generated by sources cannot be ex-
cess control. Section VII describes methods that allow pécted to naturally satisfy some a priori arrival curve con-
application to control the QoS it receives, in the absersteaint; ashaper is used to force a flow to satisfy some ar-
of network support. Section VIII concludes the paper witival curve constraint. Given some functiet(t), a shaper
a short list of challenges for the future. stores incoming bits in a buffer and delivers them in such
a way that the resulting output is-smooth. A shaper
Il. NETWORK CALCULUS, A THEORY FOR THE is greedy if it delivers the data as soon as possible. If
DETERMINISTIC SETTING o(t) = rt + b, the greedy shaper can be implemented
Deterministic bounds on quantities such as loss and de-a leaky bucket regulator, which simply monitors the
lay can be expressed if we combine constraints on traféigel of a fictitious token bucket, represented by a single
flows and service guarantees. The bounds depend oncinter[15]. The spacer-controller used in ATM is also an
nature of the schedulers, and may be very complex to égample of shaper [21], [22].
rive [7], [8], [9], [10], [11], [12]; see also [13] for a re- Greedy shapers have a number of simple, physical prop-
view of packet scheduling. Many of these results can éeties; we focus here on one, the preservation of arrival
cast into a common framework coined “network calculusépnstraints. Consider a flow, initially known to ke
which we explain in this section. smooth, which is passed into a shaper in order to be made
In short, network calculus can be viewed as the appli-smooth. This example is commonplace; for example,
cation of min andmax algebra to flow problems. It wass is a token bucket constraint, amdis a constraint im-
pioneered by Chang [14] and Cruz [15], [16], and found it®sed by physical limitations or by an upstream shaper
final form in subsequent work by the same authors and(ygure 1). A property of greedy shapers is that the shaper
Agrawal, Le Boudec and Rajan [17], [18], [19]. A compresutput still satisfies the original arrival curve constraint
hensive treatment can be found in two textbooks [5], [6f other words [23] “what is done by shaping cannot be
We first introduce network calculs on an example, themdone by shaping”. Note that systems other than greedy
we review applications to integrated services, differenshapers do not generally have this property. The preserva-
ated services, and the computation of minimum playbatién property was initially obtained by Cruz in [15] by an

delay for video sequences. ad-hoc (complex) computation, valid for the specific case
_ of leaky bucket controllers. In the sequel, we give a gen-
A. Introductory Example: The Shaper eral result and show how it is obtained.

Arrival Curves. Differentiated and integrated services Min-Plus Convolution. We now introduce a network
assume that individual traffic flows are limited, for exealculus formalism. We consider in this section only wide-



HTTP://[DSCWWW.EPFL.CH/EN/PUBLICATIONS/DOCUMENTS/TROM9.PDF 4

fresh traffic . re-shaped traffic proof appeared in [17] and uses a different network calcu-
constrained by o R j R* lus method than presented here.

Consequences.This establishes that shapers are min-
plus linear systems. We show now how this implies the
preservation property mentioned above. The associativity
of min-plus convolution can be used:

Fig. 1. Shapers preserve arrival constraints.

sense increasing functions of time that are OGtfar 0. For

any two such functiong () andg(¢) we define a third one ©* © @ = (E®o)®a=(Rea)@c=Reo=R

(f ® g)(t), called “min-plus convolution”, by The last but one equality is because the input-smooth
‘ and thusR ® a = R. Thus, this establishes that =
(f@g)t) = Oggt (f(s) +g(t = s)) () R* ® a as well, which means that the output of the shaper

is a-smooth, as required (of course it is alsesmooth as

This operation is the analog of standard convolution, if wgs|l).
replace the two standard operatiopsand x by min and  Another consequence of the min-plus representation of
+; min-plus algebra is the name of the calculus obtaingHapers in Equation (3) is that a concatenatiof sliapers
with this mapping (see [24], [5] or [6] for a general presefh sequence with curves,i = 1,...,I is equivalent to a
tation). The analogy bears some fruit — many propertiesfiébal shaper with curve = o1 ® ... ® oy. If the curves
standard convolution, such as associativity and commaare concave, thett = minj<;<; o;. This is commonly
tivity, are also true here(f ® g) ® h = f ® (9 ® h) = used to implement shapers for concave piecewise linear
f®g@®handf®g=g® f. functions as the concatenation of leaky bucket controllers.

We characterize a flow with its cumulative function striking fact is that the order of the concatenation does
R(t), defined as the number of bits observed from an arhbt play a role here.
trary time origin up to time. Then, saying that the flow packetization Effects. The theory presented in this sec-
is a-smooth is equivalent t& < R ® «, which is also tjon ignores packetization constraints, which play a role
equivalent toR = R ® a. This can be seen immediatelyvhen packets of a flow are of different sizes. Packetiza-
by applying the definition of min-plus convolution. Contion effects are modeled with the concept of packetizer, in-
sider now a shaper, which forces the flow into an arriviebduced by C.S. Chang [5]. A packetizer can be thought
curves. We assume that is sub-additive, in other words,of as a device that collects bits until entire packets can be
o(s+1t) < o(s)+o(t). Thisis not arestriction, as any ardelivered. The results mentioned earlier remain valid, as
rival curve constraint can be expressed with a sub-additiyg as the arrival curves are concave and have a jump at
function [14]. In addition, all concave arrival curves (SUQhe origin at least as |arge as one maximum packet size

as the arrival curves presented above) are sub-additive[22]. Else, the insertion of a shaper weakens the arrival
I/O Characterization of Shapers. Call R* the output curve by one maximum packet size.

of the shaper. It must satisfy the constraints
B. IntServ and Service Curves

The Principle of Reservations. The IETF Integrated
Services (IntServ) architecture supports different reser-
%agion principles; we focus here on tlgeiaranteed ser-
pvice [20], which provides deterministic guarantees (statis-
tical guarantees are discussed in Section V). IntServ uses

R*<R

{ R"<R*®oc @)
The former inequality expresses that the output deri
from the input after buffering; the latter expresses that i
o-smooth. Any wide-sense increasing functiBh(¢) that I ,
satisfies (2) is the output of some shaper, not necessaqﬁ 1SSion control,_whlch operates as follows.
greedy. It turns out that the system (2) is a classical mtnM order to receive the guaranteed or cpntrolle.d load ser-
plus problem [25] and has one maximum solution, givé(hce’ a flow must first perform a reservation during a flow
by setup phase. _

« A flow must conform to an arrival curve of the form

a(t) = min(M + Ct,rt + b) (T-SPEC).
This statement can be proven in a general min-plus sefAll routers along the path accept if they are able to pro-
ting, but in this particular case, a direct proof is possibléede a service guarantee and enough buffer for loss-free
and holds in a few lines ([6], Section 1.5). The greedyperation. The service guarantee is expressed during the
shaper output is necessarily the maximum solution, whigservation phase, using the concept of service curve, as
establishes that (3) is true for the shaper output. The fegplained below.

RF=R®o (3



HTTP://[DSCWWW.EPFL.CH/EN/PUBLICATIONS/DOCUMENTS/TROM9.PDF 5

Service Curves, a Min-Plus Approach. The reserva- For example, the min-plus convolution'gB(t) = ct*
tion phase assumes that all routers can export their chaead;(¢) is equal to the so-called “rate-latency” function
teristics using a very simple model. The problem is thaft) = c¢(t — T')*, thus the concatenation of a node with
routers may implement very different scheduling stratguaranteed rate and a node with maximum del&¥ of-
gies. This is solved with the concept s#rvice curve. It fers a rate-latency service curve. IntServ requires that all
was introduced by Parekh and Gallager [7] and Cruz [28luters can be abstracted with such a service curve [26] (or
in a restricted sense, then independently in its final foequivalently, as a guaranteed rate node, see below).
by Agrawal, Chang, Cruz, Le Boudec, Okino and Rajan Third, the combination of arrival curve and service
[19], [18], [17]. Itis defined as follows. Consider a systerurve supports the derivation of the following tight bounds.
S and a flow throughs with input and output functiorkR Let a system offer a service curykto a flow that is con-
andR*. Let 5(t) be a non-negative wide-sense increasistrained by some arrival curve Then the backlog for this
function We say tha$ offers to the flow aervice curve 5 flow is bounded by the vertical deviation
if and only if

R* 2 R® /8 (4) U(aaﬁ) = iglg [O[(S) - ﬁ(s)] (6)
In practical terms, it means that for any timehere exists If the node serves the bits of this flow in FIFO order (an
atimes < t such that assumption that is true in the IntServ context), then the
delay is bounded by the horizontal deviation (Figure 2)
R*(t) > R(s) + B(t — s) (5)
h(c, B) := sup [inf {d > 0 such that f(¢) < g(t + d)}]
This definition may seem obscure, but it turns out to be the 120 @)

right abstraction. First, it captures well the classical quep, 5 fiow with arrival curvey(t) = min(Ct+ M, rt +b)
ing systems, but also applies to complex systems. Con- ’

sider a queue that serves a flow with a rate at least equal
to ¢ (for example, a generalized processor sharing node
[7]); such a node offers a service curve equabto) = ct
(for ¢ > 0). More generally, a node that guarantees to
serve at leas8(¢) bits during any interval of duratiohin-
side a busy period guarantees a service curve equal to the
function 3(¢); in that case we say that we havetdct ser-
vice curve. In practice though, the concept of strict service
curve does not mean much for a'complex system, beca#l@_ez_ Bounds on backlog and delay derived from arrival and
there are delay elements. Consider for example a systeMyepyice curves.
about which we only know that the delay is bounded by
some valu€l’; assume that the input is a small but stea@yd a rate-latency service cungét) = R(t — T')*, this
flow of data, at a rate; the system is always in a busyives the backlog bound [12], [27]
period; however, the output ratecan be arbitrarily small,
thus the onlystrict service curve we could express would v(ev, B) = b+ r max (b__M,T>
be0. In contrast, with the definition of service curve given C—r
above, this system offers a service cupre- o, defined
by ér(t) = +ooif t > T anddop(t) = 0if t < T. In some
sense, the service curve concept replaces the analysis by M + ’gj\f(c —R)*
busy period which is commonplace in queuing theory, but ha, B) = 7 +T (8)
does not apply to complex systems.

Second, the definition supports concatenation. ConsidefFd-to-end bounds. The above results can be com-
a tandem of two nodes, offering service cungesnd 5, bined to obtain the worst case end-to-end delay across an
with the output of the first feeding the input of the seconitServ network. A flow that goes through a sequence
It follows immediately from (4) and the associativity off routersi = 1,..., I, each with service curvg(t) =

min-plus convolution that the tandem, viewed as a sindfe(? —7i)", sees the network as a system offering the ser-
system, offers the service cunge= 3 ® f3». Thus, itis VIC€ curve = 1 ® ... ® Br. A direct computation shows

very easy to compute a service curve for complex node$we use the notatiom™* = max(m, 0).

and the delay bound
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that3(¢t) = R(t—T)" with R = min; R; andT = ), 7;. Georgiadis, Gafin, Peris and Rajan [12] to design sched-
Together with the delay bound (8), this is used by routarers that optimize the combination of delay guarantees,
during the reservation setup phase, in order to determinbuffer and bit rate requirements, and go beyond the ini-
a reservation should be accepted [6]. tial design ideas of Kalmanek, Kanakia and Restrick [10]
By computing the end-to-end service curve as the mamd H. Zhang and Ferrari [11]. Some of these schedulers
plus convolution of the service curves of all nodes, it came designed to have have service curves that are not rate-
also be established that the worst case delay over a datency, therefore, their properties are not well exploited
catenation of nodes is less than the sum of the worst caghin the IntServ framework.
delay at every node. A similar statement is known un-All computations so far were done with the assumption
der the term “pay bursts only once”, which says that thigat the systems are empty at tilmeThis is valid for static
impact of the burstiness parametem the arrival curve reservations, but not for dynamic reservations, which are
a(t) = min(Ct + M, rt + b) of a flow does not accumu-supported by IntServ and ATM-ABR. The modifications
late over the number of nodes traversed by the flow, buttdrthe calculus presented above were found by Giordano et
contrast, occurs only once. This is a direct application aifin [30].
the results above ([6] Section 1.4.3). Delay and Delay Jitter. For playback operations, only
Re-shaping is for Free. Another property which canthe variable part of delay, called delay jitter, is important
be established with this abstract setting is “re-shaping(8ection 1I-D). In contrast, for interactive services, the to-
for free”. Re-shaping is often introduced inside a netwottial delay is also of importance. Thus, both delays must be
or at network boundaries, in order to control the accumaecounted for; this can be done as follows. If the latency
lation of burstiness that may otherwise occur. Assurterms of service curves do not incorporate constant delays,
now that a flow, constrained by an arrival curvgis in- then delay bounds such as (8) give the delay jitter; a bound
put to a tandem of networks, each offering service curnas total delay is then obtained by adding to it the sum of
51, B2 (Figure 3). Assume a greedy shaper, with cunadl constant delays.
o > «a is inserted between the two systems. The con-Guaranteed Rate Servers, a Max-Plus Approach.
dition means that the re-shaper enforces some or allTble service curve concept defined above can be ap-
the initial curve constraint. It follows directly from (3)proached from the dual point of view, which consists in
studying the packet arrival and departure times instead of
fresh traffic 5 Sh?er 5 the functionsR(t) (which count the bits arrived up to time
! 2 t). This latter approach leads to max-plus algebra (which
;’-‘ T - j—-“’ has the same properties as min-plus), is often more appro-
R R* priate to account for details due to variable packet sizes,
but works well only when the service curves are of the rate-
latency type. Itis used in Section Ill with the core stateles
approach to obtain detailed relations between packet de-

that the re-shaper offers a service curve equal.tdhus, Parture times across a network. It also useful when nodes
the worst case delay for the combination with re-shape€ainot be assumed to be FIFO per flow, as may be the
d' = h(a, B1 ® o ® 32) whereas for the original combina-case with DiffServ (Section 1I-C). We now describe this
tion itisd = h(a, 1 ® ). Now min-plus convolution is approach here and how it relates to the min-plus approach.
associative and commutative, thiis= h(a, 0 ® 81 ® 32); A node is said to be of the Guaranteed Rate (GR) type
we interprete this as the worst case delay for a new cd®k (also called Rate-Latency server), with ratand la-
bination where the re-shaper is put immediately before #§8Cye. if the departure timé,, of thenth packet, counted
first network, instead of between the two. But in that cadB,order of arrival, satisfies
the input traffic isa-smooth, thus alse-smooth, and the dy < fn+e 9)
. n = n

re-shaper never delays any bit of data. Thus we can re-
move the re-shaper from the new combination dnd d. wheref,, (virtual finish time) is given by the recursion,(
We have shown in these few lines that the delay bound &the arrival time/, the length in bits, of packet):
the system without shaper is also valid for the system with fo=0
shaper. In other words, nodes may re-shape flows without { 0 N
exporting that information. Jn = max{an, f1] + 5 forn > 1

Other Aspects. The concepts of service and arrival GR is an alternative way of describing the rate-latency
curves have been used by Cruz and Sariowan [28], [28§rvice curve property. More precisely, a GR node with

Fig. 3. Reshaping example.

(10)
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rater and latencye can be decomposed as a node offerirgne-by-one, according to an arrival curve similar to the T-
the rate-latency service curydt) = r(t — e)*, followed SPEC defined in Section 1I-B. As with IntServ, the arrival
by a packetizer [6]. Note that adding a packetizer weakurves constraints put on micro-flows are expected to sup-
ens the service curve property by one maximum packett hard end-to-end quality of service guarantees. Unlike
size, but does not increase the packet delay. ConversieliiServ though, microflows are not scheduled separately.
but only for a FIFO node, the rate-latency service cur¥de intuition is that, as long as the intensity of EF traf-
B(t) = r(t —e)* implies GR with rater and latencye. fic is small, EF queues remain empty and delays are small
It follows from this equivalence that the delay bounds grelays remain small.
Equation (8) hold for a FIFO GR node; it is shown in [31] More precisely, the original description of EF in [32]
that it also holds for non FIFO nodes. Specifically, thgas implicitly assuming that sources are, in the worst case,
packet delay for a flow that is-smooth is bounded by  periodic (this is now dropped from the formal definition of
EF). Then, if the EF traffic intensity is small, it is plausible
sup [@ —t+ e] (11) that the delay variation for packets inside one microflow
>0 L T is less than the period of the source. As a result, pack-

For GR nodes that are FIFO per flow, the concatenatigf$ from the same microflow would never catch up and the
result obtained with the service curve approach appli€gfvice would be simple to analyze and use. Chlamtac et

Specifically, the concatenation df GR nodes (that are@l [33], [34], [35] have shown that this intuition does hold,
FIFO per flow) with rates; and latencies; is GR with butin an ATM context, under the assumption that sources
rater = min; r; and latencye = 3. ¢; + (I — 1)Lmax  satisfy the “source rate conditions”, which require that the
7 r ! . L. .
where L. is the maximum packet size for the flow. Th@eriod of a source (in time slots) be at least as large as its
term (I — 1) £max js due to packetizers. For GR nodes th&@ute interference number. The route interference number
r . . .
are not FIFO per flow, this result is no longer true [31]. iS the number of times when the path of a given source
The recursion in (10) can be solved easily, using tAterges with that of other sources. However, it is difficult

properties of max-plus algebra. We obtain that GR tRtranspose this result from ATM to Internet, first because
equivalent to saying that for alt there is somei ¢ Of variable packet sizes, and second because the FIFO as-

{j +1,...,n} such that sumption may be too strict.
PSRG, Formal Definition of EF. Thus, the current def-
d, < ap + bt tin +e (12) inition of EF is not based on this result. In contrast, it
is based on an abstract node model, inspired by GPS [7],
which is the dual of (5) withB(t) = (¢ — €)™ [5]. called “Packet Scale Rate Guarantee”, from which a delay

bound can be obtained. This is analog to IntServ assuming
C. DiffServ, Aggregate Scheduling and Adaptive Service that every router can be modeled a GR node, but with some
Curves differences, to which we come back later in this section. A

The IETF Differentiated Services (DiffServ) architec?0de is said to offer to a flow of packets (here: the EF
ture differs from the IntServ architecture in that flows af9dregate) the packet scale rate guarantee [36] withrrate
treated in an aggregate manner inside a network. DiffS@RA latencye if the departure time, of the nth packet,
is a framework which supports many services; we focGuUnted in order of arrival, satisfies (9) whefieis given
here on Expedited Forwarding (EFRoughly speaking, PY the following recursion:

EF can be thought of as a priority service. Packets marked
as EF (namely, with the “PHB” field in the IP header set to{ fo=0 ' z
“EF”) receive a low delay and practically loss-free service. fn = max [an, min (dp 1, fr1)] + 7 forn > 1

7 . Lot ; ) i 13)
This is typically used for circuit emulation or high qualit (
videoco%?erenﬁing gnd %an is the arrival time ], the length in bits, of packet).

Expedited Forwarding and Intuition Behind. Atey- A non-preemptive priority scheduler with ratesatis-
ery router, all EF packets are viewed as one single 4§S the definition, witfe > r equal to the maximum size
gregate. In contrast, at network access points, indivij-10W priority packets; as explained later PSRG applies

ual flows of EF packets (called “microflows”) are shapdd More complex nodes, possibly non-FIFO. PSRG differs

2t y distinction b _ 4 Per-Hon B from GR defined in Section II-B by thé, | term in (13).
o Serv makes a distinction betweeservice and Per-Hop Be- \\ ¢)\\q that PSRG is stronger than GR, i.e., any PSRG
aviour (PHB). In classical, OSI, terminology, the former means the

service provided by a network, and the latter is the service provided B9de _SatiSﬁeS the GR prqperty with the Same parameters.
a network element. We will use these properties now to obtain an end-to-end
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delay bound. Rate Guarantee, instead of using for example the service
End-to-end Delay Bound for EF. Charny and Le curve or GR characterization of IntServ? Indeed, a GR
Boudec have obtained in [37] a bound on delay variatidefinition might be a valid node abstraction for EF, since
that is valid for EF, as follows. Assume that microfléw the delay bound mentioned above used only the GR prop-
is constrained by the arrival curygt + o; at the network erty. The reason for choosing PSRG instead is based on
access. Inside the network, EF microflows apeshaped. the desire to have a delay-from-backlog bound, which is
At nodem, the EF aggregate is served according to theed in cases with statistical multiplexing.
packet scale rate guarantee, with rateand latencye;, Indeed, GR (and service curve guarantee) may give birth
(Figure 4)). CallH a bound on the number of hops usew the “lazy scheduler” syndrom, which consists in that it is
perfectly valid for a GR scheduler to serve the firgtack-
microflow i (p;, o;) ets of a flow faster than necessary, and then take advantage
(y. ) ~. . of this advance to delay subsequent packets for an arbitrar-
ily long amount of time [13]. As a result, it is not possi-
ble to derive a bound on the delay undergone by a packet

— m‘ ‘e r from the backlog it sees upon arrival, unlike the case of an
latency e ideal GPS scheduler [6]. In contrast, with PSRG, the effect
EF aggregate Y &m . . . .
at node m of thed,_, term is that, if a packet is served earlier than

its deadline, then the deadline of all subsequent packets is
reduced accordingly. The following delay-from-backlog
bound is shown in [31]: for a packet served in a PSRG

by any flow (this is typically 10 or less, and is much ledtode, that sees a backlog equatjaipon arrival, the de-
than the number of nodes). C@lla bound on the queuingl@y iS bounded by +e.

delay undergone by a flow at any single node (assuming/Vith IntServ, it is natural to assume that a node serves
a finite bound exists, which is shown in [37]), and coftbe packets inside a flow in FIFO order. This per-flow
sider some arbitrary node. The data that feeds node FIFO assumption cannot usually be made with DiffServ.
has undergone a variable delay in the rafigéHd — 1)D], Indeed, with DiffServ, a scheduler sees an entire EF ag-
thus an arrival curve for the EF aggregate at nedés gregate as one flow. Since the EF aggregate usually enters
vrm(t + (H — 1)D) + rp,7, wherev (maximum utiliza- @ router via more than one input ports, the delay though
tion factor) is a bounton % > iom Pi @ndT (Maximum the router internal may vary a lot across packets, and as a
packet delay variation) is a boundﬁ‘nziam o;). By ap- result, the node may not be globally FIFO. All bounds on
plication of (11), the delay seen bymany packet is boundagfay mentioned above are true for PSRG nodes, even non
by D < e+ 7+ (H — 1)Dy; thus if the utilization factor FIFO [31].

v is less than;, we have the following bound on delay For the special case of FIFO nodes, PSRG is equivalent

Fig. 4. Model of EF network

at one hop to theadaptive service curve property, a variant of the ser-
D < e+T1 (14) vice curve property defined by Agrawal, Cruz, Okino and
“1—-(H-1)v Rajan [39]. Concatenation rules based on min-plus convo-
The bound can be improved if we have more informaticl)lrj{['(;)n apply here also, but they do not extend to non-FIFO
about the peak rate at which the EF aggregate may arfive ?S , , _
at the node [37]. Min-Max Algebra. We have explained in Section II-B

The bound is valid only for small utilization factors; ipow service curves and the IntServ framework are based

explodes av > ﬁ which does not mean that the wor<t" min-plus and max-plus algebras. For_ DiffServ, min-
case delay does grow to infinity [38]. As far as we knownax algebra has to.be invoked glso t_o derl\{e_propertles of
this issue is still unresolved ([6] Section 6.3). HoweveESRG’ aswe exP_'a'” NOW. The lterative de_fmltlory”pfn

it is shown in [36] that any better bound must make mogee’) can be re-written as a min-max equation:
assumptions about the network than is suitable in the EF | ] ]
framework. See also Section IV-B for statistical boundsf, = [an + —"] Vv [(dnl + —") A (fnl + —")]

that are valid under the same setting. " " " (15)

PSRG versus Service Curve — Delay from Backlog. ﬁrwow min-max algebra enjoys the same properties as min-

Bis algebra; this is used in [31] to show that PSRG is
3the notationi 3 m means that node: is on the path of microflow equivalent to saying that for al and all0 < j < n — 1

Why do we need for EF a definition such as Packet Sc
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either l l thus
dn§e+dj+M (16) dhy1 <dp+e+71+v(Dy_1 —dp)
r
or there is somé € {j + 1,...,n} such that The above inequation can be solved iterativelydpas a
function of Dg_1; then takeh = H — 1 and assume the
l .+l i i
d, <e+ay+ kTt tin (17) tagged packet is one that aphlev_es the \{vorst dx_ahep
r delay, thusDyg_1 = dgy_1 which gives an inequality for

Equations (16) and (17) constitute a characterization’df—1; 1ast, takeh = H and obtain the end-to-end delay
PSRG without the virtual finish times: they are the key rB9Un 11 i
lations from which all properties of PSRG mentioned ear- Dy < (e+ 7')_(7_;;)_1
lier in this section [31] are derived. v(l-v)

Low Jitter Alternatives to EF. A number of research The bound is finite for all values of the utilization factor
proposals aim to obtain better bounds than (14), at the ex< 1, unlike the end-to-end bound in (14). Note that for
pense of more elaborate schedulers, while preserving smmall values of, the two bounds are equivalent.
gregate scheduling. A first proposal uses the concept ofWe have assumed here infinite precision about the ar-
damper [40], [41], which has the effect of compensatimiyal time stamped in every packet. In practice, the times-
delay variation at one node in the next downstream noteemp is written with some finite precision; in that case,
With dampers applied to the EF aggregate, the end-to-&ithng [42] finds a bound which lies between (14) and (19)
delay bound becomes much smaller and is finite for all ufit the limit, with null precision, the bound is exactly (14)).
lization factors less than 1 [6].

A simpler and more powerful alternative is proposed ) Playback Delay for Pre-Recorded Video

Z.-L. Zhang et al under the name of Static Earliest Time consider a client reading a pre-recorded video file from
First (SETF) [42]. Assume that packets are stamped Wihserver across a network. Assume the network guaran-
their time of arrival at the network access, and that they 8@s a bound on variable del@ybut requires the flow to
served within the EF aggregate at one node in order of tig,;-smooth (these assumptions correspond to sending the
stamps. More precisely, we assume that nodes offer a (30 over EF; a similar example is studied in [43] but with
guarantee to the EF aggregate, as defined by (10) or (3#)serv instead of DiffServ). On the client side, the flow is
but that packets are numbered in order of their arrival at %cessed with high priority before being sent to the dis-
network access (not at this node). Then the analysis tﬁ@y; this is modeled by assuming that the flow receives
led to the end-to-end delay bound (14) can be modifiedagyte-latency service curve, with a rate equal to the pro-
follows. Call D;, a bound on the end-to-end delay after cessing rate, and a latency accounting for the maximum
hops,h < H — 1. Consider a tagged packet, with label jnterruption [44]. It follows that the combination of net-
and calldy, its delay ink hops. Consider the node that ork delay and processor delay at the client side can be
is the hth hop for this packet. Apply (12): there is somgodeled with a service curve, sgyt). Before being sent

(19)

label £ < n such that into the network, the flow is processed by a smoother in or-
o+ 41, der to be made conformant to the arrival curve constraint
dn < e+ag + -, (18) &; the smoother is similar to the shaper described in Sec-

_ _ tion II-A, except that since the file is pre-recorded, it may
wherea; andd; are the arrival and departure times at Nod@n pits in advance of their natural reading time (in other

beforea, — dj, and aftera,, — Dy—1. Thus into a decoding buffer which has to re-create the original
timing of the flow. We assume that this is done by de-
laying the first packet of data for some amountcalled

whereq is an arrival curve at network access for the trafflf€ playback delay. If the arrival curve constraint is very
that will flow through noden. We havea(t) < r,(vt + |arge, then there is no need for smoothing and the decod-

7). By (11), the delayi, — a, for our tagged packet ising buffer need only compensate for the delay jitter due
bounded by to network and client processor; here, it is necessary and

sufficient forD to be an upper bound on delay jitter. Oth-
a(t —dp+ Dpg-1) erwise, in the general case, smoothing is necessary and the
—t| = Dy_1—d N ’ .
€+§‘§§ Tm etr+v(Di-1=d) decoding buffer needs to compensate for both delay jit-

lg+ .. + 1 < alay, —ay —dp + Dy 1)
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Fig. 5. Playing a video file over a network.

ter and the timing difference due to smoothing (Figure *

Call R(t) the number of bits of the original flow, when il *® | & R(t)

is read in real time (the rate of which is not assumed to 8% §

constant). A lazy smoother will simply delaig(t), like o | “ i 20 306 40 D = 435 ms
a shaper would do; a more aggressive smoother may 40 (c ® B)(

ticipate bursts inR(¢) and thus obtain a smaller playbac 2o

delay (e.qg., using prefetch smoothing [45]).

100 200 300 400

We are interested in finding the minimum playback de-

lay D that can be achieved, given and 3, among all Fig. 6. Computation of minimum playback delay for an MPEG
smoothing strategies. Rexford and Towsley [46] find the sequence. The top left box show@), the number of bytes

solution when the network service is constant bit rate, for the tth frame. R(t) = St _, r(t) is the corresponding
which corresponds te(t) = ((t) = rt for somer. Le cumulative function. The minimum playback delay, shown
Boudec and Verscheure find the solution in the general by the arrow, is the horizontal deviation betweR(t) and
case, by modeling the problem with a set of inequalities (o ® 3)(t).

and apply the same method mentioned with Equation (2)

in Section (lI-A). They find in [43] that the minimum play-

back delay is given by the horizontal deviation: - ARCHITECTURES FORSCALABLE QOS SUPPORT

Scalability is a key issue in the design of Internet QoS
=h(R,0 ® ) (20) provisioning architectures, in bottiata plane and con-
trol plane. In network data plane appropriate control state
Figure 6 illustrates the formula. [43] also find an optinformation is needed foper-packet processing such as

mal smoother output (one that achieves the minimum pl&gheduling and queue management at core routers so as to
back delayD) and obtain an explicit representation ugupport differentiated packet treatment and provide QoS
ing min-plus operations. A number of applications follo@uarantees. Granularity of such control state information
from this representation. First, the optimal smoother is rigftd how it is obtained and maintained determine the com-
a shaper; indeed, a shaper smoothes out burd&ironce plexity of QoS state management in data plane, and thus its
they occur, whereas in most cases, the optimal Smootﬁ@ﬁllap“ity. Likewise, appropriate control state information
has to pre-fetch the bursts. Second, the strategy that wdil@lso needed in network control plane for resource reser-
consist in equalizing delay jitter before presenting dataation and QoS provisioning. Complexity and scalability
the decoder buffer is not optimal because of a “pay burgfscontrol plane operations depend critically on the granu-
only once” syndrom. Third, the optimal smoother outplgrity and time scale of such control state information.
is anti-causal, in other words, the optimal time at which In addressing the scalability issues in data plane, class-
framen should be sent depends only on the sizes of frantesed aggregate scheduling is an important approach, as
m > n. Thus the production of small playback delayis adopted in DiffServ. However, as we have seen eatrlier,
is based on the ability to look-ahead in the stored vid#us increased scalability is achieved at the expense of re-
file. This is used in [47] to construct the encodift) duced performance, at least in terms of worst-case end-to-
which minimizes distortion, gives, 5 and a target play- end delay performance. Another attractive approach is the
back delayD. Extension of optimal video smoothing to @ynamic packet state approach [49], where control state
multicast environment (with application-level QoS meclmformation necessary for packet scheduling is carried in
anisms, see Section VII) can be found in [48]. packet headers; core routers perform simple per-packet
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Fig. 7. Edge conditioning in the virtual time reference system.

state update. As a result, using the dynamic packet statgether the per-hop behaviors of core routers along the
approach, per-flow end-to-end QoS guarantees similaiptah of the flow to provide QoS guarantees for the flow. A
those provided by IntServ can be supported without pkey property of packet virtual time stamps is that they can
flow management at core routers. In section IlI-A we wile computed using solely the packet state carried by pack-
provide an overview of theirtual time reference system— ets (plus a couple of fixed parameters associated with core
a unifying scheduling framework to provide scalable suputers). In this sense, the virtual time reference system is
port for guaranteed services based on the dynamic packet stateless, as no per-flow state is needed at core routers
state approach [50]. for computing packet virtual time stamps.

To reduce the complexity and thus enhance the scalaconceptually, the virtual time reference system consists
bility of control plane operations, a number of new apf three logical componentgiacket state carried by pack-
proaches have been developed. They can be roughly cet€edge traffic conditioning at the network edge (see Fig-
gorized into three general approachightweight signal- ure 7), andper-hop virtual time reference/update mecha-
ing, end-point/edge admission control and“ centralized” njsm at core routers (see Figure 8). These three compo-
bandwidth broker. In section I1I-B we will briefly describe nents are briefly described below.

some representative examples of these three diﬁerent@@ge Traffic Conditioning. Edge traffic conditioning
proaches. plays a key role in the VTRS, as it ensures that packets
of a flow* will never be injected into the network core at
a rate exceeding its reserved rate (see Figure 7(b)). For-
mally, for a flow; with a reserved rate/, the inter-arrival

The notion of dynamic packet state was first proposghe of two consecutive packets of the flow at the first hop
by Stoica and Zhang [51], [52], [49], where control statgore router is such tha"* ' — a1* > Lj;’;“ , wherea’*
information is carried in data packets and updated at cgesotes the arrival time of thith packetp* of flow j
routers for scheduling purposes. In [52] Stoica and Zhagdthe network core[/** the size of packep’**, andr’
demonstrated that @ore stateless version of Jitter Virtual the reserved rate of ﬂOW This is equiva|ent to passing

Clock (Jitter-VC) can be implemented using the dynamige flow through a shaper with(t) = r;t, followed by a
packet state technique to attain the same end-to-end flg-ketizer.

lay bound without per-flow management. Their SCherge, -\t State. After going through the edge conditioner
was generalized by Zhang et al in [50], where using ¢ \he network edge, packets entering the network core
dynamic packet state approachgeneral core stateless 5.y in their packet headers, certain packet state infor-
framework — the virtual time reference system (VTRS) gation that is initialized and inserted at the network edge.
was developed to provide scalable support for guarantgeg, packet state carried by théh packety* of a flow j

services. The key construct in the virtual time referenggains three types of information: 1) QoS reservation (a
system is the notion gbacket virtual time stamps, which rate-delay parameter paji/, d/)) of the flow; 2) the vir-
are referenced and updated as packets traverse each core

router. Aswe will see shortly, the virtual time stamps assopere a flow can be either an individual user flow, or an aggregate
ciated with packets of a flow form thbread that “weaves” traffic flow of multiple user flows, defined in any appropriate fashion.

A. Dynamic Packet Sate and Virtual Time Reference Sys-
tem
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tual time stamp’" of the packet that is associated with S
. o

the router; currently being traversed; and 3) the virtual W Vi W,
time adjustment tern’F of the packet. At the network

edge, the rate-delay parameter p@ir,d’), which is de-

termined by a bandwidth broker (see Section 11I-B) based Computaion e

on flow j's QoS requirement, is inserted into every packet ! ’_g/

of the flow. For thekth packet of flowy, its virtual time Fo LR ‘
stampa!* is initialized toa!”, the actual time it leaves == ting st m=
the edge conditioner and enters the first core router along — EEl-— %E:Lg

the flow’s path. The virtual time adjustment tedf for
packetp’* is set toA* /q, whereq is the number of rate-

based schedulers (shall be defined shortly) employed by Rem.mep.ane/
the routers along the flow’s path, and* is the cumula- y y
tive delay experienced by packét® in anideal dedicated Ak pik /

. . i i /
per-flow system, where packets of flow are serviced by A

tandem servers with constant rate

The iterative computation ozNj’€ is a key result on
which the method is based. Czﬁ’k the departure time
of packetk of flow j from theith ideal server; similar to

(20) in Section II-B, we have (propagation delays are re-
moved): In order to ensure that these two properties are satisfied,

the virtual time stamps must be appropriately referenced or

Fig. 8. Virtual time reference system: per-hop behavior and
operations.

flﬂ’f = max{ fijfl, fij”ffl} + ﬁ updated as packets enter or leave a core router. The refer-
r encing/updating rule depends on the scheduling algorithm
This max-plus relation is used in [50] to show that (or scheduler) employed by a core router and its character-
m i Lk ko1 ik istics. We distinguish two types of schedulers: rate-based
[ = max{ay” + ZW’fi, + 7}’ and delay-based, depending on how Wrual delay pa-

i - ik Ak ik rameter andirtual finish time are computed for packets
from which A»* = f" — a;™ — ¢~ can be computed yqyersing it. For example, if the schedul§rat theith
at _t?e network edge using the following recursive formulg; ier is rate-based, packet” is associated with the vir-
A%" = 0and fork > 2: tual delay parametel’”* = L /ri 4 61+ and its virtual
A = max{0, | _ finish time is defined as/* = &}* + d*. Whereas, if
Adk=1 4 (IW +altTt —alh o LZ]?k S; is delay-basedy’* is associated with the virtual delay
parameter/* = d/ and its virtual finish time is again de-
Virtual Time Reference/Update Mechanism and Per- fined agjz_j’k — g)li:’“ +Jg:’“,
Hop Router Behavior Characterization. In the concep- , ]
tual framework of the virtual time reference system, each € Per-nop behavior of a core router (or rather, its
core router is equipped with a per-hop virtual time refeicheduler) is characterized by amor term, which is de-
ence/update mechanism to maintain the continual progf#d with respect to the virtual finish time amdtual fin-
sion of thevirtual time embodied by the packet virtual timdSh time of packe;[gs at the router. Lgt"” denote the ac-
stamps. This virtual time stamig** represents the arrivaltual time packep”* departs the schedulé}. We say that
time of thekth packew/** of flow j at theith core routein Si can guarantee flow its reserved rate’ (if S; is rate-
the virtual time, and thus it is also referred to as tietual Pased) orits delay parameté[(jtc Siis qlkelay-based) with
arrival time of the packet at the core router. The virtu&t" €Mor term¥;, if for any £, fi7 < 7" + Wy Inother
time stamps;?*, associated with packets of flgisatisfy WOrds, .eacrj_gacket of f'Q,‘g’ IS Ngl]iaranteed to depaf
the following two important properties: Yrtual spacing PY the timei™” + ¥; = @™ + di"™ + ;. This amounts
~jk+1 a}gk > LJ,;+1, and 2) thereality check to saying thatS; is a GR node (Section 11-B) with raté

roperty: @;
Prop ty, ik < 5% wh ik denotes the actual ari Iand latencyl; if S; is rate-based or with infinite rate and
property. a;™ = w;™, Wherea; ~ denotes the actual artval o nov i + w; if if S; is delay-based.

time of packep’+* at routeri. These two properties are im-
portant in ensuring that the end-to-end delay experience@iven the error terml; of the schedules;, the virtual
by packets of a flow across the network core is boundedime stamp of packep’”* after it has traversed; is up-
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dated using the following reference/update rule: time reference system provides a concepuaik state-
TR T less framework based on which guaranteed services can
QP =0+ Ui =) +d + U+ (21)  be implemented in a scalable manner using the DiffServ

_ . paradigm. Under this framework, per-hop behavior (i.e.,

wherer; denotes the propagation delay from fhierouter 5 apijity to support delay guarantees) of a core router is

to the next-hop router along the flow's path. In [S0] it i§haracterized using the notion of error term. This simple

shown that using the reference/update rule in (21) the Yggiraction enables us to deriged-to-end delay bounds

tual spacing and reality check properties of virtual img, fos traversing an arbitrary concatenation of core

stamps are satisfied at every router. , routers and their scheduling mechanisms.

End-to-end Delay Bounds and QoS Abstraction of Data. e stateless Packet SchedulingThe virtual time ref-

Plane. An important consequence of the virtual time reE‘rence system does not mandate apecific scheduling
erence system outlined above is that the end-to-end deJay.anisms to be implemented in a network domain as
bound on the delay experienced by packets of aflow acrpgs, o< their abilities to provide delay guarantees can be
the network core can be expressed in terms of the raifa 4 terized using the notion of error term. In fact, in [50]
delay parameter pair of a flow and the error terms of th&s shown that almost all known scheduling algorithms
routers along the flow's path. Suppose there are ﬂota&an thus be characterized, be theye stateless or state-
hops along the path of floyi of which g routers employ ¢, | aqdition, the virtual time reference system leads to
rate-based schedulerslc, ahd- ¢ delay-based schedulersy,s gesign of a set of new core stateless scheduling algo-
Then for each packet™" of flow j, we have rithms (both rate-based and delay-based). Two representa-
h he1 tive examples of such core stateless scheduling algorithms
+(h—q)d’ +Z \I,Z.JFZ r;, are:the rate-.basezd)_re statel_essvirtuallcl oc_k (C¢VC) and
im1 i1 delay-basedirtual time earliest deadline first (VT-EDF)
. scheduling algorithms.
where /"% is the maximum packet size of floy This  The core stateless virtual clockC£VC) is a work-
can be obtained by applying (11), where= 7/, e is the conserving counterpart of the CIVC scheduling algorithm
sum of all latencies and(t) = 7/t + L™ is the arrival developed in [52]. It services packets in the order of their
curve that applies to the traffic entermg the core (it is th@tual finish times, where as defined before, the virtual fin-
output of a shaper with shaping curvé followed by a ish time of packep’* is given by’ = @7k + L3k /ri 4
packetizer, see Section II-A). 67k It is shown in [50] that as long as the total reserved
Suppose the traffic profile of flois specified using therate of flows traversing &4VC scheduler does not ex-
standard dual-token bucket regulafof, p/, P7, L"™*")  ceed its capacity (i.€}., 7/ < C), then theCyVC sched-
whereg? > LM% is the maximum burst size of floy yjer can guarantee each flow its reserved réteith the
p’ is the sustained rate of floyy I/ is the peak rate of flow minimum error termy = L*mar /¢ whereL*™a? is the

j- Then the maximum delay packets of figvexperienced |argest packet size among all flows traversing /C

at the edge shaper is also given by (11), whe(® = gcheduler.

max{p/t + o/, P/t + L™*"}, v = r) ande = 0 (edge  ypjike the conventional rate-controlled EDF, VT-EDF

traffic conditioning is a GR server with latency). This gypports delay guarantees without per-flow rate control,

gives o . and thus is core stateless. It services packets in the order of
& =i Lild _ ! + L their virtual finish times, where as defined before, the vir-

edge — ~on tual finish time of packep/-* is given by = Gk 4 @i,

whereTs, = (07 — LJmaz) |(Pi — pi) is the maximum It is shown in [50] that the VT-EDF scheduler can guar-

duration that flow; can inject traffic at its peak rate intcantee each flow its delay parametwith the minimum

the network (here the edge traffic conditioner). Hence tB@or term¥ = L*™me /(' if the following schedulability

Lj,ma:t:

core — q T'j

fr-alt <d

rJ 'rj ’

end-to-end delay bound for floyvis given by condition is satisfied:
& Y R N . .
end—to—end — “edge + dcore = Z[’r’] (t — dj) + L],max]l{t>d7_} < Ct,Vt >0,

T2 + (g + 1) 52 + (h— g)d =1

h h—1
D U+ D> T
2t Vit 2y where we assume that there afdflows traversing the VT-
Observe that the end-to-end delay formula fits in the IEEDF scheduler with) < d' < d? < -- < dN. The
Guaranteed Service framework. In this sense, the virtiradicator functionl{tzdj} =1if t > d’, 0 otherwise.
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Lastly, we have seen in Section II-C that the dynamiontrol states they need to manage. In [58], a lightweight
packet state technique and aggregation were combinedigyaling protocol, YESSIR, is proposed to address several
Zhang et al [53] to design a new aggregate packet scheduklaibility issues associated with RSVP. It uses a sender-
ing algorithm called SETF. Control information is encoddaased model and piggybacks QoS reservation messages on
(using afinite number of bits) in the packet header faiop of RTCP [60] to reduce the processing overhead of
scheduling purpose: packets are stamped with their erR§VP. It also extends the all-or-nothing reservation model
time at the network edge, and they are scheduled in thearRSVP to support partial reservations that improve over
der of their (network entry) time stamps at a router. In [58)e duration of the session.
another class of aggregate packet scheduling calfed Scalable Resource Reservation (SRP) is another
namic earliest time first (DETF) is also defined. It differs lightweight signaling protocol developed by Almesberger
from SETF in that packet time stamps may be modifiedettal [59]. SRP uses in-band messages (“flags”) carried in
certain routers as packets traverse them. Using SETF dath packets to signal resource reservation intention from
DETF as well as the simple FIFO, the authors demonstrgturces. It has the flavor of endpoint admission control ap-
the fundamental trade-offs between granularity of contgmoach we will discuss below, but requires routers’ active
information and achievable network performance in terparticipation in admission control process. It operates as

of providing deterministic QoS guarantees. follows: A source wishing to make a reservation starts by
_ sending data packets marked witmeguest flag to desti-
B. Scalable Control Plane Operations nation. These packets are forwarded normally by routers,

Control plane is an integral part of any QoS provisiothich aslo make flow admission decisions on per-packet
ing architecture, as support for performance guarant®ésis. Based on feedback from destination, the source es-
requires control and management of network resourcé®ates how much of its reservation has been accepted in
Complexity and scalability of control plane operatiorf§e network, and may then send data packets marked with
such as resource management and signaling are clogeKserved flag at the accepted rate. The accepted rate is
tied to the data plane architecture as well as the desig@mputed independently by sources and routers, using a
QoS provisioning objectives. For example, in the IntSergarn by example” procedure. Using the concept of de-
architecture, per-flow scheduling architecture is usedt@ministic effective bandwidth from network calculus, an
support fine-grain bandwidth and delay guarantees for @laptive estimation algorithm is developed for routers.
dividual user flows. Consequently, a signaling protocol, Under the core stateless framework proposed in [52],
RSVP [54], is designed to convey per-flow resource restire scalability issue of QoS control plane is addressed
vation information to core routers, which in turn need foy maintaining onlyaggregate reservation state at each
perform per-flow resource reservation management, ttiagter. A novel bandwidth estimation algorithm, which re-
limiting the scalability of the IntServ architecture. In thées on the dynamic reservation information periodically
DiffServ architecture, as aggregate scheduling is usedaitried in packets, is designed for estimating the amount
core routers to support class of services, a variety of mefdandwidth requested by individual user flows. This esti-
scalable, and perhaps less complex, approaches to resduaie provides an upper bound on the aggregate bandwidth
management and provisioning are possible. Similarly, tHeét is reserved, and is used to make admission control de-
dynamic packet state architecture also allows for magions at core routers.
scalable and flexible QoS control plane to be developé&ddpoint/Edge Admission Control. The end-point/edge
In the following we briefly discuss a number of represeadmission control approach eliminates the signaling pro-
tative approaches to scalable QoS control plane operatidosols and thus QoS reservation messages. Instead end
Lightweight Signaling. The lightweight signaling ap- hosts or edge routers perform admission control based
proach in general still requires a signaling protocol than (noisy) measured resource availability information via
conveys resource reservation to core routers. Howepeabe packets. Hence core routers do not need to perform
thanks to control state aggregation, only lightweight prany QoS control operations, besides simple queueing op-
cessing is necessary at core routers. Examples of thisefptions. Examples of this approach are [61], [62], [63],
proach include [55], [56], [57], [58], [59], [52]. In [55],[64], [65], [66], [67]. Most of schemes are designed for
[56], [57], QoS state aggregation is proposed to addresskhiéServ, and aim to provide some reasonable QsSir-
scalability of RSVP. By aggregating a large number of i@nces (not deterministic guarantees we discussed so far)
dividual RSVP requests, e.g., on backbone links, it signibr adaptive applications such as Internet audio and video
icantly reduces the number of request messages backisireaming.
core routers need to process as well as the granularity dih the endpoint admission control scheme designed by



HTTP://[DSCWWW.EPFL.CH/EN/PUBLICATIONS/DOCUMENTS/TROM9.PDF 15

Elek et al [61], an end host sends probe packets at the sad@ing and other policy decisions are performed by a cen-
it wishes to reserve. The probe packets are queued &tabized bandwidth broker in each network domain. In [69]
separate lower priority queue at routers. Based on the dadpvo-tier bandwidth broker system is designed and imple-
rate of probe packets, the end host estimates whether safnted to support coarse-grain QoS provisioning for the
cient resource is available in the network to accommod&igfServ architecture.
its reservation and makes admission decision accordinglyin the context of the dynamic packet state architecture,
The scheme proposed in [62] is very similar. It also usgRang et al [70] developed a (conceptually) centralized
packet drops and probe packet in a lower priority queueggndwidth broker architecture for scalable support of guar-
make admission control decisions at end hosts. In [63] tieteed services. This bandwidth broker architecture is
admission control decision is madeegtess edge routers puilt upon the virtual time reference system [50] we in-
instead of end hosts. The advanatge of such a schemgoguced in Section IlI-A. Taking advantage of the QoS
that edge routers can passively monitor the network loacBstraction of the data plane enabled by the virtual time
an aggregate level, and thus it may provide more accun@iference system, the proposed bandwidth broker architec-
load estimates. A more systematic study of endpoint adre decouples the QoS control plane from the data plane.
mission control is carried out via simulation in [64]. In thisjore specifically, under this BB architecture, core routers
simulation study, architectural issues such as deployabi- not maintain any QoS reservation states, whether per-
ity are major motivations in the choice of design optionfiow or aggregate. Instead, the QoS reservation states are
Hence the authors consider endpoint admission controlsaabred at and managed solely by the bandwidth broker(s)
gorithms that can be implemented in the DiffServ architeigra network domain. Despite this fact, the proposed band-
ture, and study several design issues such as thrashingwitth broker architecture is stitiapable of providing end-
robustness in endpoint admission control algorithms. Tieeend guaranteed services, whether fine-grain per-flow
general conclusion is that, when compared to traditionlay guarantees or coarse-grain class-based delay guar-
router-based admission control, endpoint admission cantees.
trol algorithms suffer only modest performance degrada-Because of this decoupling of data plane and QoS con-
tion. Hence the endpoint admission control approach mgy plane, the bandwidth broker architecture in [70] is ap-
be a viable option in support of “soft” QoS guarantees fgealing in several aspects. First of all, by maintaining QoS
real-time adaptive applications. reservation states only in a bandwidth broker (or band-
The distributed admission control framework proposeddth brokers), core routers are relieved of QoS control
in [65], [66], [67] is developed for theest-effort Internet functions such as admission control, making them poten-
using “pricing” mechanisms. In this framework, all packially more efficient. Second, and perhaps more impor-
ets (data or probe, elastic or real-time) are indistinguighntly, a QoS control plane that is decoupled from the data
able and thus treated equally. Upon congestion, packsithe allows a network service provider to introduce new
are marked (e.g., using the ECN bit). Users must “pay” fajuaranteed) services without necessarily requiring soft-
marked packets. Based on the willingness of users to paysge/hardware upgrades at core routers. Third, with QoS
certain price, admission control decisions can be made @gervation states maintained by a bandwidth broker, it
cordingly, either by end hosts or edge routers. In [66] nekin perform sophisticated QoS provisioning and admis-
work models are developed for studying the performansien control algorithms to optimize network utilization in
of the proposed distributed admission control framewogknetwork-wide fashion. For example, in [70] the authors
Fixed point appoximations are applied to these modelsd@monstrate how admission control can be performed at
derive acceptance marking probabilities at routers. A vitn entire path level, instead of on a “hop-by-hop” basis.
tual queue mechanism is designed for detecting aproaghich an approach can significantly reduce the complex-
ing traffic overload: a router marks packets or not depeng- of the admission control algorithms. Such network-
ing on the state of a fictitious queue, of lower capacity th@ide optimization is difficult, if not impossible, under the
the real queue. Using many source asymptotics the esuter-based hop-by-hop signaling approach, nor is it pos-
thors show that the critical time scale of the virtual quegtble under the endpoint/edge admission control approach.
is same as the real queue, hence the proposed packet nfarkhermore, under the proposed bandwidth broker ap-
ing scheme is robust. proach, the reliability, robustness and scalability issues of
“Centralized” Bandwidth Broker. The notion ofband- QoS control plane (i.e., the bandwidth broker architecture)
width broker (BB) is first proposed in [68] in the context ofcan be addressestparately from, and without incurring
the DiffServ architecture for the support Bfemium Ser- additional complexity to, the data plane. In other words,
vice. In this approach, admission control, resource protiite bandwidth broker architecture is only centralized-
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ceptually, with respect to the data plane. Distributed or hitt a scheduler is majorized, in some sense, by that of the
erarchical bandwidth broker systems can be designed seme scheduler fed with a Poisson flow of packets of con-
der the framework proposed in [70] (see, for example, th@nt size equal to the maximum transfer unit (MTU). The
work in [71]). authors propose four different possible approaches to the

To conclude this section, we remark that there are a mmiajorization, each of them having slightly different math-
tidimensional spectrum of numerous possible approackesatical implications.
towards providing QoS guarantees; IntServ and DiffServThe better than Poisson/MTU assumption is proven to
are but two point solutions in this spectrum. These ape formally true forfresh traffic. The key observation is
proaches vary according to the time scale and granuthen that sources continue to be better than Poisson/MTU
ity (e.g., per-packet, per-flow, or per flow-aggregate) oiside the network; this is also called the “negligible jitter”
the control adopted, and the amount of state/complexisoperty. This property is posed as a conjecture; while it
required in the end systems and edge and core routers supported by simulations and analysis of special cases,
considerations that all impact trsealability of these ap- an exact analysis seems to pose a formidable challenge.
proaches. Time scale and granularity of QoS controls decepting the conjecture, every node inside the network
termine at what levels user traffic can be differentiatedn be analyzed as a simglé/ D /1 queue, the only input
and how frequently the network can apply control opgrarameter being the traffic intensity at this node. Bonald
ations on user traffic. Therefore, they directly affect thet al further assume that, for the distribution of end-to-end
fundamental trade-offs in QoS provisioning: the trade-offielay, independence at every hop is a worst case assump-
among levels of services and performance that can betifn; this allows them to compute the distribution of the
fered by a QoS solution, the network resource usagesiitd-to-end delay as the convolution of the delays at every
can achieve, and its associated implementation complekitp.
and operational/management costs. Much research is still
needed to analyze and quantify these fundamental tra@eAPproaches Based Only on Independence at Network
offs in QoS provisioning. Access

An alternative approach makes no assumption about the
distribution of sources, other than independence of differ-

Quality of service guarantees may be given with soreat sources at network access, stationarity, and the fact that
probability, rather than on a deterministic basis as in Sé@sh sources are shaped at network access. With these
tion 1I-C. Doing so relies on the possibility to (1) modelveak assumptions, it is possible to find good probabilistic
user traffic and (2) estimate probabilities of satisfyirigounds. A first family of results is based on a heuristic
some quality of service. which assumes that the worst case traffic is made of on-off

sources [77], [78], [79], [80]. In contrast, in the rest of this

A. Model Based Approaches section, we describe results that are exact bounds.

A large body of work exists on computing loss and de- Hoeffding Bounds. A formally proven bound for a
lay probabilities, assuming that user flows satisfy somenade modeled as a constant rate server is found by Kesidis
priori traffic model, for example: Markov modulated fluict al in [81]. Another bound for the same model is found
[72], [73], fractional brownian traffic [74]; see also the colater by C.S. Chang et al [82] who show that their bound is
lective book edited by J. Roberts, U. Mocci and J. Virtaneetter than the former, and asymptotically tight. These re-
[75]. sults are extended by Vojnav&t al [83] to the case where

Better than Poisson/MTU and Negligible Jitter. A the node can be modeled with a service curve, instead of
difficulty with the approach mentioned above is to givelaeing a constant rate server, which better reflects the EF
convincing model of traffienside the network. A radical assumptions. More interestingly, Vojnowt al show that
solution is proposed by Bonald et al in [76]; it applies @l these bounds are application of more generic bounds
constant rate sources, shaped at network access, thafcared by Hoeffding in 1963 [84], which apply to the sum
assumed to be independent, in a stochastic sense. dfteecollection of independent (not necessarily identically
independence assumption is at network access, not insidéributed), bounded random variables, assuming that the
the network. Inside the network, all such traffic is servexpectation of the sum is known.
in non-preemptive priority schedulers. This represents a'he generic method for all of the above bounds is (1)
simplified model of EF (see Section II-C). The startintp majorize the queue length by a sum of independent
point for the analysis is that that periodic sources are “bptocesses (2) use network calculus to give determinis-
ter than Poisson/MTU”, which means that the queue lengith bounds on these independent processes and (3) apply

IV. STATISTICAL GUARANTEES
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Hoefding bounds. We now re-write the two bounds meim Section 1I-B; the general statement that can be made is

tioned above bound using this generic method. that (22) can be specialized to
The Bound by Kesidis et al. Consider a node offering
a service curve guarant@ét) to an EF aggregate, made of ) < SUP{Z i(t —s)] = B(s)}

flows A;(¢) that are independent, stationary and individu- SST

ally shaped. Calky;(¢) an arrival curve for flowi (thus
Ai(t) — Ai(s) < a;(t — s). For simplicity, we explain the
method on the homogeneous case- %a. By definition
of a service curve, the queue length at titreatisfies

which is the starting point for step (1). Now let= (0 =
ap,a1,...,ax = 7) be a partition of the intervdD, 7]. It
follows from the previous equation and the monotonicity

of § and A that
DS pl2 AWM =G AE) @D Bk - Al se) - Bl
Here, step (1) is based @p(t) <>, Qi(t), with thus
1 K—1
Qilt) = sup{Ai(t) = Ailt = ) = 75()} PQ() > b) < 3 P(A() — A(t — sp41) > Blsy) + b}
k=0
Step (2) is the deterministic backlog bound @}t) < (23)

brea | wherebye, is the buffer size required for loss free opfix k and defineZ (1) = A(t) — A(t — sk41). Step (1) is

eration, given by Equation (6). concluded by observing that(t) = S {A; (1) — A; (t—
Step (3) consists in applying a Hoeffding bound, hefé+1} Which is a sum of independent processes.
Theorem 1 in [84], formula (2.1). Itis valid for a sequence SteP (2) simply consists in the arrival curve bounet
of independent, bounded random variables, here(, < Z(t) < i(si+1). For step (3), we apply the same Hoeffd-
bmq , assuming that we know = (Zz L Qi(1). We do g]g nguEnd ?s mAthe prinous case, VthCh foll%ws ftr)gm the
ot knowy:, but the Hoeffding bound is increasing with (> iz (Ai(t) = Ai(t = sk41)) < psg41. Combin-
thus it is sufficient to have an upper bound;arie obtain "9 With (23) gives
one such bound by Little’s formula

E(Q;(t)) < piD;

wherep; is a bound on the intensity of arrivals of flavand with

D; is a bound on the delay that would be experienced by

any bit if the system would be FIFO. Cdll,, the worst +00, b > a(sky1) — B(sk)

case delay in the loss-free system. The deterministic delay 0, b < psky1 — B(sk)

bound (6) givesD; < h(1a,18) = h(a,) := Dupax. %= f}(’;iig’ In ﬂ;jﬁj’#

Finally 1 < £Dpax, wherep is the total traffic intensity +(1- ﬂ(sk)+b> In 26rt1)—B(sk) b
(by stationarityp < inf,~o % [5]). This gives the bound 2 oSh1) =Pkt

which, for §(t) = ¢t and s, = k is the bound in [82].
, breep Do Taking the minimum over a set of partitiongives a better
Do T 1 (1 - —q> In ﬁ) bound [83]. See [85] for the general case whefs are
not identical.
which is valid for pDmax < b < breq. FOr8(t) = ct, this Application to DiffServ(EF). The bounds can be used
is the bound in [81]. for statistical guarantees. First, an EF node can be mod-
The Bound by Chang et al. Here we assume in addi-eled as a rate-latency service curve. Second, it is neces-
tion thatg3 is super-additive, which means tha(t +s) > sary to account for traffiinside the network. Chang et
B(t) +B(s) [44]. This is not restrictive, as it is true for anya| [82] propose the following method, which again uses
convex/, in particular for rate-latency functions assumesl deterministic bounds to obtain a stochastic result. The

for DiffServ. Now assume that satisfiesa(7) < 8(7). If incrementsA™(t) — A™(s) of the EF aggregate that feeds
we interprets as a strict service curve (Section 1I-B), thefoden are majorized by

7 is an upper bound on the duration of any busy period.
However, this interpretation is too restrictive, as explained A" (t) — A™(s) < A% (t) — A% (s — A)

K—-1
P(Q(t) > b) < > exp(—Igg)

, otherwise

P(Q(t) > b) <
exp (—I In
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whereA®"(t) is the aggregate of ditesh EF traffic whose bounded as follows

path uses node and has arrived at the network boundary H
at or before time, andA is a deterministic bound on the P(D > u) <Y P(D, > 2
delay jitter acrossH — 1 hops # is the maximum hop n=1 H

count for any flow).A can be obtained by formula (14) ifThis last bound holds without any assumption on the de-
buffers are large. If EF buffers are small — a more likefendence of delays at consecutive nodes. It is argued in
assumption —then the delay-from-backlog bound of PSR£8] that assuming these delays are independent gives a
provides the better bountl = (H — 1) max, {By./cm +  conservative approximation; thus an approximation to the
em}, WhereB, is the buffer sizeg,, the service rate, anddistribution of D would be the convolution of the distribu-
em the latency of the node:. The microflows that consti- tions of D,,, as estimated by (24).
tute the aggregate processé#¥(t) are not independent at | [85] this method is compared to the approximation
noden, but A%"(t) — A%"(s — A) may be decomposedpased on the method “better than Poisson/MTU”. For large
from its constituent microflows at network access, whigfumber of sources, the bounds converge to the approxima-
are assumed to be independent. This majorization alsotah: for small number of sources with large burstiness,
counts for possible packet losses between network acgggsresults suggest that the approximation may be too op-
and noden. Then the bounds seen above can be appligghistic.
Vojnovic et al ([85], Theorem 2) show how this can be Related Approaches. Boorstyn et al [90] define a con-
used to compute congestion probabilities, given that oglpt of effective envelope, which captures statistical mul-
aggregate information is available, as is usual with Diffplexing between independent flows. It is based on Cher-
Serv. nov bounds and the central limit theorem; the approach
Loss ratios may differ from congestion probabilities, bgan be re-written using Hoeffding bounds, as above. The
cause packet losses do not necessarily affect all microfleigctive envelope is then is used to evaluate the amount of
in the same way. In [85], the loss ratio is estimated frofultiplexing that can be achieved in constant rate servers.
the congestion probabilities; this is based on a determithe concept is further developed in [91], which introduces
istic bound on loss found by Chuang et al [86], combinggle idea of effective service curve; this allows application
with a stochastic analysis by Likhanov et al [87]. In prago network scenarios such as EF. The end result is sim-
tice though, dimenSioning a network on a small Congesti% to the previous meth0d1 however, the method of ef-
probability is normally sufficient [88]. fective envelope and effective service curve does not give
Delay distributions can be obtained from the delagtosed form expression, unlike the method based on the
from-backlog property of PSRG (Section 1I-C), if buffergounds presented above. A related method is exponen-
are small. Indeed, in that case, the delay at every hfflly bounded burstiness [92], [93] and the generalization

is bounded deterministically, as mentioned above. Elsg394], which considers some restricted forms of effective
well known method consists in first computifi(Q(t) > envelopes.

b), the distribution of backlog seen by an arriving packet.
This differs from the bounds given above in that the prob%- QOS GUARANTEES FORTCP-DOMINATED TRAFFIC

bility is conditional on arrival (this is called a Palm proba- |n Section II, we presented a deterministic network cal-
bility). Call ¢, the rate of the EF node numbeimodeled cylus whereby deterministic guarantees (bounds) on ser-

as a PSRG node); it is shown in [85] that vice characteristics such as delay and throughput were de-
0 Cn rived based on traffic and service bounds. In Section IV,
P7(Q(t) > b) < p—nP(Q(t) > b) we presented some forms of “stochastic network calculus”

that derive stochastic service guarantees from stochastic
wherep, is the total EF traffic intensity at this node. Thigounds on traffic combined with deterministic or stochas-
generalizes a result by Konstantopoulos et al [89] wkie bounds on service. In this section, we survey recent
showed that equality holds in the previous equation if th@ivances related to “elastic network calculus”, where traf-
node is a constant rate server with raelt follows from  fic is transported by the Transmission Control Protocol
the delay-from-backlog property that (TCP) [95]) which is subject to a closed-loop congestion
c control algorithm (see also [96], [97]). The term “elastic”
P(Dy > u) < —P{Q(t) > cn(u — e5)} (24) refers to the ability of TCP to adjust its sending rate as a
P function of network conditions.
for u > e,, whereD,, is the delay of an arbitrary packet The primary motivation for modeling elastic traffic and
at noden. The end-to-end delay distribution can then hesing the models to provide QoS guarantees stems from
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the fact that the vast majority of Internet traffic is trangxpression for sending rate,
ported over the TCP protocol. Early measurements on the
MCl-operated vBNS network were reported in Thompson T aM (25)

et al [98] showing TCP at 95% of total byte traffic, 85%- R\/p’

95% of packet traffic and 70%-85% of flows, of which

70%-75% was Web traffic. More recently, McCreary et atherep is the average packet drop probability, is the
[99] reported measurements at NASA Ames Internet Exverage round trip time)/ is the average size of TCP
change showing TCP at 80%-85% of total packet trafficpackets and: is a small constant. Ott et al [103] adopt

TCP congestion control has evolved through sevefafontinuous time fluid flow model of the TCP window
variants in the last decade including Tahoe [100], Refig€ @nd describe its behavior by a stochastic differential
[96], SACK [101], FACK [102]. Currently, the majority of equation. Their model yields = 1.3/v/b if packet losses

implementations are based on Reno or SACK. Briefly, tRE¢ @ssumed independent, whaie the number of pack-

TCP sender maintains a window of packets “in flight” (i.eStS confirmed by one ACK (usually= 2). A model with

sent and not yet acknowledged (ACKed)). TCP COng‘:‘;ggriodic'Iosses is proposed b)_/ Mathis et gl [104].Where
tion control follows an “Additive-Increase-Multiplicative-tN€Y deérive the above expression for sending awith

Decrease” (AIMD) algorithm, where the window is iné = \/3/2b. It is shown to be close to simulation exper-

creased linearly in time as transmission progresses witht3ignts and Internet measurements provided time-outs are
errors, and the window is halved (congestion avoidance &

gorithm) when a missing ACK condition is detected (a.k.a.A Major shortcoming of these models is that they di-
“Triple-Duplicate ACK” or TD for short). The additive in- Verge significantly from measurements when packet loss
crease is resumed after the error condition is removed. Pi@bability is above).02 due to a significant occurence of
cause of the error is usually a packet drop by a network @peout events. Through extensive Internet measurements,
ement (router, switch) due to congestion. Frequent pacRaghye, Firoiu, Towsley and Kurose [105] show that the
drops can cause a TCP sender to stop sending for a whgjority of traffic is subject to loss probabilities above that
(time-out or TO). Transmission eventually resumes aftegeshold and that TCP time-outs have a significant impact
timeout with a window of one packet, and if this is succes@d TCP sending rate. They propose a model (sometimes

ful, AIMD is resumed, otherwise another time-out occuf§1own as “PFTK”) for the stationary TCP sending rate that
with double duration. includes the effect of time-outs and TCP receiver’s adver-

tised maximum window siz&/,,,. The result of analyzing

The TCP con ion control algorithm provi - . . .
2he C congestio co trol aigorithm pro des_a_l “Shis model is an expression that accounts for timeouts and
tain sending ratd’ depending on the network conditions

). .. maximum window size. The fact that this model is com-
such as the packet drop probabilityand round trip time L :
. ) : rehensive (includes most aspects of TCP congestion con-
R (the time between a packet is sent and its correspondin

ACK is received at the TCP sender). Many recent WO:EZ&) and is proven to be fairly accurate for the full range of

have proposed models for the stationary “long-term” T op probability and practical round trip times, has made

sending rate as well as for the short term and transient %g_model of choice for applications such as modeling net

. : . ork performance (presented next), multicast congestion
havior of TCP flows. In the following we review severa . .
. . o ._cantrol (see [106]) and TCP-friendly congestion control
representative models and their application to predicti T .
. " esented later in this section).
performance and providing QoS guarantees to “elast , ,
traffic. So far, all models assumed long-lived TCP flows, i.e.,
flows that transfer a large amount of data such that the
transient, first part can be ignored. For short TCP flows,
A. Models for Expected Rate, Delay and Loss of TCP the transient known as “slow start” represents a large part
Traffic of the session. In slow start, the TCP window approxi-
mately doubles at each consecutive round trip time until
Early models for the average TCP sending Yais- a first loss event is detected. This event ends slow start
sumed long-lived TCP flows with stationary network corand begins the congestion avoidance algorithm described
ditions, and ignored timeouts. They yielded the followingarlier. Modeling short TCP flows is important since most
Web traffic falls in this category. (Internet measurements
®In the following we consider models for TCP sending rate, reser[/:I-‘O?]’ [98], [99] reported Web transactions with an aver-
ing the term “throughput” for the data rate seen at the TCP recei@@e Of 8-16KB). Cardwell et all [108] extend the PFTK
Throughput is smaller than sending rate due to packet losses. model [105] by adding a model for TCP slow start. They
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derive the expected duration for transferrihgytes: to the steady-state operating point of the systerV afCP
flows coupled with the active queue management and has
E[t] = Eltss] + Eltioss] + Eltcal + Eltdetact], been shown to match well with experiments. Ogcand

where Eftss], Eltioss], Elteal, Eltdetacs] are the expected” are determined, the average TCP sending rate of flow

time intervals spent in slow start, first loss, congesti@ﬂ(ps’Ri t /o). The average rate guarantee of useful
avoidance and delayed ACK respectively, whe#f.,] ata at the TCP receiver (goodpyt)can further be com-

follows from the PFTK model. The average TCP sendirﬁo%fte(.]I from(; by accounting for packet drop§ and retrans-
rate is approximated b = d/E[t]. Itis important to note issions. Thus, the QoS guarantee provided by a TCP

that in newer HTTP implementations (such as HTTPv1. ?W IS (]:L;}aracterlzed rt])y ar;z?v_erigefgoodpdut, loss ant_j delay
consecutive small transactions are carried over persis i‘]’tps’ i *¢s/c), whereR; is the forward propagation
TCP connections (if they are sufficiently close in time) a

thus slow start has less impact on TCP sending rate thaB tended t aworks with arbit to00l Firoi
the Cardwell model. e extended to networks with arbitrary topology. Firoiu,

The models for expected TCP sending rate can be ugggg and Zhang [112] and Bu and Towsley [113] have in-

for modeling network performance. Firoiu et al [109] (an%ependently proposed models for arbitrary networks with

independently Misra et al [110]) presents a model for a JQP and non-TCP flows and RED. queue management.
%ey model a network as a set of links§, a set of TCP

of N TCP flows sharing a single congested link. Assumirér ws I and a set of UDP flow& where a UDP flow
[ € U has average ratg;. Each flowf € FUU traverses

an average queue sigeand drop probability at that link
and using one of the TCP models above for fdlows, ) ) o
g a pathPy (ordered set of links iK) within the network.
The first part ofP; from source up to and including link

T;(p, R;), we can state that the link’s capacityis fully
k is denoted byPs ;.. For each linkk € K, its bandwidth

i;(he model forN TCP flows and one congested link can

utilized by theN flows:

N ¢k is given along with its propagation delay and queue
> Ti(p, R} +q/c) =, control functionp, = Hy(gx). The model's unknowns are
i=1 the average queue sizgsand link drop probabilitiegy,

whereR? is the round trip propagation delay for flavand 2t €ack linki € K and the average sending rafg for
g/c is the average queue wait time. Given that all exprétch TCP flow” € 7. The network model is given by the
sions derived fofl” are strictly decreasing iR and P, the [olowing set of equations

above equation implies thats a decreasing function pf o = Hylgn) k€ K @27)
q=G(p). (26) Ty = T¢(ps,Ry). fE€F (28)
This “queue law” imposes a direct relationship between pr = 1- H (1 —px) (29)
the average queue size and drop probability at a link con- weby
gested by a given set of TCP flows, independent of how Ry = Z (dr + qr/ck) (30)
the packets are selected to be dropped. [109] shows a good kePy
match between the model and simulation experiments, de- Ty = upfeU (31)
spite the fact that the PFTK model assumes correlated
. . . T = T¢(1— 1-— 2
losses whereas the experiments implemented independent Tk i kel;[ (1= 1)) (32)
losses. TE
An active queue management policy determines what Z T < Ck. (33)
packet and when it is dropped. It is described by a “queue fEFy

control fun(_:tlon”H. The steady state values gfandp . The last equation constrains the sum of expected flow
are de_ztermlned by the queue law, (26) and the fOIIOW'Wroughputs at each link by the capacity of that link. Flow
equation throughputs at link are “thinned” versions (32) of the av-
p=H(q). erage sending rates of UDP flows (31) or TCP flows (28),
For example, the Random Early Detection (RED) algethere the end-end drop probability and round trip delay
rithm [111] implements a simple, two segment, increasiage compositions of per-link values, (29) and (30) respec-
control functionH. The characteristics of the queue latively.
and the control function are such that there is a unique soThe system can be solved numerically using various
lution (g5, ps) to satisfy both equations. This correspondixed point methods. [112] proposed an algorithm that
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exhibits quick convergence properties faf)rcx while By settingdW /dt = 0, it is possible to retrieve the square
[113] used a standard algorithm from MATLAB. Alsoyoot p formula for the stationary sending rate. They also
[112] adapts results from [114] for the TCP sending raggtend the analysis to account for a single timeout. This
in the context of Differentiated Services, and [113] ifmodel shows a good match with Internet measurements
cludes a more elaborate model for UDP flows. The mogkported in [105]. As a tradeoff, it does not model the
els were confirmed by simulation experiments with vaiintensity of loss eventd;, andArp as a function of net-
ous network topologies. As an open problem, neither exerk drop probabilityp (they are taken directly from ex-
istence nor unigueness of solutions have been establigheximental traces) and does not model multiple time-outs.
for the system of equations (27)-(33); however a uniqilibis work has been extended to account for any losses de-
solution was quickly reached in all examples tried, includeribed by any stationary ergodic process, [117].
ing degenerate topologies. Gibbens et al [115] proposed &he model is extended in Misra et al [118] to include
similar model for a random number of TCP flows in an aactive queue management such as RED. The model con-
bitrary network with two drop priority classes, but witlsiders a set ofV TCP flows sharing a congested link of
M/M/1/K queueing models and without experimentgapacityc and queue size(t) that varies over time. The
verification. underlying behavior is described by a set of SDEs analo-
gous to (34) that can be used to obtain a set of differential

B. Models for the Dynamic Behavior of TCP Traffic equations describing the behavior of the average window

The models presented so far provide steady-state agizes. LefV/;(¢) for flow i = 1,..., N similar to (35)
ages of sending rate, queue size and drop probability. They o o
do not provide any indication of their variability in time aw; 1 Wi(t)k(t) (36)
or conditions under which convergence to steady state oc- dt — Ri(t) 2 TN

curs. For example, [109] showed through simulation that o
the queue size oscillates when a RED control function@Pserve that here the round trip tin# and packet loss
discontinuous or the linear segments having large slopd&te€nsitiesirp can vary over time. The round trip time
Recently, fluid models have been proposed for stud§-& cOmbination of round trip propagation del& and
ing the dynamic behavior of TCP sending rate, queue siddeueing delay
and loss, their stability and their higher moments. An early 0
model for the dynamics of TCP sending rate in a network Rit) = B +q(t)/c. (37)
vowth con”stalr(l)tgdro_p”? rObab'(Ijmi ar:]d RT-II- was p;opr)]os_ercég.)ﬁe packet loss intensities are proportional to the flow’s
.tt eta .[ ] €y mode the evolution o .t € sending ratd; and drop probability
window sizeW (t) at timet through a stochastic differ-

ential equation (SDE) where loss indications are described Xi(t) = Wi(H)plq(t)). (38)
by a time varying Poisson proce$#/(¢)} with intensity
A(t) = W(t)p. The SDE is The expected TCP sending rate is
dW (t) = R™'dt — W (t)/2dN (t). (34) W
Ti(t) = Zf((:)) (39)

Here R is the round trip time. Note that this equation cap-
tures the AIMD behavior of TCP but not the timeout berpe RED control function determines the drop probability
havior. By rescaling the process in time, the authors tragsiye |ink
form it into one where losses are governed by a time in- .
o I Y p(t) = H(G(1)). (40)
variant Poisson process. They then analyze this process to
obtain the stationary distribution and higher moments lof RED, ¢ is an estimate of the queue sigzecomputed
W (t). from samples taken evekyseconds and combined in an
Based on a statistical analysis of network traces, Mismgponential moving average with parameter
et al [116] conclude that the loss process is well mod-
eled by a time invariant Poisson process with intensity ¢((k + 1)0) = (1 — a)§(kd) + aG(ko),k = 1,2, ...
A(t) = X. They then derive the following differential
equation describing the behavioraf (t) Thus, the evolution off can be approximately described
by
dw 1 AW dj _In(l1-a)

S =z-2T (35) = a0 - (). (41)
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Finally, the balance of flow rates in and out of the quemamely that for a given traffic loaly, a smaller queue size

(Lindely’s equation) states implies a larger drop probability, as stated by the queue
N law (26) that is always a decreasing function. A higher
dq — —e4t ZT'(t) (42) drop probability is detrimental to the efficiency of TCP
dt e transfers, decreasing their goodput and predictability (see

[121] Section 11l for more details). Therefore, most ben-
The system of equations (36)-(42) is determined and G&is of PI are reaped only if the loss events are signaled
be solved numerically. The result is an estimate of the TCP senders through Explicit Congestion Notification
TCP sending rate evolution in time for al flows. The (ECN [122]) and not through actual packet drops.
model was verified with simulations and was also extendeq_ast, recent AQM algorithms associated with random
to networks with arbitrary topologies. early marking (REM) [123] and adaptive virtual queue
This model of transient TCP behavior also reveals ins%ntrm [124] have adopted Pl controllers for similar rea-
bility and oscillations under certain conditions. The maipns. The latter mechanism is interesting because its goal

cause of instability is identified to be RED’s control mechs to reduce delays by maintaining the link utilization at a
anism (the combination of control function and queue §gference utilization below 100%.

timation). Based on (36)-(42) this problem is further an-
alyzed by Hollot et al [119] using arguments of feedba€k Providing Service Guarantees with TCP Flows

control theory. They show that RED becomes less stablqn general, providing service guarantees corresponds to

as the numbgr C_Jf Sessions decreases and the average, sfetivork service provider offering a data transport service
sion round trip time increases. They then provide confliayyeen two or more end-points with a certain set of QoS
t!ons on the RED cont_rql functiod and_queue estimarjgyels (lower bound on rate, higher bound on end-end de-
thn parameters, 4 sufficient for the stability of a S_ySt_emIay and loss) and a certain degree of assurance (probability
with N > N— TCP flows z_a_nd average rour_ld trip time,, proportion of violation of the above bounds lying be-
R, < RT. In order to stabilize the queue size at a 86w some threshold). In order to ensure such QoS guaran-
tain value, the RED control function needs to have a h'%bs, the providing network is managed through admission

slope. In this case,'the TCP+RED system is stab!e ,Onhf:gntrol of service requests and path selection of admitted
the RED queue estimator has a long memory. This in tyy

entails a slow closed-loop response of the RED feedbaclﬁ.he models described earlier in this section have led to

control, which is unable to adjust to normal traffic chang(.aasn “elastic network calculus’ whereby QoS levels of all
The slugglshness of t'he RED control §ystem IS dueff8ws in a network can be predicted given the traffic load
the queue estimator using th? exponential moving aVEAd network characteristics. For example, both the aver-
age thgt acts as a low-pass filter. A faster response 38@ model in (27)-(33) and the dynamic model in (36)-(42)
be gchleved b_y a different queue _controller usmg_bpth pfgktended to a network) result in predictions for QoS levels
portional and integral feedback without compromising St(%fverage rate, end-end delay and drop probability) given a
bility. The proportional-integral controller (PI) is a Clasr']etwork topology, routing of flows, capacities and queue
_sic solution i.n Feedback Control Theory and a Varigmanagement for all links. This can be used by network
IS p.roposed. in HOIIOI_ et_al [120]. Th_e P1 controller '_?nanagement and traffic engineering to design a network
designed with the objective of stabilizing the queue S'ﬁ%pology, capacities, queue management, routing) given
q(t) at or near a referengg Va“’ﬁf'_ The PI con}roller” a set of load matrix (source, destination, number and QoS
generates aloss probablllfypropt,)ryonal o the €ITOT" levels of flows). It can also be used on-line to assist the ad-
Ge(t) = ¢(t) — grey and to the error's integral. In a disCret@yion control of new flows in the network by checking
time system yvhere the queue Is sampled at intervals QF the addition of a new flow would provide it with the re-
seconds, an implementation of Pl controller can be guested QoS level while not compromising the QoS levels
_ of all other flows.
pkd) = age(kd) = ge((k —1)9) +plk —1)0). The TCP congestion control has been designed to re-
Besides responding more quickly to perturbations whilleice congestion in a network while giving all flows the
being stable, Pl also has the ability to set a reference objggportunity to make use of all available capacity in a “fair”
tive queue size independent of the steady-state drop preby. While the concept of fairness has had many defini-
ability p. This improves the ability to provide low queuetions and research, there is no commonly agreed definition
ing delays for a wider range of traffic load (number d@hat can be applied to data networks. TCP congestion con-
TCP flows and round trip times). This comes with a costpl provides equal average sending rate for each of a set of



HTTP://[DSCWWW.EPFL.CH/EN/PUBLICATIONS/DOCUMENTS/TROM9.PDF 23

flows that have the same round trip time, drop probabilisimilar arguments as the PFTK model [105]. A simplified

packet size, maximum window size, as can be seen frexpression for the average excess sending rate (above the

(25) and the more accurate PFTK model [105]. committed ratey) of a TCP flow experiencing drop proba-
While the rationale behind this “TCP-fairness” is oubility poy: is

side the scope of this article, we note that a fair amount of

work has concentrated on it. Floyd et al [125] argues that,

in a network with non-differentiated service (also known VRV i if 9> %\/52
as Best Effort service) such as the current Internet, all traf- Te = 2 2 .

) 2 . e 4 BMZ__ 9 otherwise.

fic has to be “TCP-fair” irrespective to the transport proto- 4 " 2Rpour 2

col used (TCP or not) in order to avoid a congestion col-
lapse. The “TCP-fairness” can be implemented in a rat

control algorithm using TCP’s AIMD algorithm ora TC . . )
: expression shows that, for high commited rate or narrow
model such as PFTK as proposed in [126] and also stud-: . .
under-subscriptionpf,; — 1), the excess rate is small

!Ed n [127]. A variety of window-based mechanisms U(S)-r negative (i.e., TCP flow cannot achieve its committed

ea R
S ra?ee). Usage of excess bandwidth is biased toward flows
rules other than multiplicative decrease have recently beeﬂ1 .

with small committed rates.

developed and judged to be TCP fair [128]. All of these
mechanisms tend to produce smoother flows than TCPrhe main difficulty in achieving a desired rate with
does; a trait that is considered desirable in the transporTafP flows in the context of AF (marking and differenti-
multimedia. A mechanism for assessing “TCP-fairness”#éted dropping) is that TCP congestion control is unaware
existing implementation is proposed in [129]. of the cause (marking) of dropped packets. Sahu et al
In general, there are many cases where QoS levels[i82] determine the parameters of a leaky-bucket marking
quired by applications are significantly different from theecessary for guaranteeing a given rate, if at all possible.
“fair/lequal” levels provided by undifferentiated network& hey reach similar conclusions as above such as that in the
To provide such QoS levels, parts of the traffic needsunder-subscribed case, when the committed rate is small,
be treated with discrimination. This can be achieved Hye marking has no influence on the achieved rate.
giving each flow a specific treatment through such mech-

. . . . . In a recent work, Chait et al [133] propose adding adap-
anisms as differentiated bandwidth reservation, schedul rate mechanisms (ARMS) to the leaky-bucket mark-

ing and queue management, as defined by IntServ [1§Pf . . .
[20]. Alternatively, DiffServ [2] applies differentiated traf-erg' An ARM monitors the sending rate attained by an

fic treatment to groups of flows with the tradeoff of dqugregate and sets the token rate so that the aggregate

creased assurance of QoS levels for individual flows eﬁhieves a minimum sending rate. Simulations demon-
.Strate that ARMs coupled with a multilevel AQM policy

particular interest here is the DiffServ Assured Forwardingovide these minimum sending rates. provided that the
Per-Hop Behavior (AF PHB) [131] which guarantees tHe 9 » P y

. . ) : sum to less than the bandwidth available in the network.
forwarding of a traffic sending below a committed rate a latter lit b teed th h call ad-
forwards without guarantees traffic above that rate. Man € atier inequally can be guarantee rough call a
research works have modeled the behavior of TCP traﬁri{':SS'on'
under these two types of treatment giving predictions forwe conclude here our survey of providing QoS guar-
QoS levels under various network settings. antees to elastic traffic dominated by the TCP congestion

Yeom and Reddy [114] consider a TCP flow using A€ontrol. We have seen that both steady-state and dynamic
PHB with a committed ratg. Traffic rate is measured atmodels can be formulated for arbitrary network and traffic
the sender (using for example a sliding window mecheenditions which result in fairly accurate predictions for
nism) and packets within the committed rate are mark€wS levels. The major obstacle identified is that guaran-
“in-profile” and the rest as “out-of-profile”. If the commit-teeing different rates for different flows or groups of flows
ted ratey is reserved in the network then the service is sagldifficult or sometimes impossible if the set of guaran-
to be under-subscribed and it is assumed that only OWEs is far from the undifferentiated, best-effort, rate. The
pakets are dropped with probabiligy,;. Otherwise the opportunity of using TCP congestion control for providing
service is over-subscribed and it is assumed that all OUiffrerentiated QoS levels is under question, and changing
packets are dropped and IN packets are dropped with proGP congestion control or replacing it with other mech-
ability p;,. They propose a model for average TCP senanism in the context of differentiated QoS is currently an
ing rate as a function of subscription statys, p..: USINg 0open research area.

%ere M, R are packet size and round trip time. The
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VI. SERVICE DIFFERENTIATION WITHIN allow an incremental deployment and satisfy the require-
BESTEFFORT ment that a flat rate service be maintained. It is shown in

[138] how an audio application can use such a service.
With DiffServ and IntServ, quality of service is given

to some data, as a form of better service. We have de- v||. APPLICATION-BASED QOS CONTROL

scribed in Section Il the standard DiffServ and IntServ ) ) ]
mechanisms. A common feature is that low delay is usu-n the preceding sections we reviewed the state of the art

ally linked to a form of priority, thus to more throughput ii€92rding the provision of QoS within the network. How-

case of congestion. Kilkki proposes a different approa@_}ﬁer’ in spite of recent advances in the design and evalua-

(SIMA [134]) by which a priority level (0-7) is set for antion of QoS mechanisms for open loop and closed network

entire flow as a function of how the flow deviates frorﬂaﬁic’ little has been deploy_ed within the I_nternet. This is
its contractual rate: if a flow exceeds its rate, its priori§He 1© @ number of economical and technical reasons that

level is low). As a result, it is optimal for a flow to be2® Peyond the scope of this paper to explore. One con-

adaptive. Bandwidth is then shared on a best effort barguence of this is that many ISPs find it easier and more
between low delay and other flows. Real time flows th§fOnomical to over provision their backbone networks in
conform to their rate are able to obtain a low delay, bpfder o provide QoS. A second consequence, which is the

do not get throughput priority. However, all these metholfPiC Of this section, has been the development and de-
need some form of admission control. ployment of a wide array adpplication-level mechanisms

outside of the network core for providing QoS. This array

. In coqtrgst, a .number oflau_thors have proposeq SV Phechanisms rely on one or both of the following simple
differentiation without admission control. The main MQyeas:

tivation is to retain the best effort, flat rate type of com- . . — . .

. . ._e the introduction of application-level routing and caching
mercial agreements that are believed to be the bassv&%in the network
the rapid deployment of Internet in the 90s. Dovrolis € network,

et al [135] propose a proportional differentiation mOd.gggfv:/?ttr:oe(jr:];}tlg-ne2{1rﬁyiin:r?;Zilzr;dvgzzltlignzdapta“On o

where the quality between classes of traffic is propor- ] ) ) i )
tional and thus can be performed independently of theVe review these techniques, paying particular attention

load within each class. Central to their work is the use §fthe use of redundancy and quality adaptation in the con-
two packet schedulers BPR (Backlog Proportional Rafg)t of networked audio applications.

and WTP (Waiting-Time Priority) to approximate the be- o _ _

haviour of the proportional differentiation model. More@" Application-level Caching and Routing

and Fdida [136] also describe a two-class proportionaloOne method for dealing with delays due to congested
differentiation model called Proportional Queue Contrehd-to-end paths between servers and clients is to cache
Mechanism (PQCM). Both studies propose controlling théb objects close to the client [139], [140]. This is the
relative queueing delays between classes. primary rationale for the establishment of content distribu-

A simpler service alternative is proposed by Hurley et@n networks (CDNs) such as the Akamai network. Such
under the name Alternative Best Effort (ABE) [137] or b network can consist of 100s or even thousands of servers
Guo et al under the name Best Effort Differentiated Sdhat cache web objects close to the clients. These servers
vice (BEDS) [121]. Both propose to associate a priorigfeate a logical topology and establish routes within this
for delay with a negative priority for throughput (or lossjopology to avoid congested links in the network.

A packet that is marked as low delay (called “green” in Caching is also useful for the delivery of video streams.
ABE) has more risk of being dropped (or marked with eXnlike traditional web objects it is unnecessary to cache
plicit congestion indication). If the relative values of droghe entire video near the client [141]. For example, it may
ping probabilities and delays are well set by the router isuffice tocache a prefix of the video (first several seconds)
plementations, then it is advantageous for an applicationally. This can produce a low startup latency while pro-
that uses TCPot to mark packets with the low delay bityviding sufficient time to initiate streaming the remainder
in contrast, it is advantageous for an internet telephony apthe video from the server and the opportunity to handle
plication to mark its packets with the low delay bit, as longpor network connectivity between the server and cache.
as the throughput it receives is not too low. The key fedhis idea was first studied in [142]

ture of the service is that an application marking some ofMore recently, there have been proposals to establish
its packets with the low delay bit does not impact other agpplication-level networks for other applications such as
plications that would not mark their packets. This woulgleconferencing, video streaming, etc. Underlying these
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efforts is the recognition that the Internet interdomain rod-multicast application, i.e., one where one node (source)
ing algorithm, BGP (Border Gateway Protocol) [143], isends data to two or more other nodes (receivers) Stud-
not always able to provide good quality routes between des have shown that the use of block erasure codes (e.g.,
mains. This can be due to policy reasons or because ofReed-Solomon codes) in a multicast setting is very effec-
inability of BGP to account for performnance when estative in reducing bandwidth usage. This is easy to under-
lishing routes. In addition, due to the size of the Internstand. A block code groups packets into groups of size
as measured by the number of domains, BGP is not ableéThe encoder adds an additiorgparity packets to each
to quickly recover from a router/link failure. The estalgroup. The receiver can decoderaliata packets provided
lishment of a route following such an event can take 1fbgt it receives any. of the combinedr + & data/parity
to 100s of seconds [144]. These problems have motivapetkets. Consider a setting where several receivers each
the commercial development of application-level overldgse one data packet. In this case a single parity packet is
networks such as that deployed by Internap as well as aa#ficient to allow the receivers to recover all of the data
demic research into such networks [145]. packets, even when they have lost different packets. In the
A third impetus behind the development of applicatiombsence of parity packets, a retransmission of all of the
level routing is the lack of a widely deployed multicashissing data packet would have been required. More de-
infrastructure. This has motivated the the developmenttailed treatments in the case of reliable delay insensitive
a variety of application-level multicast algorithms [146fata transmission and delay sensitive transmission can be
[147]. found in [151] and [152] respectively.

B. Redundancy and Quality Adaptation C. Adaptive Redundancy and Quality for Audio Applica-

In the mid 90s it was not uncommon for audio and video tions

applications to encounter end-to-end path loss rates on thé/e describe an approach that relies on the ability to
order of 10-40%. This stimulated the introduction of rencode audio and video at different qualities and differ-
dundancy for the purpose of reducing the loss rate segh bandwidths. This provides the opportunity for an au-
by the application. One scheme, PET (priority encodintpo/video application to trade off encoding quality with
transmission), explored the use of block codes for imprdevel of redundancy while satisfying a bandwidth con-
ing the quality of an MPEG-1 stream [148]. Briefly, differstraint. The basic paradigm is as follows:
ent levels of protection were provided to |, P, and B framesmonitor network behavior (e.g., loss rate, delay jitter).
in accordance to their importance to the application. EKRis could result in periodic reports to the application or
periments reported in [148] demonstrated that the loss naports triggered by notable changes in network condi-
seen by an application can be significantly reduced. Théoms.
are, however, a couple of problems with this approashincrease/decrease redundancy level as a consequence of
The reduced loss rate to the application comes at the abgtnges in network behavior. This would include changes
of increased bandwidth. Thus, in the case where a sinigiencoding qualities.
video application uses this technique, other applicationde will make this concrete in the context of an FEC
sharing the network with it suffer a performance degradscheme recently standardized by the IETF for IP telephony
tion. If all applications traversing the congested part [#53], [150].
the network use this technique, then they will all observeConsider an audio source that constructs samples span-
higher loss rates. Because of the different levels of proteg intervals of time of lengtli, encodes them and places
tion given to different parts of the video stream, this migthiem into packets that are periodically transmitted with pe-
or might not result in degraded quality as perceived by thed L. Suppose that the source can encode a sample at a
application. ratez € [rg,00) and that the quality of the encoded sam-
These problems have been resolved in an approach fitstis given by a functiorf : IR" — IR, which is increas-
proposed in [149] and refined in [150] in the context @fig and concave. [149] proposed that each audio sample
networked audio. The basic idea is to systematically intlme encoded multiple times, each encoding at a different
duce redundancy for the purpose of improving audio quedte from the others, and transmitted to the receiver. In
ity while satisfying a bandwidth constraint. We descriltbe case thaf{ encoded versions of the sample are cre-
this approach in the next subsection. ated, each packet would contain one version of each of
Before proceeding to the problem of adaptive qualify distinct audio samples. These include a version of the
enhancement for audio applications, we point out that thest recently generated sample along with versions of the
addition of redundancy can reduce bandwidth usage poecedingK — 1 samples (see Figure 9 for an example
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In practice, there are only a finite number of encoding
rates available, i.ez; € {ro,r1,...,rn}. These would
correspond to the rates possible using various audio en-

i

coders such as LPC, GSM, PCM, etc. The optimal solu-
tions obtained for the previously described problem can be
used to generate near optimal solutions to the true problem.
An extension of the approach consists in incorporating de-
Fig. 9. Enhanced QoS through transmission of three copieslay in the quality function functiorf (-), which is useful in
audio sample encoded at different rates. trading off the the quality improvement obtained with FEC
versus the delay penalty [138].

packet i ji+1 i+2
time ——

with £ = 3). This redundar\cy can significantly reduce tf}gl Summary
loss rate seen by the audio application. In order to ensure o _
that an adaptive audio application not impact the quality of "€ search for application-level solutions to QoS has
other applications, [149], [150] proposed that the encodif§en driven by necessity. Unlike the work on network-
rate satisfy a bandwidth constraiRt This constraint can Pased QoS, it has been pursued iredrhoc manner. Al-
be imposed in any number of ways. For example, it codfgPugh some very clever techniques have been developed,
be imposed statically at session establishment or dynaffif:'e is considerable room for improvement.
cally |n.response 0 corlgestlon. i _VIIl. CONCLUSIONS ANDCHALLENGES FOR THE

Two important questions need to be addressed with this FUTURE

scheme. The first regards the level of redundancy and the _

mum delay,D, that can be tolerated by the audio applicRetwork caculi and theories for deterministic, stochastic
tion along with the sample lengih, K ~ D /L. We focus and elastic services, architecture and solutions for scalable

now on the second question. QoS support, service differentiation within best effort and
Consider a source that transmits voice packets to agdapPtive application QoS control. Where appropriate, we

ceiver over an unreliable network characterized by a Ji&Ve also pointed out further research issues in these ar-

tionary loss process (as might be described by a two-s&&- There are a large number of qther important research
Markov chain). Consider a typical audio sample. L&{€aS related to Internet QoS we did not cover. Examples

Y = (Y1,...,Yx) be transmission outcome vector for th8® Q0S Pricing, in particular, congestion pricing, QoS and

sample, i.e.Y; = 0 denotes the loss of theth version constraint-based routing, MPLS and traffic engineering.
Y, = 1 otherwise. The design problem is Some of these areas are nascent and still developing. In

any case, reporting advances in these areas probably will

Maximize 37, qo 13k P(Y = y) maxyes yrf (z1), require another survey paper.
It is evident from the research results we surveyed here
st x>, k=1,....K that overall and collectively we have made great strides, in
ZkK—l z; <R both theory and practice, towards building a QoS-capable

Internet. We have gained fundamental understanding of
wherezy, is the rate at which thé&-th version is encodedwhat is achievable; we have also developed many required
and P(Y = y) is the stationary probability that the transsolutions and technologies. Despite all this progress, how-
mission outcome vector for the samplegisc {0,1}<. ever, we have notas yet, seen wide-spread deployment
In general, this is a hard problem. However, for the cagEQoS services. There are probably a vareity of factors
of a Markovian two state loss process, [150] was alileat hinder the deployment of Internet QoS, many of which
to establish ordering relationships among potential sofrenot technicalbut economic and political. Nonetheless,
tions. These relationships were exploited in the casegshi$ “under-achievement” of Internet QoS should prompt
K = 2,3,4,5 to derive a simple algorithm for obtainingus to re-think some of the fundamental challenges in Inter-
the optimal solution based on the parameters of the log$ QoS and adjust our research focuses accordingly. As
process. An interesting property exhibited by the solutian initial effort to induce further discussion and debate on
is that the first and last versions of the audio sample shotlli critical subject, we conclude this paper with a short list
always be encoded at higher qualities than those of theakresearch challenges for the future that the autipers
maining versions. sonally think are important to Internet QoS but have not



HTTP://[DSCWWW.EPFL.CH/EN/PUBLICATIONS/DOCUMENTS/TROM9.PDF 27

been adequately researched. finding the balance between the cost and acceptable price.
A first category of challenges for implementing the thd-he problem is further complicated by the need for inter-
ories and calculi presented here is their complexity: coaperator agreements on dividing the costs and benefits for
putational and informational. Their computational conservices spanning multiple network domains.
plexity refers to the amount of computation needed to prelLast but not least, new service paradigms have recently
dict performance of new or existing traffic, and is espemerged that may have implications on the methods to
cially critical for short-term decisions, such as admissignovide QoS services. For example, content distribu-
control of a flow or a service level agreement. The ition networks and “application-level” service overlay net-
formational complexity refers to the fact that the networkorks attempt to improve service offering via techniques
models need a potentially large amount of up-to-date 8uch as data replication, load balancing and routing using
formation such as scheduling and queue management @aplication-level mechanisms. Combining known tech-
figurations at all network elements, characterization of algues for QoS provisioning with such overlayed networks
flows, routing of flows, many of them having frequens a challenging area for research, but may have the benefit
changes. Therefore, the management system for providafigpypassing the complicated inter-domain issues [154].
QoS guarantees in a sizable network is likely to be com-
plex, expensive to build and to manage. Other network REFERENCES
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