MULTI-DIMENSIONAL SUB-BAND CODING: SOME THEORY AND ALGORITHMS
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Abstract. A system is proposed in order to split a multi-dimensional signal into \( N \) sub-bands, which are then subsampled by \( N \). Subsequent upsampling and filtering allows the recovery of the original signal. Main features are a good bandpass characteristic of the channels, automatic aliasing cancellation and spectral invariance of the overall system. The one dimensional case, known as the quadrature mirror filter (QMF, [1]), is generalized for both the separable and the non-separable case. A parallel implementation, based on pseudo-QMF filters, is presented as an efficient way to split a signal into equal sub-bands.


Résumé. Un système pour la séparation d’un signal multi-dimensionnel en \( N \) sous-bandes, sous-échantillonnées d’un facteur \( N \), est présenté. Il est possible de reconstruire le signal original à partir des canaux au moyen d’un sur-échantillonnage suivi d’un filtrage approprié. Les propriétés principales du système sont la caractéristique passe-bande des canaux, la suppression automatique des repliements spectraux ainsi que l’invariance spectrale du système total. Le cas mono-dimensionnel, connu sous le nom de filtres miroirs en quadrature (QMF, [1]), est généralisé pour le cas séparable ainsi que pour le cas non-separable. Une version parallèle, basée sur des filtres pseudo-QMF, est présentée comme une technique efficace de séparation d’un signal en sous-bandes.
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1. Introduction

Since its introduction [1], the quadrature mirror filter (QMF) technique has been widely used in one-dimensional sub-band coding [2]. The basic idea is to split a signal into subsampled channels and none the less keep the following two fundamental properties:

- frequency discrimination: each channel should have a good bandpass characteristic (typically: better than the DFT).
- signal recovery: if the subsampled channels are not coded, one should be able to recover the original signal without aliasing or spectral deformation (e.g., as guaranteed by the inversion property of the DFT).

Both of these requirements are fulfilled by the QMF filters: the signal is split into a low-pass and a high-pass version and both are subsampled by 2. After upsampling by 2 and interpolation with the same
filters (modulo a sign change) the original signal is perfectly recovered. A tree structure is used for repeated splitting. For a review of QMF filters and sub-band coding, see references [3] and [4], and for specific filters, see reference [5].

Since the above properties are fundamental in nature, they are likely to be important in multi-dimensional signal processing as well. To be able to split a two-dimensional signal into sub-bands with a good frequency discrimination and subsample them without any loss of information seems useful in various applications, as for example in image compression, texture analysis/classification and spectral analysis.

First, the QMF concept is generalized to the two-dimensional case. Section 2 investigates the nonseparable case and Section 3 deals with the separable one. Both aliasing cancellation and spectral invariance are obtained, showing that the QMF property is a fundamental one. Generalization to higher dimensions is left to the appendix. Section 4 looks at the implementation of the QMF, especially at the computational load. That the resulting rather heavy load can be substantially reduced is shown in Section 5, where a parallel implementation (making use of an FFT-type algorithm) is presented. In the concluding remarks, the results are discussed and potential applications are suggested, with hopes that some interest for these algorithms will be awakened.

2. The two-dimensional general case

Using a system as depicted in Fig. 1, we will show that the QMF condition is maintained, which means that the aliasing terms due to the subsampling are cancelled.
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**Fig. 1.** General two-dimensional system. a) subsampling function, ○: retained sample, ×: disregarded sample; b) system configuration.
The two-dimensional input $x(n_1, n_2)$ is filtered by $h(n_1, n_2)$ and its mirror filter $(-1)^{n_1+n_2}h(n_1, n_2)$. The resulting channels are subsampled by the function $f \downarrow$ which keeps one out of two samples, namely the samples where $n_1+n_2$ is even. For the reconstruction, the channels are upsampld by the reciprocal function $f \uparrow$ (which inserts zeroes where samples were dropped by $f \downarrow$), filtered and added, thus producing $\hat{x}(n_1, n_2)$.

The process of down and upsampling can be viewed as a modulation by the function $f(n_1, n_2)$ given by (2.1):

$$f(n_1, n_2) = 1/2(1 + e^{i\pi(n_1+n_2)})$$

In the $x$-transform domain, with $H(z_1, z_2)$ being the transfer function of the filter, the mirror filter becomes simply $H(-z_1, -z_2)$. The modulation by $f(n_1, n_2)$ becomes a convolution in the $z$-transform domain. Therefore, the output $\hat{X}(z_1, z_2)$ is equal to:

$$\hat{X}(z_1, z_2) = 1/2[H(z_1, z_2) \cdot X(z_1, z_2) + H(-z_1, -z_2) \cdot X(-z_1, -z_2)] \cdot H(z_1, z_2)$$

$$-1/2[H(-z_1, -z_2) \cdot X(z_1, z_2) + H(z_1, z_2) \cdot X(-z_1, -z_2)] \cdot H(-z_1, -z_2)$$

$$= 1/2[H^2(z_1, z_2) - H^2(-z_1, -z_2)] \cdot X(z_1, z_2).$$

We see that the aliasing term corresponding to $X(-z_1, -z_2)$ disappears automatically, whatever the transfer function $H(z_1, z_2)$ is.

Assuming that $H(z_1, z_2)$ is a two-dimensional symmetric linear phase filter of dimension $L_1 \times L_2$, its transfer function can be written as in (2.3) where $H^*(\omega_1, \omega_2)$ is real [6] (we assume normalized frequency).

$$H(e^{i\omega_1}, e^{i\omega_2}) = \exp[-j(((L_1-1)/2)\omega_1 + ((L_2-1)/2)\omega_2)] \cdot H^*(\omega_1, \omega_2).$$

Since $H(e^{i\omega_1}, -e^{i\omega_2}) = H(e^{i(\omega_1+\pi)}, e^{i(\omega_2+\pi)})$ we see that if $L_1$ or $L_2$ are even (but not both) then eq. (2.2) becomes:

$$\hat{X}(\omega_1, \omega_2) = 1/2 \cdot \exp[-j((L_1-1)\omega_1 + (L_2-1)\omega_2)] \cdot X(\omega_1, \omega_2).$$

Thus, given that the sum of the modules squared is a constant, the reconstructed signal $X(\omega_1, \omega_2)$ is a perfect replica of the input signal modulo a constant factor and shifts.

If $L_1$ and $L_2$ are both even or odd, eq. (2.4) is not true anymore. Instead, the system of Fig. 1 has to be modified by placing appropriate delays as for example in Fig. 2. Eq. (2.2) becomes:

$$\hat{X}(z_1, z_2) = 1/2[H(z_1, z_2) \cdot X(z_1, z_2) + H(-z_1, -z_2) \cdot X(-z_1, -z_2)] \cdot z_1^{-1} \cdot H(z_1, z_2)$$

$$+ [z_1^{-1}H(-z_1, -z_2) \cdot X(z_1, z_2) - z_1^{-1} \cdot H(z_1, z_2) \cdot X(-z_1, -z_2)] \cdot H(-z_1, -z_2)$$

$$= 1/2 \cdot z_1^{-1} \cdot [H^2(z_1, z_2) - H^2(-z_1, -z_2)] \cdot X(z_1, z_2).$$

Again, the aliasing terms are automatically cancelled. Since both $L_1$ and $L_2$ are even or odd, it follows from (2.3) and (2.5) that:

$$\hat{X}(\omega_1, \omega_2) = 1/2 \exp[-j(L_1 \cdot \omega_1 + (L_2-1) \cdot \omega_1)] \cdot [H^2(\omega_1, \omega_2) + H^2(\omega_1+\pi, \omega_2+\pi)] \cdot X(\omega_1, \omega_2).$$

The sum of squares being constant, the reconstruction is again perfect (modulo shifts and a constant multiplicative factor). We note that the delay can be arbitrarily placed on $z_1$ or $z_2$ and on either branch.
A typical filter configuration is shown in Fig. 3. Of course, the splitting can be applied again to the subsampled channels, resulting in a tree structure well known from the one-dimensional sub-band coding techniques using QMF's.

3. The two-dimensional separable case

A system as shown in figure 4 is used to split a two-dimensional signal into 4 channels, each subsampled by 4. The mirror filters are obtained from a single prototype filter modulated by \((-1)^n, (1)^n\) and \((-1)^{n+n_2}\). By generalizing the subsampling concept in [7], we see that a signal \(x(n_1, n_2)\) subsampled by 4 (2 along each axis) results in a signal \(y(n_1, n_2)\) with the following z-transform:

\[
Y(z_1, z_2) = \frac{1}{4}[X(z_1^{1/2}, z_2^{1/2}) + X(-z_1^{1/2}, z_2^{1/2}) + X(z_1^{1/2}, -z_2^{1/2}) + X(-z_1^{1/2}, -z_2^{1/2})].
\]  

(3.1)

Fig. 3. Magnitude of the frequency response of typical non-separable filters. a) low-pass filter \(h(n_1, n_2)\). b) mirror filter \((-1)^{n+n_2}h(n_1, n_2)\).
Filtering/downsampling and upsampling/filtering as in Fig. 4 gives the following output:

\[
\hat{X}(z_1, z_2) = 1/4 \left[ [H(z_1, z_2)X(z_1, z_2) + H(-z_1, z_2)X(-z_1, z_2) \\
+H(z_1, -z_2)X(z_1, -z_2) + H(-z_1, -z_2)X(-z_1, -z_2)]H(z_1, z_2) \\
-[H(-z_1, z_2)X(z_1, z_2) + H(z_1, z_2)X(-z_1, z_2) \\
+H(-z_1, -z_2)X(z_1, -z_2) + H(z_1, -z_2)X(-z_1, -z_2)]H(-z_1, z_2) \\
-[H(z_1, -z_2)X(z_1, z_2) + H(-z_1, -z_2)X(-z_1, -z_2)]H(z_1, -z_2) \\
+[H(-z_1, -z_2)X(z_1, z_2) + H(z_1, z_2)X(-z_1, z_2)]H(-z_1, -z_2) \\
+H(-z_1, -z_2)X(z_1, -z_2) + H(z_1, -z_2)X(-z_1, -z_2)] \cdot H(-z_1, -z_2) \right].
\]  

(3.2)

All terms containing aliased components of the original signal \(x(n_1, n_2)\) have to be cancelled. It can be seen that a necessary and sufficient condition is the separability of the filter, that is:

\[
h(n_1, n_2) = h_1(n_1)h_2(n_2), \quad H(z_1, z_2) = H_1(z_1)H_2(z_2).
\]  

(3.3)

In that case, eq. (3.2) reduces to:

\[
\hat{X}(z_1, z_2) = 1/4 \cdot [H_1(z_1)H_2(z_2) - H_1(-z_1)H_2(z_2) - H_1(z_1)H_2(-z_2) \\
-H_1(-z_1)H_2(-z_2)] \cdot X(z_1, z_2).
\]  

(3.4)

Fig. 4. Two-dimensional system with subsampling by 4. a) subsampling function, O: retained sample, X: disregarded sample; b) system configuration.
All aliased components have therefore been cancelled. It is assumed that both \( h_1(n_1) \) and \( h_2(n_2) \) are even length linear phase filters. In that case, \( X(\omega_1, \omega_2) \) is equal to (from (2.3)):

\[
\hat{X}(\omega_1, \omega_2) = \frac{1}{4} \exp[-j((L_1-1)\omega_1 + (L_2-1)\omega_2)]\left[H_1(\omega_1)H_2(\omega_2) + H_1(\omega_1 + \pi)H_2(\omega_2) + H_1(\omega_1)H_2(\omega_2 + \pi) + H_1(\omega_1 + \pi)H_2(\omega_2 + \pi)\right]X(\omega_1, \omega_2).
\] (3.5)

If the sum of the modules squared is equal to a constant, then the signal is perfectly reconstructed. Since the filter is separable, the sum of the one-dimensional filters has to be equal to 1 and thus conventional QMF's can be used. The computation can be performed first along one axis and then along the other. Analysis and synthesis are done as shown in Fig. 5. A typical filter configuration in the frequency domain is presented in Fig. 6.

---

**Fig. 5.** Analysis/synthesis with separable filters.
4. QMF Implementation

Looking first at the non-separable QMF’s of Section 2, we note that even length linear phase filters (even symmetry) are not realizable for our problem. The constraint in (2.6) implies that the prototype filter has a 3 dB attenuation on the symmetry axis to its mirror filter. When the filter is of even length and symmetric, it is easy to see that this constraint is violated at the points $\omega_1 = 0$, $\omega_2 = 0$ and $\omega_1 = \pi$, $\omega_2 = 0$ where the prototype filter has zeroes. The same holds for its mirror image as well, and the overall system has therefore zero transmission at these two points. Mixed even and odd length filters as in (2.4) will produce one of the two zeroes. Of course, these zeroes are of no consequence when working with real life signals since they occur at half sampling frequency, a location where the signals have low energy.
Nevertheless, only odd length filters will be considered in the following, especially since they are also computationally more efficient. We assume a linear phase $L \times L$ filter $h(n_1, n_2)$ where $L$ is odd. The linear phase constraint together with the fact that the transfer function is identical along the $\omega_1$ and $\omega_2$ axis leads to the following properties of the filter (and mirror filter) impulse response matrix:

- each line and column is symmetric.
- the $i$th line is identical with the $i$th column.

This leaves only $1/4(L^2 - 1) + 1$ out of the $2L^2$ possible values for the filter and mirror filter taps. The evaluation of one output of the filter and its mirror filter requires each:

$$1/4 \cdot (L^2 - 1) + 1 \text{ mults},$$
$$L^2 - 1 \text{ adds.}$$

(4.1)

This result is obtained when taking advantage of the symmetries. Neglecting the border effects but noting that only one out of two outputs has to be computed (due to the subsequent subsampling), we see that a $P \times P$ picture can be split into two subpictures with a load of:

$$\frac{1}{4} \cdot (L^2 - 1) + 1 \cdot P^2 \text{ mults},$$
$$\frac{L^2 - 1}{2} \cdot P^2 \text{ adds.}$$

(4.2)

It should not be overlooked that, because of the delay on one branch, the filter and its mirror image do not work on the same input, thus not allowing further reductions. For a repeated, $k$-stage splitting ($k = 3$ is depicted in Fig. 7), we note that the filter surface can be divided by 2 at each stage [8] as $L_1^2 = L^2$, $L_2^2 = L_2^2/2$, $L_3^2 = L_3^2/4$, where $L_i$ is the filter length at the $i$th stage. The channels are also subsampled by 2 but this saving is cancelled by the fact that the number of channels doubles. Therefore, the load for $k$ stages (or equivalently $2^k$ channels) is roughly:

$$\frac{1}{2} \cdot (1 - 1/2^k) \cdot L^2 \cdot P^2 \text{ mults},$$
$$2 \cdot (1 - 1/2^k) \cdot L^2 \cdot P^2 \text{ adds.}$$

(4.3)

Turning to the separable case, we note that all simplifications using symmetries, common factors and zero-crossings of the impulse response can be taken over from the one-dimensional case. The prototype filter is obtained as the product of a single length-$L$ linear phase QMF filter ($L$ even). One stage, or 4 channels, requires [3]:

$$L \cdot P^2 \text{ mults},$$
$$L \cdot P^2 \text{ adds.}$$

(4.4)

If the splitting is repeated, the filter length can be reduced as $L_1 = L$, $L_2 = L/2$, $L_3 = L/4$, where $L_i$ is the filter length at the $i$th stage. The subsampling is counterbalanced by the increasing number of channels, and the load for $k$ stages or $4^k$ channels is:

$$2 \cdot (1 - 1/2^k) \cdot L \cdot P^2 \text{ mults},$$
$$2 \cdot (1 - 1/2^k) \cdot L \cdot P^2 \text{ adds.}$$

(4.5)

A two stage splitting is shown in Fig. 8. Further reductions can be obtained by using odd length filters [3]. Note also that the original signal can be recovered with the same amount of computation.
5. Parallel implementation

In this section, we first generalize a result on filter banks where the various filters are derived by uniform modulation from a single prototype filter. This technique, known from transmultiplexers [10], replaces \( N \) filters by reduced filters (or polyphase network) and a FFT-like transform (for example a modified DCT as in [11]).

Assume \( N_1 \times N_2 \) filters uniformly distributed over the frequency space and derived from a prototype low-pass \( h(n_1, n_2) \) (see Fig. 9).

\[
h_{i_1,i_2}(n_1, n_2) = h(n_1, n_2) \cdot \cos \left( 2\pi n_1 \frac{(2i_1 + 1)}{4N_1} \right) \cdot \cos \left( 2\pi n_2 \frac{(2i_2 + 1)}{4N_2} \right).
\]  

(5.1)

A further assumption is that the prototype filter is a square FIR filter of dimension \( L_1 \times L_2 = 2N_1K_1 \times 2N_2K_2 \). The output of the filter \( h_{i_1,i_2} \) is therefore:
\[ y_{i_1,i_2}(m_1, m_2) = \sum_{n_1=0}^{2N_1K_1-1} \sum_{n_2=0}^{2N_2K_2-1} x(m_1 - n_1, m_2 - n_2) \cdot h(n_1, n_2) \cdot \cos \left( \frac{2\pi n_1 (2i_1 + 1)}{4N_1} \right) \cdot \cos \left( \frac{2\pi n_2 (2i_2 + 1)}{4N_2} \right) \]

\[ = \sum_{k_1=0}^{K_1-1} \sum_{k_2=0}^{K_2-1} \sum_{l_1=0}^{2N_1-1} \sum_{l_2=0}^{2N_2-1} x(m_1 - 2N_1 k_1 - l_1, m_2 - 2N_2 k_2 - l_2) \cdot h(2N_1 k_1 + l_1, 2N_2 k_2 + l_2) \cdot (-1)^{k_1} \cdot \cos \left( \frac{2\pi l_1 (2i_1 + 1)}{4N_1} \right) \cdot (-1)^{k_2} \cdot \cos \left( \frac{2\pi l_2 (2i_2 + 1)}{4N_2} \right). \] (5.2)

The above equations can be written as:

\[ y_{i_1,i_2}(m_1, m_2) = \sum_{l_1=0}^{2N_1-1} \sum_{l_2=0}^{2N_2-1} a(l_1, l_2) \cdot \cos \left( \frac{2\pi l_1 (2i_1 + 1)}{4N_1} \right) \cdot \cos \left( \frac{2\pi l_2 (2i_2 + 1)}{4N_2} \right), \]

\[ a(l_1, l_2) = \sum_{k_1=0}^{K_1-1} \sum_{k_2=0}^{K_2-1} x(m_1 - 2N_1 k_1 - l_1, m_2 - 2N_2 k_2 - l_2) \cdot h(2N_1 k_1 + l_1, 2N_2 k_2 + l_2) \cdot (-1)^{k_1} \cdot (-1)^{k_2}. \] (5.3)
Therefore, the evaluation of \( N_1 \times N_2 \) dimension \( 2N_1K_1 \times 2N_2K_2 \) filters has been reduced to \( 2N_1 \times 2N_2 \) filters of dimension \( K_1 \times K_2 \) and a DCT of dimension \( 2N_1 \times 2N_2 \) where only a quarter of the outputs are computed. This can lead to substantial savings in the computational load.

This rather general result can be used for a special case of filters which allow perfect reconstruction after subsampling, the so-called pseudo-QMF filters [12], [13]. Without going into details, we restate the conditions for pseudo-QMF filterbanks (where \( N \) filters are used in parallel in order to filter a signal into \( N \) subbands, subsampled by \( N \)) derived from a prototype FIR low-pass in the one-dimensional case (see Fig. 10).

- anti-aliasing constraint:

\[
|H(\omega)| = 0, \quad |\omega| \geq 2\pi/2N. \tag{5.4}
\]

The magnitude of the transfer function has zero transmission twice above the cut-off frequency.

- flatness constraint:

\[
|H(\omega)|^2 + |H(\omega - 2\pi/2N)|^2 = 1, \quad 0 \leq \omega \leq 2\pi/2N. \tag{5.5}
\]

The sum of the squares of the magnitude has to be one over the whole spectrum.

- modulation constraint:

\[
h_i(n) = h(n) \cdot \cos \left(2\pi(2i+1)(2n-N)/8N\right), \quad 0 \leq i \leq N. \tag{5.6}
\]

This is one of the possible modulation schemes (there is some freedom in the choice of the phase), but this leads to an efficient implementation.

Using filters of this type allows one to filter a signal into \( N \) channels, to subsample by \( N \), then to upsample by \( N \), filter by a similar set of filters, sum the outputs and recover the original signal (see Fig. 11). The aliasing components produced by the down/upsampling process are automatically cancelled if (5.4) is respected, and no spectral deformation occurs if (5.5) holds.
The performance of the system defined by (5.4–5.6) has been investigated elsewhere [14], our purpose is only to show its computational performance when applied to 2-dimensional signal processing.

Since desirable bandsplitting schemes are separable and that the pseudo-QMF conditions lead to separable filters as well, we will only consider this case. The two dimensional signal is filtered by \( N \) pseudo-QMF filters in one dimension, subsampled by \( N \), then filtered by \( N \) pseudo-QMF's in the other dimension and subsampled by \( N \) in that dimension as well.

Efficient ways to implement such a system are investigated in [14]. Drawing from this work, we use, as an example, the radix-4 version which requires \((3L + 9)/4\) multiplications and \( L + 42 \) adds for each set of outputs in one dimension (\( L \) is equal to \( 2NK + 1 \)). We note that since a FFT-like algorithm is used, the efficiency grows with the radix. Assume now \( L = 25 \) and a 256×256 picture to be split into 16 subbands. In Table 1, the various implementations are roughly compared (neglecting the borders).
Table 1
Number of multiplies for the coding of a 256 by 256 picture into 16 channels

<table>
<thead>
<tr>
<th>Description</th>
<th>Multiplies</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 general non-separable filters of dimension 25×25</td>
<td>41·10^6</td>
</tr>
<tr>
<td>4 stage non-separable QMF with filters of dimensions 17×17, 13×13, 9×9 and 7×7</td>
<td>9.6·10^6</td>
</tr>
<tr>
<td>16 general separables filters of dimension 25×25</td>
<td>3.3·10^6</td>
</tr>
<tr>
<td>two stage separable QMF in each dimension with filter length 16 and 8</td>
<td>1.57·10^6</td>
</tr>
<tr>
<td>radix-4 pseudo-QMF of length 25 in each dimension</td>
<td>0.688·10^6</td>
</tr>
</tbody>
</table>

Obviously, substantial gains are attained over the conventional techniques, especially when using the parallel implementation.

6. Concluding remarks

New techniques were proposed for multi-dimensional signal processing. The non-separable case of the QMF filter is a new development, and even if the separable case is only an immediate generalization of the one-dimensional QMF, its introduction into a new field seems useful. The concept of sub-bands with guaranteed reconstruction from the subsampled channels is fundamental enough to justify its analysis in the context of new applications. As an example, the sub-band coding proposed for image compression in [15] foresees information reductions of the order of 5 to 10 without any adaptive coding. Using more sophisticated algorithms for the coding of the channels (or subimages) should lead to much higher compression factors.

When evaluating a coding system, one needs, on the one hand, an objective criteria like quantization noise energy. It was shown in [4] that sub-band coding attains the same theoretical limits as predictive and transform coding. On the other hand, a subjective criteria is needed as well. Results from perceptual psychology indicate a logarithmic sensitivity in the spacial frequency domain [16]. Thus, using coarser quantization for higher frequency bands seems to be a reasonable approach, and investigations are under way in order to prove this hypothesis.

Our emphasis has been on the theoretical side (proof of the generalizations) as well as on the algorithmic side (proposal of fast algorithms for the reversible sub-band coding). Especially the pseudo-QMF approach becomes very attractive, since the computational gain from the one-dimensional case is fully made to contribution. Note that the modulated filter approach (which allows a fast algorithm) leads automatically to the pseudo-QMF (unlike in the one-dimensional case, where the covering of the spectrum is not always necessary as for example in transmultiplexers), since this is the only known class of filters (beside the ideal bandpass) that combines:

1) spectral invariance of the overall system
2) automatic aliasing suppression
3) computational efficiency thanks to a FFT-like approach.

Our hope is that the proposed algorithms will be used in the various fields where they can find applications, both because of the nice properties of the resulting system and because of the reasonable computational load.
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Appendix

For the general $m$-dimensional case, we use a convenient vectorial notation. The following definitions are introduced:

\[ k = (k_1, k_2, \ldots, k_m) \quad k \in \mathbb{Z}^m, \]
\[ \omega = (\omega_1, \omega_2, \ldots, \omega_m) \quad \omega \in \mathbb{R}^m, \]
\[ z = (z_1, z_2, \ldots, z_m) \quad z \in \mathbb{C}^m. \]

The unit and zero vectors are defined as $\mathbf{1} = (1, 1, \ldots, 1)$ and $\mathbf{0} = (0, 0, \ldots, 0)$. The following operations will be used:

- **Scalar product:** $v^m \times v^m \rightarrow \nu$,
  \[ k \cdot l = k_1 l_1 + k_2 l_2 + \cdots + k_m l_m. \]
- **Schur product:** $v^m \times v^m \rightarrow v^m$,
  \[ k \circ l = (k_1 l_1, k_2 l_2, \ldots, k_m l_m). \]

General case

Assume a filter $h(n)$ with transfer function $H(z)$. Its mirror filter follows as $(-1)^{n-1} \cdot h(n)$ with transfer function $H(-z)$. The same system as in Fig. 1 is used by replacing 2-dimensional signals with $m$-dimensional ones. Subsampling and upsampling by a factor 2 corresponds to a modulation by $f(n)$ given as:

\[ f(n) = 1/2 \cdot (1 + e^{j\pi(n-1)}). \quad (A1) \]

Therefore, the reconstructed signal $x(n)$ has the following $z$-transform:

\[ \hat{X}(z) = [H(z)X(z) + H(-z)X(-z)] \cdot H(z) - [H(-z)X(z) + H(z)X(-z)] \cdot H(-z) \]
\[ = [H^2(z) - H^2(-z)] \cdot X(z). \quad (A2) \]

Taking linear phase filters of appropriate length or with a delay will produce an output of the form:

\[ \hat{X}(\omega) = d_m \cdot [H^*\omega + H^*\omega + \pi \cdot 1] \cdot X(\omega), \quad (A3) \]

where $d_m$ is a pure $m$-dimensional delay. Thus, given that the quadrature relation is maintained, the reconstruction is perfect.

Signal Processing
Separable case

A $m$-dimensional input is filtered by $2^m$ filters and subsampled by $2^m$. We call $i_a$ the vector whose components are the base 2 representation of $i$, thus $i \in [0 \ldots 2^m - 1]$ and $i_b$ the vector whose components are $(-1)$ at the power of the corresponding $i_a$ component. The $2^m$ filters are defined as follows, where $H(z)$ is a prototype filter:

$$H_i(z) = H(i_b \circ z), \quad i = 0, 1, \ldots, 2^m - 1.$$  \hfill (A4)

Following the subsampling by $2^m$, the reconstruction after upsampling is performed with interpolation filters $F_i(z)$ as:

$$F_i(z) = (-1)^{i \cdot 1} H(z).$$  \hfill (A5)

The modulation function is described by:

$$f(n) = \frac{1}{2} \left[ \sum_{i=0}^{2^m-1} (-1)^{i \cdot n} \right].$$  \hfill (A6)

Using the shorthand $i_b \circ z = z_b$, the output $X(z)$ equals:

$$\hat{X}(z) = 1/2^m \left[ \sum_{i=0}^{2^m-1} (-1)^{i \cdot 1} H_i(z) \cdot \sum_{j=0}^{2^m-1} H_i(z_j) X(z_j) \right].$$  \hfill (A7)

But we have:

$$H_i(z) = H(z_i), \quad H_i(z_j) = H(i_b \circ j_b \circ z) = H(z_{i \cdot j})$$  \hfill (A8)

Thus:

$$\hat{X}(z) = 1/2^m \sum_{j=0}^{2^m-1} \sum_{i=0}^{2^m-1} (-1)^{i \cdot 1} H(z_i) \cdot H(z_{i \cdot j}) \cdot X(z_j).$$  \hfill (A9)

Except when $j = 0$, the sum over $i$ should be equal to zero. When $(-1)^{i \cdot 1}$ is equal to $-1$, we see that the following products will cancel:

$$H(z_i) \cdot H(z_{i \cdot j})$$

$$H(z_{i \cdot j}) H(z_{i \cdot j \cdot j}) = H(z_{i \cdot j}) H(z_i).$$  \hfill (A10)

But for $(-1)^{i \cdot 1} = 1$, there is no cancellation possible. We show now that separability of the filter is a necessary and sufficient condition. We use the following notation for separable filters:

$$H(z_i) = H_1(z_1) H_2(z_2) \ldots H_m(z_m) = \Pi H(z_i).$$  \hfill (A11)

For $j$ odd, the annulation was shown already in the non-separable case. For $j$ even, there are several ways to show the cancellation. Introducing the vector $q$ which has all ones but a $-1$ at a position where $j_b$ has also a $-1$ (the position is arbitrary) we note that:

$$\Pi H(z_i) \cdot \Pi H(z_{i \cdot q}) \quad \text{and} \quad \Pi H(z_{i \cdot q}) \cdot \Pi H(z_{i \cdot q \cdot j}).$$  \hfill (A12)

are equal but of opposite sign in (A9), thus cancelling out. Therefore, the separability is a necessary and sufficient condition for aliasing cancellation in a system with $2^m$ QMF's and subsampling by $2^m$. Note that separability is obviously a sufficient condition, but the purpose of the development following (A9) is to show that it is also a necessary one.
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This paper contains an erroneous statement on page 101. In the section on two-dimensional separable QMF’s, it is stated that, in the case of the separable sub-sampling of Fig. 4(a), “separable filters are necessary and sufficient for aliasing cancellation”. What was really meant was that equation (3.2) and similar equations obtained with different signs for the reconstruction filters lead always to the following condition for aliasing cancellation:

\[ H(z_1, z_2)H(-z_1, -z_2) - H(z_1, -z_2)H(-z_1, z_2) = 0. \]  \hspace{1cm} (1)

It turns out that condition (1) is weaker than separability, as shown by Woods [1] whom we thank for bringing this fact to our attention.
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