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1. INTRODUCTION

Tree-based representations of two- and three-dimensional objects have been used extensively in solid modeling, computer graphics, computer vision, and image processing. (See, for example, [26, 10, 18, 39, 23].) Quadrees and octrees, which are used to represent objects in 2-D and 3-D spaces, respectively, have been studied thoroughly for graphics and image processing applications.

Binary space partitioning (BSP) trees have been used in computer graphics applications as an efficient representation of polyhedra in D-dimensional space (a polyhedron is defined as a boundary with only planar faces [26]). For example, BSP trees provide an effective tool in determining visible surfaces for polygon rendering and ray tracing applications [29]. For 2-D applications, the BSP tree approach partitions the 2-D space, which surrounds the objects to be presented, by arbitrarily oriented lines. Recently (see [37, 38]), we proposed using the BSP tree representation for image processing and computer vision applications.

In this paper we present a Hough transform-based method for generating the BSP tree representations of images in 2-D space. As will be shown, BSP tree-based segmentation of images provides an effective tool for achieving high compression rates for image coding applications. Preliminary results show that compression ratios in the range of 40–100 are achievable. Moreover, the method of representation using arbitrarily oriented lines allows one to perform affine transformations (e.g., rotation and translation) on images very easily. Therefore, and due to the simple data structure (a binary tree) resulting from the binary partitioning, these affine transformations can be implemented using simple tree traversal algorithms.

In Section 2, we explain the BSP tree representations of polyhedra, and in Section 3 we provide a high-level description of image representation using BSP trees. The rest of the paper consists of two main sections: Section 4 describes a Hough transform-based, recursive algorithm for building a BSP tree of an arbitrary image, and Section 5 introduces a multiresolution approach for implementing the Hough transform-based method described in Section 4. In each of these two sections (4 and 5) we show some simulation results. Section 6 derives some expressions for the computational complexity of our proposed methods, and Section 7 explains the potential of the BSP tree representation approach for image coding applications. We conclude the paper with a summary in Section 8.

2. THE BSP TREE REPRESENTATION

The binary space partitioning tree (BSP tree) is an abstract data type that provides a representation of a D-dimensional space through the use of recursive subdivision. For the 2-D case, the subdivision is created using arbitrarily oriented lines. Any straight line \( h \) creates two halfplanes, which are distinguished as the negative and positive halfplanes \( h^- \) and \( h^+ \), reflecting whether the dot product of a point \( p \) with \( h \) is negative or positive. The recursive partitioning is a local operation that takes as input an unpartitioned region \( R \), initially the entire 2-D plane, and a line \( h \), selected according to various criteria, that intersects \( R \), and produces as output two new regions formed by partitioning \( R \) by \( h \) into two half-regions, \( R^- \) and \( R^+ \). The two half-regions can then be similarly partitioned by some additional lines, and so on recursively until a termination criterion is met (see Fig. 1). This results in a hierarchy of regions in which the lowest level unpartitioned regions, called cells, form a partitioning of the 2-D plane.

The data structure used to represent this partitioning is a binary tree. The root of the tree represents the whole 2-D space, and it is labeled with the line used to partition it. The two resulting half-regions are represented by two child nodes, which may be partitioned as well. A left edge can be interpreted as representing the action of performing an intersection with \( h^- \) and the right edge with \( h^+ \). Thus, every region in the tree is defined by the intersection of halfplanes denoted by the edges on the path from
the root to that region's node. Because a halfplane is a convex (unbounded) region, and since the intersection of convex sets is a convex set, then every region (corresponding to a leaf or nonleaf node) in the tree is convex. Each leaf node corresponds to a cell of the partitioning, while each internal node corresponds to a partitioned region that is the union of the cells at its leaf nodes.

For example, Fig. 1 shows a BSP tree-induced partitioning of the plane and Fig. 2 shows the corresponding binary tree. The root node represents the entire plane. A binary partitioning of the plane is formed by the line labeled a resulting in a negative halfplane and a positive halfplane. These two halfplanes are represented respectively by the left and right children of the root. A binary partitioning of each of these two halfplanes may then be performed, as in Fig. 1, and so on recursively. When, along any path of the tree, subdivision is terminated, the leaf node will correspond to an unpartitioned region, called a cell. As shown in the figure, the two cells A and B define a concave object in the 2-D space. In other words, Fig. 2 shows a BSP tree representation of this 2-D object.

For those readers familiar with k-d trees [3], BSP trees can be viewed as generalizing this data type by allowing the partitioning lines to be arbitrarily oriented, rather than restricting them to being orthogonal to a coordinate axis (BSP trees were, however, developed independently, beginning in 1969). They differ from quadtrees and octrees (2\(^D\) trees) both in the use of arbitrary lines and in arity of the tree: a BSP tree's data structure is a binary tree, not a 2\(^D\)-ary tree. The freedom to use any line can lead to smaller and more exact representations, at the cost of needing to perform a more expensive computation to choose the lines.

An important consequence of supporting arbitrary orientations is that any affine transformation (translation, scaling, rotation, or shearing) can be applied to a BSP tree by simply transforming the line equations (by a vector–matrix product). The orthogonality required of 2\(^D\) trees prohibits rotations by any angle that is not a multiple of 90° without reconstructing the tree. And for 2\(^D\) trees, the restriction to subdividing a region into equal parts also necessitates for all translations and most scalings that a new tree be constructed. Consider a quadtree representation of an image in which one quadrant is black and the remainder is white, which is a tree composed of five nodes. Translation by a distance of 1 pixel causes a new tree to be generated whose size is on the order of the number of pixels required to represent the boundary of the square.

These difficulties with affine transformations arise from the fact that 2\(^D\) trees are based upon representing a discrete plane (defined on a regular lattice), which was originally motivated by discrete image representation/generation. In contrast, BSP trees were developed explicitly in the context of continuous space and so the ease with which they admit affine transformations arises immediately from this fact.

The principal application of BSP trees has been for representing polytopes, the dimension-independent entity of which polyhedra and polygons are the 3-D and 2-D instances, respectively. If each cell of the BSP tree is classified as either "in" the set or "out" of the set, then the union of the in-cells determines the polytope (since all regions are formally considered to be open sets, a closure must be taken after the union).

More generally, each region of the tree may have an arbitrary set of attributes associated with it, or equivalently, a single aggregate attribute. The membership attribute required for polytopes is the simplest example of this: a constant boolean-valued function indicating in or out. However, for representing images, an intensity or color attribute is needed and possibly a transparency/opacity attribute to be used for compositing.

Therefore, the BSP tree partitioning of the 2-D space can be used to represent a piecewise continuous function whose domain is the entire plane. All discontinuities in this function are restricted to lie on the partitioning lines, a condition met during tree construction. For example, in the case of a polygon, all of the edges of the polygon must lie on the partitioning lines, since these edges are exactly
the points of discontinuity. Thus the BSP tree structure provides the discontinuous part of the function, so to speak, and pieces together the various continuous functions, each restricted to certain cells of the tree. The value of the piecewise function at a single point \( p \) (located within a cell \( C \)) can be obtained by evaluating the corresponding continuous function (defined over the cell \( C \)) at \( p \).

It is important to note that all the 2-D space ideas presented above can be easily extended to higher dimension spaces. For example, the BSP tree representation of a 3-D space can be achieved by using planes for the recursive partitioning.

Besides affine transformations, most other work with BSP trees has focused on the problem of rendering polyhedra and merging of BSP trees. In fact, BSP trees were originally developed as a solution to the visible surface problem: a view-dependent traversal of a tree generates a visibility priority ordering of the polyhedral faces [14, 29]. They also can be used to provide ray tracing of polyhedra [30], clipping to a (nonconvex) window [31], computing shadows [11], and global illumination of diffuse surfaces [15]. It is also possible to convert between a BSP tree representation and a boundary representation of polyhedra (in both directions) and to perform set operations between the two types [43]. Algorithms for merging two BSP trees (representing two objects) were also presented [32]. It was shown that BSP tree merging yields boolean set operations between the two objects.

3. BINARY PARTITIONING OF IMAGES

Image segmentation using binary space partitioning provides an efficient representation for image coding applications (see Section 7). Moreover, the arbitrarily oriented partitioning lines and simple data structure (a binary tree) of the BSP representation make it very useful for manipulation of images.

The BSP approach partitions the desired image, recursively, by straight lines in a hierarchical manner. First, a line is selected (based on an appropriate criterion) to partition the whole image into two subimages. Using the same criterion, two lines are selected to split the two subimages resulting from the first partitioning. This procedure is repeated until a terminating criterion is reached. The outcome of this recursive partitioning is a set of (unpartitioned) convex regions which are referred to as the cells of the segmented image. A good segmentation is obtained when the pixel values within each cell are homogeneous. A cell is considered homogeneous if its pixel intensities can be modeled using a smooth (or continuous) function. This desired feature (i.e., homogeneous cells) can serve as a terminating criterion.

As explained in the previous section, this recursive partitioning generates a binary tree which is referred to as the binary space partitioning tree representation. In this case, the nonleaf nodes of the BSP tree are associated with the partitioning lines, and the leaves represent the cells (unpartitioned regions) of the image.

It is important to note that every node in the tree (i.e., not only the leaves) represents a convex region of the image. However, a convex region of a nonleaf node is partitioned by the node's line into two other convex regions as explained above. In addition to a geometrical description (defined by the partitioning lines of its ancestors), a convex region of the image's BSP tree representation may have one or more attributes. An example of such attributes is a zero-order (i.e., the mean value) or higher-order polynomial model of the pixel intensities within the region.

There are two important aspects of the BSP representation approach. The first aspect (and most critical one) is the criterion used for selecting the partitioning lines. The other significant aspect is the criterion used to terminate the recursive partitioning and generate an unpartitioned region (cell). We refer to the first aspect as the line-selection criterion, and to the second one as the terminating criterion. The line-selection and terminating criteria determine the efficiency and accuracy of the BSP tree representation, respectively. These two criteria are not independent of each other since a given line-selection strategy influences the choice of the terminating criterion as explained below.

3.1. Boundary-Based Partitioning

In this work, we based the partitioning on the image boundary information, i.e., edges. A selected line, which partitions a given region of the image, has to pass through the strongest edge that lies within that region. The strength of an edge is measured, in this case, by the number of connected, collinear boundary points lying on the edge. Therefore, the first line selected to partition the whole image passes through the largest number of collinear connected edge points in the image. The same process is applied to the two subimages resulting from partitioning the image. In other words, for each subimage the selected line has to pass through the largest number of connected edge points that lie in that subimage. This boundary-based, line-selection criterion provides very good segmentation, and generates efficient representation as shown in the next section.

Our terminating criterion is based on the number of edge points in a given region. In other words, if this number is lower than some threshold, then the recursive partitioning terminates and the region under consideration becomes a cell of the BSP tree representation. The lower the threshold value, the more accurate the representation. By using this terminating criterion, the resulting cells have, in general, homogenous pixels. It should be
clear that the terminating criterion is influenced by the boundary-based, line-selection strategy explained above.

If the pixels within each cell are estimated using a smooth 2-D function (e.g., the average value of the pixel intensities or a low-order polynomial), then this boundary-based partitioning leads to a piecewise continuous approximation of the image function. Moreover, each smooth function, defined over a given cell, can serve as an attribute of that cell. It is important to note that the discontinuities of the piecewise continuous approximation lie on the selected partitioning lines, and these lines, as explained before, pass through the image edges.

Other line-selection and terminating criteria can be used to generate efficient BSP tree representations of images. For example, a straight line can be selected to partition a given region of the image if the line minimizes some error function defined over that region. Based on this error-minimization criterion, we are currently developing a least-square-error method for constructing BSP trees. In this paper, however, our work is based on boundary information only.

3.2. Multiresolution-Based Partitioning

Depending on the criteria used to build a BSP tree of an image, it is desirable that the resulting tree contains a multiresolution description of that image. In a multiresolution description, the nodes close to the root of the tree represent the coarse (low-resolution) information of the image, whereas the nodes close to the leaves contain the fine details (high-resolution information). We refer to a BSP tree with such a description as a multiresolution BSP tree. It is desirable to construct a multiresolution BSP tree representation of a given image since traversing the tree from top (the root node) to bottom (the leaves) is equivalent to zooming at that image. However, in order to guarantee that the recursive binary partitioning generates a multiresolution BSP tree, one needs to use a multiresolution approach when constructing the desired tree.

The multiresolution approach derives a pyramid of different resolution images from the original image [25]. This method is similar to the scale-space approach proposed in [49] as well as the Laplacian pyramid scheme [6]. The bottom of the multiresolution pyramid is the original image, and the top is the most coarse image. Therefore, by moving from the base to the top of the pyramid the image representation becomes more coarse (i.e., fine details are eliminated). Moreover, an image at a given level of the pyramid contains the information represented by all images above that level. For example, the original image contains the information represented by all other images in the multiresolution pyramid.

When constructing a multiresolution BSP tree, one has to start with the top of the pyramid. In other words, by applying the desired line-selection and terminating criteria on the lowest resolution image, a BSP tree (which represents the most coarse details of the original image) is first generated. This coarse BSP tree is then used as an initial guess to construct a finer tree from the next higher resolution image in the pyramid.

When expanding a coarse tree into a finer tree, two steps are needed. First, all nonleaf nodes of the coarse tree are mapped into the same number of nonleaf nodes in the finer tree. (This mapping requires, in general, some focusing procedure as explained in Section 5.) Second, using the higher resolution image, the coarse tree's leaves (cells) are expanded by new BSP subtrees. These subtrees represent finer details of the original image. The same procedure, i.e., expanding a coarse tree into a finer tree, is repeated until one reaches the base (original image) of the pyramid.

It is important to note that the multiresolution-based BSP tree generation method is independent of the particular approach used to construct the BSP tree. In this work, for example, we applied the multiresolution method to our boundary-based BSP tree generation scheme. In other words, we first construct a coarse tree using the boundary information of the lowest resolution image in the pyramid. This coarse tree is then used as an initial guess to construct a finer tree from a higher resolution image. In this case, the cells of the coarse tree are expanded into BSP subtrees using the boundary information of the higher resolution image.

In addition to generating a multiresolution BSP representation, this hierarchical approach provides a significant reduction in the computational expense. This is because the pyramidal method takes advantage of computations that take place at a coarse level of the pyramid when performing similar computations at a finer resolution level. Moreover, using the multiresolution approach gives better segmentation as shown in Section 5.

4. A HOUUGH TRANSFORM-BASED METHOD FOR BSP TREE GENERATION

As explained above, our proposed BSP tree approach partitions the domain of the desired image by straight lines passing through the image boundaries. This is an easy task if the image contains a few simple objects of known shapes and sizes. On the other hand, partitioning an image that consists of several objects of unknown shapes and sizes may require the segmentation of the various objects in the scene. Without performing the difficult segmentation process, one way to solve the problem is to base the partitioning on the image contour information. Two steps will be needed for generating such a BSP tree representation (see Fig. 3): (1) extract the boundary locations of each object in the image, and (2) determine
the linear characteristics of these boundaries, in order to match them with a minimum set of straight lines.

Each straight line, which is represented by a nonleaf node of the BSP tree, partitions a convex region of the original image. The partitioning line of a given region has to match the largest set of collinear edge points in that region. In addition, it is desirable to include a connectivity weighting of these edge points [47]. We emphasize the notion of connectivity since the human visual system is particularly sensitive to linear segments of connected points [17]. Edge points that lie on a straight line and yet do not belong to one connected edge will be referred to as uncorrelated collinear edges.

As a consequence, the straight lines associated with high-level nodes (close to the root) in the BSP tree should (in general) fit the boundaries of large objects whereas low-level nodes (close to the leaves) represent fine details and small objects. This defines a natural hierarchical description of the image. However, in order to guarantee that the resulting tree is a multiresolution BSP tree (as defined in Section 3.2), one needs to use the multiresolution approach which is explained in detail in Section 5.

It is clear that the boundary points of the various objects in the image can be located by an edge detection process. The performance of the edge extraction can significantly influence the tree structure. After a reliable edge detection process, straight lines are built on collinear edge segments. The Hough transform is a very useful tool to extract straight lines and other geometrical features in edge images [16, 13].

Our BSP tree generation method starts by applying the Hough transform (HT) on all edge points in the image, and selects the HT cell\(^1\) with the maximum number of votes (corresponding to the line that passes through the maximum number of edge points) to partition the image. The selected line partitions the image into two subimages. The same process is repeated on each subimage. In other words, the HT of one of the two subimages is computed, and a search for the cell with the maximum number of votes is performed. Now, the line corresponding to this cell partitions the selected subimage. The same thing is done to the other subimage. This process is repeated until a termination criterion is reached. This criterion could be one or both of the following: (1) the area of the region to be partitioned is smaller than a certain threshold, and (2) the number of boundary points within the region is lower than some other threshold. These thresholds determine the degree of accuracy of the representation. The lower the threshold values, the larger the number of nodes in the tree and the more accurate the image description.

It is important to note that a line \(h_{\mu}\) (associated with a node \(\mu\) and a convex region \(R_{\mu}\)) classifies each point \(x \in R_{\mu}\) into one of the following three convex sets:

\[
\begin{align*}
    h^+_{\mu} &= \{ x \in R_{\mu} : x \cdot a_\mu > \rho_\mu \} \\
    h^-_{\mu} &= \{ x \in R_{\mu} : x \cdot a_\mu < \rho_\mu \} \\
    s h_{\mu} &= h_{\mu} \cap R_{\mu} = \{ x \in R_{\mu} : x \cdot a_\mu = \rho_\mu \},
\end{align*}
\]

where \(a_\mu\) is a unit vector normal to \(h_{\mu}\), and \(\rho_\mu\) is the normal distance between \(h_{\mu}\) and the origin. Here \(h^+_{\mu}\) and \(h^-_{\mu}\) represent the positive and negative subregions of \(R_{\mu}\), and are represented by the right and left children of \(\mu\), respectively. \(s h_{\mu}\) represents a subsline (of \(h_{\mu}\)) that lies in \(R_{\mu}\). After selecting \(h_{\mu}\) as the partitioning line of \(R_{\mu}\), it is crucial to eliminate all edge points \(\in s h_{\mu}\) (i.e., that lie on the line) and process just those points that belong to the subregions \(h^+_{\mu}\) and \(h^-_{\mu}\). Otherwise, these points (that are \(\in s h_{\mu}\)) may contribute to one or both of the regions, and subsequently an infinite recursion may occur.

To summarize, we propose a BSP tree generation method based on the following: (1) perform an edge detection process; (2) compute a series of Hough transforms, one for each nonleaf node in the tree; and (3) select each line as the peak of the corresponding Hough transform. The subsections below describe in detail each one of these steps.

4.1. The Edge Detection Process

As mentioned above, the input to this Hough transform-based BSP tree generation method is an edge image which can be represented as a binary function \(E(x, y)\). The structure of the resulting tree and the set of straight lines selected to partition the original image are strongly dependent on \(E(x, y)\). \(E(x, y)\) can be obtained from the original image through a numerical differentiation process followed by a simple thresholding strategy. However, it is well known that differentiation amplifies high-frequency noise. Edge detection is a mildly ill-posed problem which can be transformed into a well-posed problem by convolving the original image (before differentiation) with a smoothing filter \(f(x, \sigma)\) whose Fourier transform \(F(\omega, \sigma)\) satisfies the conditions [44, 28]

\[
\lim_{\sigma \to 0} F(\omega, \sigma) = 1 \\
\omega F(\omega, \sigma) \in L_2,
\]

\(^1\) The HT cell should not be confused (and has no relation) with the BSP tree cell. The HT cell is defined in Section 4.2.
where \( L_2 \) is the set of square integrable functions. The Gaussian function satisfies the above conditions, and therefore is used as a predifferentiation filter in most edge detection methods. Gaussian filtering, however, introduces uncertainty in the actual edge location. The larger the standard deviation \( \sigma \), the better the smoothing at the expense of poorer edge localization. This dilemma has been studied and analyzed in the literature (e.g., [40, 44, 4]). An edge focusing algorithm was introduced in [4] to achieve both filtering of high-frequency noise and good localization of the original edges. In this section, we limit ourselves to a Gaussian function with small \( \sigma \) as a predifferentiation filter. In Section 5, however, we use a line focusing algorithm that takes into account the shift in the edge points due to filtering. See Section 5 for more details.

After filtering the original signal, one can locate edge points in the filtered image by looking for zero crossings of the second derivative or maxima of the first derivative (gradient) [27, 8]. Although both methods are equivalent, it has been shown that the maximum-gradient approach is less sensitive to noise [28].

In this work our edge detection process consists of (1) filtering the image with a Gaussian function, (2) computing the gradient magnitude and direction of the filtered image, (3) locating the maxima of the gradient magnitudes in the direction of the gradient vector \( \vec{g} \), and (4) performing adaptive thresholding. To locate the maxima of the gradient magnitudes, we have used a nonmaximum gradient suppression algorithm proposed by Canny [7]. For the adaptive thresholding step, we used a hysteresis thresholding strategy with both low and high thresholds [8]. (See [37] for more details about our implementation of the gradient edge detector.)

4.2. The Hough Transform

The standard Hough transform maps each edge point \((x_e, y_e)\) into a curve in the Hough space. It acts as a voting process, where \((x_e, y_e)\) votes for all lines passing through it. These lines are represented by two parameters in the Hough space (also known as the parameter space). Here we use the \((\theta, \rho)\) parameterization to represent straight lines in the Hough space. \( \theta \) is the direction (with respect to the \(x\) axis) of the vector \( \vec{n} \) normal to the line \((\theta, \rho)\), and \( \rho \) is the distance between the line and the origin [13]. With this parameterization, the line equation is given by

\[
\rho = x \cos(\theta) + y \sin(\theta). \tag{4.2.1}
\]

The HT at a point \((\theta, \rho)\) in the Hough space can be expressed as

\[
h(\theta, \rho) = \sum_x \sum_y \delta(\rho - x \cos \theta - y \sin \theta)E(x, y), \tag{4.2.2}
\]

where \( E(x, y) \) is a 2-D binary function representing the edge image, and \( \delta(x) = 1 \) for \( x = 0 \) and zero otherwise. In practice, the Hough space is divided into a finite number of cells, organized as an accumulation array, where each cell is associated with a discrete pair of the coordinates \((\theta, \rho)\).

The standard HT is computed as follows. First, \( \theta \) is sampled at \( N_\theta \) values between zero and 180°. For each sample of \( \theta, \rho \) is calculated and quantized to one of \( N_\rho \) possible levels, and the corresponding cell in the HT space is incremented by one vote. Therefore, an edge point \((x_e, y_e)\) in the image space is mapped into a sinusoidal function in the \((\theta, \rho)\) parameter space as shown in Fig. 4. The intersection of two sinusoidal functions (corresponding to two edge points) gives the \((\theta, \rho)\) parameterization of the straight line that connects the two points in the image space. In other words, the element of the accumulation array that receives \( v \) votes represents a straight line that passes through the same number \( v \) of edge points in the image space. For the example shown in Fig. 4, the line \((\frac{\pi}{4}, \sqrt{2})\) receives three votes from the three collinear edge points which lie on that line. The detection of straight lines in the edge image can be accomplished by searching for \((\theta, \rho)\) cells that possess a large number of votes \((peaks)\) in the parameter space. The HT literature is plentiful. A comprehensive survey can be found in [19].

Improvements have been suggested to this simple approach as the standard HT is sensitive to background noise and texture in the image [5, 41]. Here, we use two methods designed to eliminate some of the HT background noise. One common method is the usage of gradient direction information about the edge points. On the basis of a simple probabilistic model, we have shown in [37] that using gradient direction information significantly reduces the range of \( \theta \) values that need to be considered when computing the Hough transform.

Given the gradient direction \( \theta_e \) at the edge point \((x_e, y_e)\), ideally, one needs to compute the HT of \((x_e, y_e)\) only for \( \theta = \theta_e \). However, the uncertainty in \( \theta_e \) (which is a computed estimate of the actual gradient direction) makes it necessary to compute the HT for a small range of \( \theta \) values centered around \( \theta_e \). Common edge operators (e.g., Sobel) are usually used to compute \( \theta_e \). Here we use the \( \theta \) range \( \pm 0.2 \) radian proposed in [35].

Limiting the Hough transform estimation process to a small range of \( \theta \) values centered around the gradient direction is more computationally efficient and reduces background noise inherent to the Hough transform formulation [5]. The improvement for incorporating gradient direction information is shown in Section 4.4.

Another approach (which can improve the performance of the standard HT) is to associate the HT vote 2 As noted before, the HT cells should not be confused with the BSP tree representation cells.
that a given edge point \((x_e, y_e)\) casts in the Hough space with an edge segment connectivity measure [47]. In this work, we introduce a modified HT method that weights the edge point votes using a line integral procedure. This new HT approach is explained in detail in the next subsection.

4.3. The Modified Hough Transform

Real-life images may contain a large number of uncorrelated collinear edge points that do not belong to the same edge (object boundary). Examples of this scenario are shown in Fig. 5. By using the standard HT, these uncorrelated collinear points will cause the occurrence of false peaks in the Hough space [47]. One way to solve this problem is to associate a weight for each vote that an edge point casts (in the parameter space) for a given cell \((\theta, \rho)\). If the edge point \((x_e, y_e)\) is part of an edge segment \(e\) that lies on the line \((\theta, \rho)\), then the vote of \((x_e, y_e)\) for \((\theta, \rho)\) should weight more heavily than other edge points which also lie on \((\theta, \rho)\) but do not belong to the edge segment \(e\). Here we are assuming that \(e\) is either the only or most significant edge segment that lies on the line \((\theta, \rho)\).

To quantify this concept, we define the variable \(v_e(\theta, \rho)\) as the line integral [along the line \((\theta, \rho)\)] of the product \(E(x, y) \cdot w(|x - x_e|, |y - y_e|)\), where \(E(x, y)\) is the edge image, and \(w(r, s)\) is a 2-D nonnegative function that is symmetric and monotonically decreasing in all directions away from the origin. Therefore, instead of contributing only one vote to \(ht(\theta, \rho)\) under the standard HT, an edge point \((x_e, y_e)\) will increase \(ht(\theta, \rho)\) by \(v_e(\theta, \rho)\) under this technique:

\[
ht(\theta, \rho) = \sum_{x_e} \sum_{y_e} \delta(\rho - x_e \cos \theta - y_e \sin \theta) \\
\times E(x_e, y_e) v_e(\theta, \rho). \tag{4.3.1}
\]

The line integration as performed is a natural way of measuring connectivity along the edge being considered. We chose \(w(r, s)\) to be a Gaussian-shaped function with a standard deviation \(\sigma_1\). For a given value of \(\sigma_1\), the line integral is carried over a finite length \(l = 2d\), where \(l\) is proportional to \(\sigma_1\). The integral along the line \((\theta, \rho)\) can be expressed using the following parametric forms for \(x\) and \(y\), assuming \(\pi/4 \leq |\theta| \leq \pi/2\):

\[
x(t) = t + x_e \quad -d \sin(\theta) \leq t \leq d \sin(\theta)
\]
\[
y(t) = -t \cotan(\theta) + y_e \quad -d \sin(\theta) \leq t \leq d \sin(\theta)
\]

\[= -[x(t) - x_e] \cotan(\theta) + y_e.\]

Now \(v_e(\theta, \rho)\) can be expressed as

\[
v_e(\theta, \rho) = \sqrt{\cotan^2(\theta) + 1} \int_{-d \sin(\theta)}^{d \sin(\theta)} E(x(t), y(t)) e^{-(\frac{(t-x_e)^2 + (y(t)-y_e)^2}{2\sigma_1^2})} dt. \tag{4.3.2}
\]

For other values of \(\theta\), the \(x\) coordinate is expressed as a function of \(y\). This is done to avoid aliasing when imple-
menting the line integration on a discrete sampling lattice. In such a case, the following equations were used to compute $v_i(\theta, \rho)$:

$$
y(t) = t + y_e \quad \quad -d \cos(\theta) \leq t \leq d \cos(\theta)
$$

$$
x(t) = -t \tan(\theta) + x_e \quad \quad -d \cos(\theta) \leq t \leq d \cos(\theta)
$$

$$
= -[y(t) - y_e] \tan(\theta) + x_e
$$

$$
v_e(\theta, \rho) = \sqrt{\tan^2(\theta) + 1} \int_{-d \cos(\theta)}^{d \cos(\theta)} \sqrt{\left[x(t) - x_e\right]^2 + \left(y(t) - y_e\right)^2} \, dt
$$

(4.3.3)

The above integrations were implemented by incrementing $t$ by 1 within the specified ranges. The performance of such technique is explicitly described in Section 4.4.

4.4. Segmentation Performance of the HT-Based Method

Similar to other tree-like data structures, when building a BSP tree one has to follow a systematic tree traversal approach. The preorder, inorder, and postorder algorithms are commonly used for traversing trees. (See [2] for the definitions of these traversal methods.) If $T$ is a tree with root $r$ and subtrees $T_1, T_2, \ldots, T_k$ (for binary trees, $k = 2$), then a useful way to visualize the different traversal schemes is to draw a path around the tree $T$ starting from the root node and staying as close as possible to the nodes of the trees as shown in Fig. 6. In our case we are attempting to generate a tree, by first searching for the "best" line that can be used to partition the image into two subimages, and associating this line with the root node of our BSP tree. Since the same process (searching for the best line) will be repeated on one of the two subimages after generating the root node, we construct our desired BSP tree in a preorder manner.

This preorder traversal algorithm was implemented in the C language using the HT-based method (described above) to select the partitioning lines, and to construct the BSP tree representation of the desired image. The algorithm was tested on the $256 \times 256$ image shown in Fig. 7. This image was chosen due to its complexity. As seen from the figure, the image contains a fair amount of texture (e.g., the hat surface and the flowers) in addition to very low-contrast edges (the right side of the lady's face). Moreover, it represents a human face for which distortion is particularly noticeable.

We first applied the algorithm on the edge image of Fig. 8a. The edge image was obtained (without any filtering) using a nonlinear edge detector proposed in [36] in combination with a thinning process. In this case we computed the HT using the standard method, i.e., considering all $\theta$ values between zero and $180^\circ$. Therefore, under this scenario we did not use any gradient direction or edge connectivity information for the HT. Figure 8b shows the output which is a labeled, segmented image, where the darkest and brightest regions represent the right-most and left-most leaf nodes in the resulting BSP tree.

It is clear that this BSP tree does not represent the original image, except for some of the face features which were vaguely reproduced. This poor performance results from the occurrence of a large number of false peaks in the Hough space. These false peaks are caused by the large number of uncorrelated collinear texture points.

Figure 9 shows three edge images obtained with the gradient edge detector described in Section 4.1. These edge images were derived from a Gaussian-filtered version of the original image. Figures 9a and 9b show the resulting edges when only a low threshold $T_l$ or a high threshold $T_h$ is used, respectively. Figure 9c shows the edges obtained when both $T_l$ and $T_h$ are applied using the thresholding with the hysteresis algorithm. It is clear that significant improvements can be achieved by using the hysteresis approach versus a simple thresholding strategy. All the simulation results discussed below were obtained using the edge image of Fig. 9c as an input to our BSP tree construction algorithm.

Figure 10 shows the results of applying the algorithm and using the gradient direction information when computing the HT. The labeled image (which visualizes our

FIG. 7. The $256 \times 256$ original image with 8 bits per pixel.
FIG. 8. (a) Edges of the original image of Fig. 7. The edges were detected using a robust edge detector and without filtering. (b) A labeled image illustrating the BSP tree representation of the original image. This representation was generated using the standard Hough transform and without any gradient direction information.

FIG. 9. (a) Edges of the original image using gradient edge detector and a simple thresholding strategy with a low threshold value. (b) Edges of the original image using gradient edge detector and a simple thresholding strategy with a high threshold value. (c) Edges of the original image using gradient edge detector and a hysteresis thresholding strategy with both low and high thresholds.
FIG. 10. BSP tree representation images resulting from applying the HT-based method on the original image of Fig. 7, and using gradient direction information when computing the Hough transform. (a) A labeled image showing the partitioning lines and the convex regions resulting from the binary partitioning. (b) A mean-value image with the partitioning lines, where each region is filled with its pixel intensities' mean. (c) A mean-value image without the partitioning lines.

FIG. 11. BSP tree representation images resulting from applying the HT-based method on the original image of Fig. 7, and using the modified Hough transform. In the modified HT both gradient direction information and line integration are used. (a) A labeled image showing the partitioning lines and the convex regions resulting from the binary partitioning. (b) A mean-value image with the partitioning lines, where each region is filled with its pixel intensities' mean. (c) A mean-value image without the partitioning lines.

BSP tree representation of the original image) of Fig. 10a illustrates a significant improvement when compared with the image of Fig. 8b. This improvement is mainly due to the usage of gradient direction information in the HT. Figures 10b and 10c show the images resulting from filling the leaf node regions with the mean value of the corresponding regions of the original image. Figure 10b also shows the BSP tree lines used to partition the image.
Although the gradient direction information has helped in eliminating a large number of false peaks due to the uncorrelated collinear edge points, more improvements can be achieved when applying the line integration process (in combination with the gradient direction information) as shown in Fig. 11. The most obvious example of these improvements is the root node line. From the edge image of Fig. 9c, one would expect the straight line corresponding to the hat edge to be the first partitioning line. (The first selected line partitions the whole image into two segments and represents the root node of the binary tree.) This desired result is obtained in Fig. 11 (due to line integration) but not in Fig. 10. For the line integrals of eqs. (4.3.2) and (4.3.3), we have used \( \sigma_i = 1 \).

To further improve the quality of our BSP tree representation, we have used within our HT-based algorithm a parent–child minimum distance constraint. Under this approach the line \((\theta_r, \rho_r)\) associated with a parent node \(\mu_r\) has to be a minimum distance (in the Hough space) from its child line \((\theta_c, \rho_c)\). This minimum distance requirement can be expressed as

\[
|\theta_r - \theta_c| > \theta_d \quad \text{or} \quad |\rho_r - \rho_c| > \rho_d,
\]

where \(\theta_d\) and \(\rho_d\) are the desired minimum distances in the \(\theta\) and \(\rho\) directions, respectively. The results of using this strategy are shown in Fig. 12. It is clear that the minimum distance constraint has improved the images by guiding the segmentation process in areas with high texture density (e.g., the flowers’ region).

Figure 13 shows mean value images resulting from using this strategy for the two cases (1) \(\theta_d > \rho_d\) (Figs. 13a and 13b) and (2) \(\theta_d < \rho_d\). Both \(\theta_d\) and \(\rho_d\) are measured in terms of the number of HT cells in the \(\theta\) and \(\rho\) directions, respectively. In Fig. 12, we set \(\theta_d = \rho_d = 10\), for Figs. 13a and 13b, \(\theta_d = 2\rho_d = 20\), and for Figs. 13c and 13d, \(\rho_d = 2\theta_d = 20\).

For each of the two cases we also show the results of performing the line integration process across and within the regions. Selecting a large minimum distance in the \(\rho\) direction (see Fig. 13d) has helped in partitioning some of the large polygons appearing as artifacts across the right side of the face, at the expense of poorer segmentation of the finer objects (e.g., the flower) in the image. On the other hand, performing the line integration across the regions provided a better segmentation of the finer objects (e.g., the flower and the lady’s nose) but at the expense of introducing some artifacts on the larger object (the right side of the face). Overall, the segmentation of Fig. 12 provided the best results (see, for example, the preserving of the flower in the hat), as it uses good threshold values for \(\theta_d\) and \(\rho_d\).

The accuracy of the HT-based BSP tree representation is a function of the amount of boundary information used when constructing the tree. Therefore, a much more detailed representation can be achieved by increasing the number of edge points detected from the desired image. To accomplish that, we first derived an enhanced version (Fig. 14a) of the image in Fig. 7 by simply increasing the
dynamic range of the gray levels in the image. By applying the HT-based method, one can generate the images shown in Figs. 14b–14d. It is clear from these figures that a much finer representation can be achieved by simply increasing the amount of boundary information.

5. THE MULTIRESOLUTION APPROACH

The HT-based method described in Section 4 is computationally intensive. A hierarchical implementation of the Hough transform is one solution to this problem as suggested in [47]. Another solution is to use a multiresolution method when building the desired BSP tree.

In this section, we describe a multiresolution-based, hierarchical method for generating the BSP tree from several scale-space images derived from an original image. As explained below, the multiresolution approach takes advantage of computations that take place at a coarse resolution level when performing similar computations at a finer (higher) resolution level. This new approach includes the introduction of a line focusing algorithm used to derive a tree representing an image (at a given resolution) from another tree representing a coarser image.

This strategy can provide a significant reduction in the computational expense, as explained below. In addition to the computational advantage, the hierarchical approach guarantees that the resulting tree is a multiresolution BSP tree. As explained in Section 2, traversing a multiresolution tree from top to bottom is equivalent to zooming at the image. Moreover, better segmentation is achieved using a hierarchical method.

The multiresolution approach derives a hierarchy (pyramid) of signals from the original signal [25, 6, 46] as shown in Fig. 15. We assign negative numbers to the coarse resolution levels since the original (highest resolution) signal starts at level 0.

A derived signal at a given resolution level \( L \) in the hierarchy contains the (original) signal’s information of that level \( L \) and all other resolutions lower (or coarser) than \( L \). For example, the image at level \(-1\) in Fig. 15 contains the information of levels \(-1, -2, \) and \(-3\). However, it does not contain the higher resolution (level 0) information. One can (for example) detect the boundaries
of large objects (coarse details) found in a scene by performing an edge detection process on a low-resolution image of that scene. The exact location of these coarse edges can then be detected using a high-resolution image of the scene. While this same low-resolution boundary information can also be detected from a high-resolution image of the same scene, performing the computation on the coarse image can be significantly less intensive than performing the same computation directly on the high-resolution image.

In order to (1) reduce the computations required when generating a BSP tree representation of an image and (2) generate a multiresolution BSP tree, we construct the desired tree using this multiresolution approach. We first derive a hierarchy of images from the original image. Then, we build the BSP tree of the lowest (most coarse) resolution image in the pyramid using the HT-based method described in Section 4. We use this low-resolution tree as an initial guess to build another tree representing the next higher resolution image in the hierarchy. The same process (i.e., using a BSP tree representing an image at a given level of the pyramid as an initial guess to construct another tree representing the next higher resolution image in the pyramid) is repeated until we generate the BSP tree that represents the highest resolution (original) image. Below, we describe in detail our multiresolution approach for deriving a high-resolution-image BSP tree from another tree that represents a lower resolution image. Without loss of generality, we assume that the high-resolution image is the original (level 0) image. This method can be applied between any two successive levels of the pyramid.

5.1. From a Coarse Tree to a Finer Tree

Let \( I_0 \) be the original image, and \( E_0 \) be the edge image of \( I_0 \). From \( I_m \), we derive the image \( I_m \) by (1) convolving \( I_0 \) with a 2-D Gaussian filter \( g_{\sigma_m}(x, y) \) of variance \( \sigma_m^2 \), and (2) subsampling the filtered image using a decimation factor \( M = 2^{-m} \) in both the \( x \) and the \( y \) directions, where \( m \leq 0 \) is the resolution level. An edge image \( E_m \) is then derived from \( I_m \) using a maximum-gradient edge detection process described in Section 4.1. By employing the HT-based method, a BSP tree \( T_m \) is then generated from the edge image \( E_m \). Every leaf node in \( T_m \) represents an unpartitioned, convex region of \( I_m \). Every nonleaf node \( \mu_m \), which represents a convex region \( R_m \) in \( I_m \), is associated with a line \( (\theta_m, \rho_m) \) that partitions the region \( R_m \).

In Section 4, we derived a BSP tree \( T_0 \) (which repre-
FIG. 15. A multiresolution pyramid.

sents the original image \( I_0 \) from the edge image \( E_0 \) only. It should be noted that \( E_0 \) contains the boundary information of \( I_0 \) at all resolution levels \( L \leq 0 \); the previous approach, however, is very computationally intensive. Here, the objective is to reduce the computational burden of the Hough transform-based method by deriving a BSP tree \( T_0 \) (which represents the original image \( I_0 \)) from:

1. the tree \( T_m \), which represents the image \( I_m \), and contains the boundary information of the original image \( I_0 \) at all resolution levels \( L = m \);

2. the boundary information of the resolution levels \( m < L \leq 0 \) contained within the edge image \( E_0 \).

It is important to note that both \( T_0 \) and \( T_0' \) represent \( I_0 \) at all resolution levels \( L \leq 0 \). In general, however, \( T_0 \neq T_0' \).

We derive \( T_0 \) in two stages: (1) a binary tree \( T_{m=0} \) is derived using a preorder tree traversal of \( T_m \) and a line focusing algorithm (explained below), and (2) \( T_0 \) is then generated by replacing the leaf nodes of \( T_{m=0} \) with new BSP subtrees which represent the boundary information at the resolutions \( m < L \leq 0 \).

It should be clear that \( T_{m=0} \) has the same shape, structure, and number of nodes as \( T_m \). Moreover, and under ideal conditions, a line \( h_m \), associated with a node \( \nu_m \) in \( T_m \) will have the same parametric representation \( (\theta_m, \rho_m) \) as the line \( h_0 \) associated with the corresponding node \( \nu_{m=0} \) (which is derived from the node \( \nu_m \)). Due to filtering, however, the edges of \( T_0 \) shift from their original positions. It was shown [4] that this shift is proportional to the scale-space parameter \( \sigma_m \). We used this result to design a line focusing algorithm.

5.2. Line Focusing Algorithm

Let \( h_0 = (\theta_0, \rho_0) \) be a straight line that: (1) partitions the region \( R_0 \) of the original image \( I_0 \), and (2) lies on several edge points from \( E_0 \). Let \( \rho_0 = (x_0, y_0) \) be an edge point on \( E_0 \) as shown in Fig. 16. Filtering \( I_0 \) by a 1-D Gaussian kernel in the \( x \) direction causes \( \rho_0 \) to shift by a distance \( |\Delta_x| = c\sigma_m \), where \( c \) is some positive constant and \( \sigma_m \) is the standard deviation of the Gaussian filter. Filtering the resultant image by the same Gaussian kernel in the \( y \) direction causes \( \rho_0 \) to shift (further) a distance \( |\Delta_y| = c\sigma_m \). Under worst case conditions, either \( \Delta_x = \Delta_y = +c\sigma_m \) or \( \Delta_x = \Delta_y = -c\sigma_m \). Therefore, filtering \( I_0 \) by a 2-D Gaussian kernel causes \( \rho_0 \) to shift by a distance \( |\Delta_{rho}| = \sqrt{2c\sigma_m} \). We denote by \( \rho_m^+ \) and \( \rho_m^- \) the points \((x_0 + c\sigma_m, y_0 + c\sigma_m)\) and \((x_0 - c\sigma_m, y_0 - c\sigma_m)\), respectively (see Fig. 16).

If every point \( \rho_0 \) on \( h_0 \) moves to a new point \( \rho_m \) or \( \rho_m^- \), then it is trivial to show that these displaced points form a new line \( h_m^+ = (\theta_m^+, \rho_m^+) \), \( [h_m^-] \), \( \theta_m^+ = \theta_0 \) \( \theta_m^- = \theta_0 \) \( \rho_m^+ = \rho_0 + c\sigma_m(\cos \theta_0 + \sin \theta_0) \) \( \rho_m^- = \rho_0 - c\sigma_m(\cos \theta_0 + \sin \theta_0) \).

Therefore, under a worst case scenario, the line \( h_m \) (at resolution \( m \)) corresponding to the line \( h_0 \) (at the higher resolution \( 0 \)) has to be within the following region (the shaded strip in Fig. 16):

\[
S_{h_m} = R_0 \cap H_{h_m}^+ \cap H_{h_m}^-.
\]

(5.2.1)

where \( H_{h_m}^+ \) and \( H_{h_m}^- \) are the positive and negative half-planes of the lines \( h_m^+ \) and \( h_m^- \), respectively.

Similarly, one can show that given a line \( h_m = (\theta_m, \rho_m) \) which partitions a region \( R_0 \) of \( I_0 \), its corresponding line \( h_0 \) has to be within the region

\[
S_{h_0} = R_0 \cap H_{h_0}^+ \cap H_{h_0}^-.
\]

(5.2.2)

where \( h_0^+ = (\theta_0, \rho_m + \Delta \rho_{max}) \), \( h_0^- = (\theta_0, \rho_m - \Delta \rho_{max}) \), and

\[
\Delta \rho_{max} = c\sigma_m(\cos \theta_m + \sin \theta_m).
\]

(5.2.3)

Therefore, by performing our modified Hough transform (as explained in Section 4.2) on all edge points within \( S_{h_m} \), we can detect the parametric representation \((\theta_m, \rho_m)\) of the

FIG. 16. The line focusing algorithm.
line $h_0$. In this case $(\theta_0, \rho_0)$ are the coordinates of the
modified HT peak.

It should be clear that the smaller $\Delta \rho_{\text{max}}$ is, the less
computation is required to detect the line $h_0$. Consequently,
given $h_m = (\theta_m, \rho_m)$ and $c$, one can reduce $\Delta \rho_{\text{max}}$
by selecting smaller values for $\sigma_m$. However, using small
$\sigma_m$ increases the amount of aliasing energy in the deci-
mated image $I_m$. This represents a trade-off between the
amount of: (1) computation required to detect $h_0$, and (2)
aliasing energy one can tolerate in the decimated image.

Below we derive an expression for $\Delta \rho_{\text{max}}$ in terms of a
measure $(F_a)$ of the aliasing energy of the 2-D Gaussian
filter. Using this expression, one can quantify the rela-
tionship between the (minimum) desired search area of
$S_h$ and the amount of aliasing.

5.2.1 Line focusing and aliasing. To avoid aliasing
when decimating a 1-D, discrete-time sequence by a fac-
tor $M$, the sequence has to be convolved (first) by a filter
whose transfer function’s cutoff frequency $\Omega_c \leq \pi/M$
[12]. For 2-D signals the same principle is applied to the
two orthogonal frequency axes.

The 2-D Gaussian function

$$ g_{s_m}(x, y) = \frac{1}{2\pi(s_m)^2} e^{-(x^2+y^2)/2s_m^2} \quad (5.2.4) $$

has a transfer function

$$ G_{s_m}(x, y) = e^{-(\Omega_x^2+\Omega_y^2)/2s_m^2} \quad (5.2.5) $$

where $s_m = 1/\sigma_m$.

The Fourier transform of the Gaussian filter is a Gaussi-
ian-shaped function with infinite tails in both the $\Omega_x$ and
the $\Omega_y$ directions. Therefore, using the Gaussian kernel
as a predecimation filter makes aliasing inevitable. What
can be done, however, is to reduce aliasing by using small
(large) values of $\sigma_m$ ($\sigma_m$).

For a given (or desired) energy $W$ under $G_{s_m}(x, y)$, we
define the Gaussian cutoff frequency $\Omega_{o_c}$ as the radial
frequency $\Omega$, satisfying the condition

$$ W = \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{\pi} (e^{-(\Omega_x^2+\Omega_y^2)/2s_m^2}) d\Omega_x d\Omega_y. \quad (5.2.6) $$

where $\Omega_c = \sqrt{\Omega_x^2 + \Omega_y^2}$, and $\Omega_\theta = \arctan(\Omega_x/\Omega_y)$.

It can be shown that

$$ W = \frac{\sigma_m^2}{4\pi} (1 - e^{-(\Omega_c^2)/2\sigma_m^2}). \quad (5.2.7) $$

The total energy $W_G$ under $e^{-(\Omega_x^2+\Omega_y^2)/2\sigma_m^2}$ can be expressed
as $W_G = \sigma_m^2/4\pi$. Therefore, by dividing $W$ by $W_G$, we get

$$ \frac{W}{W_G} = (1 - e^{-(\Omega_c^2)/2\sigma_m^2}). \quad (5.2.8) $$

Solving for $\Omega_{o_c}$,

$$ \Omega_{o_c} = \sigma_m \sqrt{\ln \left( \frac{W_G}{W_G - W} \right)} \quad (5.2.9) $$

Here we define the aliasing factor $F_a$ as

$$ F_a = \frac{W_G - W}{W_G}. \quad (5.2.10) $$

It should be clear that $F_a$ is a measure of the aliasing
energy which is due to the infinite tails of the Gaussian-
shaped transfer function $e^{-(\Omega_x^2+\Omega_y^2)/2\sigma_m^2}$. Using $F_a$, $\Omega_{o_c}$ can be
expressed as

$$ \Omega_{o_c} = \sigma_m \sqrt{\ln \left( \frac{1}{F_a} \right)} \quad (5.2.11) $$

Applying the condition $\Omega_c \leq \pi/M$ to $\Omega_{o_c}$, one gets

$$ \sigma_m \leq \frac{\pi}{M \sqrt{\ln(1/F_a)}} \quad (5.2.12) $$

or

$$ \sigma_m \leq \frac{M}{\pi \sqrt{\ln(1/F_a)}} \quad (5.2.13) $$

Using the minimum (permissible) value of $\sigma_m$ for a given
aliasing factor $F_a$, we can write $\Delta \rho_{\text{max}}$ as

$$ \Delta \rho_{\text{max}} = (cM/\pi) \sqrt{\ln(1/F_a)} (\cos(\theta_m) + \sin(\theta_m)) \quad (5.2.14) $$

Therefore, in order to find $h_0 = (\theta_0, \rho_0)$ it is sufficient
to perform the Hough transform on every edge point $(x_e, y_e)$
within the convex region $R_0$ of $E_0$ that satisfies the condi-
tion

$$ \rho_m - \Delta \rho_{\text{max}} \leq \rho \leq \rho_m + \Delta \rho_{\text{max}}. \quad (5.2.15) $$

where $\rho = x_e \cos(\theta_m) + y_e \sin(\theta_m)$.

As will be shown in Section 5.3, the algorithm provides
very satisfactory results when tested on real images.

5.3. The Multiresolution Approach Simulation Results

The multiresolution approach described above was
tested on the $256 \times 256$, gray-scale image shown in Fig.
14a. This image represents, in our case, the resolution
level $m = 0$. Two scale-space images ($I_1$ and $I_2$) at
resolutions $m = -1$ ($M = 2$) and $m = -2$ ($M = 4$) were
derived using $\sigma_m = 1$. Three edge images $E_0$ (Fig. 17g),
$E_1$ (Fig. 17d), and $E_2$ (Fig. 17b) were derived from $I_0$,
FIG. 17. The multiresolution method results. (a) A mean-value BSP tree image resulting from applying the HT-based method on a 64 × 64 image which represents the most coarse level \( L = -2 \) of the multiresolution pyramid of the image in Fig. 14a. (b) Edges at resolution level \( L = -2 \). (c) A mean-value image resulting from applying the edge focusing algorithm on the tree of (a). (d) Edges at resolution level \( L = -1 \). (e) A mean-value BSP tree image resulting from expanding the tree of (c) using the higher resolution edge information of (d). (f) A mean-value image resulting from applying the edge focusing algorithm on the tree of (e). (g) Edges at the original resolution level \( L = 0 \). (h) A mean-value BSP tree image resulting from expanding the tree of (f) using the higher resolution edge information of (g).

\( L_{-1} \) and \( L_{-2} \), respectively, using a maximum-gradient edge detector.

In this section, we show the results as mean-value images, where each unpartitioned region (which corresponds to a leaf node of the tree) has been filled with the average value of the pixels’ intensities within that region. We refer to these images as the BSP tree images.

First the HT-based method was applied on the edge image \( E_{-2} \) in Fig. 17b (of size 64 × 64). The resulting BSP tree image is shown in Fig. 17a. The corresponding tree \( T_{-2} \) and the edge image \( E_{-1} \) were used to derive the BSP tree image shown in Fig. 17c. By traversing \( T_{-2} \) and using the line focusing algorithm, the line equations at the resolution level \( m = -1 \) were determined. Therefore, Fig. 17c shows the details of resolution level \( m = -2 \) displayed at resolution \( m = -1 \). Figure 17c shows the result of expanding the leaves of \( T_{-2} \) using the boundary information of resolution \( m = -1 \) found in the edge image \( E_{-1} \).

Using the BSP tree \( T_{-1} \) (whose image is shown in Fig. 17e), we repeat the same process: (1) derive the BSP tree image of Fig. 17f which shows the details of resolution \( m = -1 \), and (2) expand the leaves of \( T_{-1} \) with new subtrees (representing the details at resolution \( m = 0 \) using boundary information within \( E_0 \) (Fig. 17g). The result of step (2) is shown in Fig. 17h.

By applying the HT-based method on \( E_0 \) directly, one gets the BSP tree image shown in Fig. 14d. By comparing this image with the BSP tree image of Fig. 17h, we can see that a better segmentation can be achieved using the multiresolution approach. This is an added value to the main speed advantage one can gain when employing this new approach. For example, using a Sun 4 workstation, it takes about 50 min to generate the image of Fig. 14d, whereas the corresponding image of Fig. 17h was generated (using the multiresolution approach) in about 10 min on the same machine.

6. COMPUTATIONAL ASPECTS

So far we have presented a boundary-based (or HT-based) method for constructing a BSP tree representation of an arbitrary image \( I_0 \). The method uses (as an input) an edge image \( E_0 \) of the desired original image \( I_0 \). We also described a multiresolution approach for constructing a multiresolution BSP tree representation of \( I_0 \) using a pyramid of images (and their corresponding edge images).
As mentioned above, one of the advantages of this multiresolution approach is the reduction in the computational expense of the HT-based method.

In this section we derive two computational complexity expressions: (1) for constructing a BSP tree \( T_0 \) using the HT-based method (i.e., building \( T_0 \) directly from \( E_0 \)), and (2) for building a BSP tree \( T_0 \) when applying the multiresolution approach at one level of the hierarchical pyramid [i.e., building \( T_0 \) from (1) a low-resolution tree \( T_m \), and (2) the high-resolution edge image \( E_0 \)]. On the basis of these two expressions, we quantify the computational advantage of applying the multiresolution approach. First we develop a model for the computational complexity of building a (generic) binary tree \( T \) from an edge image \( E \).

The time required to build \( T \) from \( E \) depends mainly on (1) the number of edge points \( P_E \) in \( E \), and (2) the topology (i.e., the tree structure) of \( T \). Due to the large number of possible topologies of a binary tree \( T \) with \( n \) (\( \geq 1 \)) nodes, here we only consider two extreme cases of binary tree structures: (a) the complete (fully symmetric) and (b) fully asymmetric topologies. Figure 18 shows the fully symmetric and asymmetric binary trees for \( n = 15 \). These two cases, (a) and (b), represent the lower and upper bounds for the computational complexity of building \( T \), respectively. We measure the computational complexity of both cases as the total number of edge points \( P_T \) needed to be processed in order to build the desired tree \( T \).

Here we use \( N \) to denote the number of partitioning lines, and \( \bar{p} \) as the average number of edge pixels that lie on a line \( h \) (detected from \( E \)). Therefore, \( P_E = N\bar{p} \).

A complete binary tree \( T_c \) of depth \( d \) has all of its leaves at level \( d \) [42]. The total number of nonleaf nodes in \( T_c \) is \( 2^d - 1 \). Therefore, the number of straight lines \( N = 2^d - 1 \), or \( d = \log_2 (N + 1) \). After detecting the root-node line (which requires processing all \( P_E \) edge points in \( E \)), one has to process (on the average) \( P_E - \bar{p} \) edge points to detect the two lines (at level 1 of \( T \)) that are associated with the right and left children of the root node. Similarly, in order to detect the \( 2^j \) partitioning lines represented by the nodes at level \( j \) of the complete tree \( T_c \), one has to process \( P_E - \sum_{j=0}^{d-1} 2^j \bar{p} = P_E - (2^j - 1) \bar{p} \) edge points.

Therefore, the computational complexity of generating \( T_c \) can be expressed as

\[
P_T = \sum_{j=0}^{d-1} [P_E - (2^j - 1) \bar{p}]. \tag{6.1}
\]

This expression can be reduced to

\[
P_T = \bar{p} \left[ (N + 1) \ln_2 (N + 1) - N \right]. \tag{6.2}
\]

A fully asymmetric binary tree of depth \( d \) has \( d \) (= \( N \)) nonleaf nodes. There is one nonleaf node for each level between zero (the root node) and level \( d - 1 \). The nonleaf node at level \( d - 1 \) has two children, whereas each of the remaining \( d - 1 \) nonleaf nodes has one child and one nonleaf child. In order to detect the straight line associated with the nonleaf node at level \( j \) of a fully asymmetric binary tree \( T_a \), it is required (on the average) to process \( P_E - j \bar{p} \) edge points. Therefore, the computational complexity of generating \( T_a \) can be expressed as

\[
P_T = \sum_{j=0}^{d-1} [P_E - j \bar{p}]. \tag{6.3}
\]

This expression can be reduced to

\[
P_T = \bar{p} \left[ N(N + 1)/2 \right]. \tag{6.4}
\]

Using these results, one can estimate the time \( t_T \) required to build a BSP tree \( T \) of an image using the HT-based method as \( t_T = t_H P_T \), where \( t_H \) is the time required to compute the HT of an edge point. Denoting by \( N_0, N_m, \bar{p}_0, \bar{p}_m \) the number of lines and the average numbers of edge pixels per line, respectively, in the edge images \( E_0 \) and \( E_m \), it can be shown that the times \( t_{T_0} \) and \( t_{T_m} \) required to generate \( T_0 \) (from \( E_0 \)) and \( T_m \) (from \( E_m \)) satisfy the inequalities

\[
d_m (N_m + 1) - N_m \leq \frac{t_{T_m}}{t_{Hm} \bar{p}_m} \leq \frac{[N_m (N_m + 1)/2]}{t_{Hm} \bar{p}_m}, \tag{6.5}
\]

\[
d_0 (N_0 + 1) - N_0 \leq \frac{t_{T_0}}{t_{H0} \bar{p}_0} \leq \frac{[N_0 (N_0 + 1)/2]}{t_{H0} \bar{p}_0}, \tag{6.6}
\]
where \(d_0\) and \(d_m\) are the depths of \(T_0\) and \(T_m\), respectively.

Now we can estimate the computational advantage of employing the multiresolution method. We define the computational advantage ratio as \(R_{CA} = \frac{t_{f}}{t_{CA}}\), where \(t_{f}\) is the time required to build \(T_0\) (from \(T_m\) and \(E_0\)).

To simplify the derivation we assume that every straight line \(h_0\) detected from \(E_0\) (when building \(T_0\)) has a corresponding line \(h_m\) in \(T_m\). In other words, \(E_0\) contains boundary information at resolution levels \(L \leq m\) only. Therefore, the number of lines \(N_m\) at resolutions \(L \leq m\) is equal to \(N_0\) above. (This is a reasonable assumption since: (1) the time \(t_{m-0}\) required to detect the partitioning lines at resolutions \(m < L \leq 0\) is usually much smaller than the time required to detect the lines at resolutions \(L \leq m\), and (2) \(t_{m-0}\) contributes to both \(t_{f}\) and \(t_{CA}\).) Consequently, \(t_f = t_f + t_{focal}\), where \(t_{focal}\) is the time needed to perform the line focusing algorithm on the \(N_m\) lines. Since the line focusing computation takes place at resolution \(0\) (i.e., in \(E_0\)) we estimate \(t_{focal} = t_{0}\). Here, we neglect the residual edge points that satisfy the line focusing condition of Eq. (5.2.15), but do not belong to the line \(h_0\).

Moreover, due to subsampling by the decimation factor \(M = 2^{-n}\), we have \(\tilde{p}_0 = M\tilde{p}_m\). Similarly, \(t_{m0} = Mp_{tiny}\). Under these assumptions, it can be shown that

\[
\frac{M^2 \log_2 K}{M^2 + \log_2 K} \leq R_{CA} \leq \frac{M^2K}{M^2 + K},
\]

where \(K = (N_m + 1)/2\).

The expression for the lower bound of \(R_{CA}\) is based on the assumption that the number of nonleaf nodes \(N_0\) of a complete binary tree is much larger than the depth of the tree \(d_m\). (This is a reasonable assumption for complex, real-life images.)

It is important to note that the lower bound of \(R_{CA}\) is always larger than 1, since \(M^2\) and \(\log_2 (N_m + 1)/2\) are always larger than 2 and 1, respectively. Therefore, using the multiresolution approach will always provide a computational advantage versus the direct application of the HT-based method.

For example, if \(N_m = 255\) (the numbers of partitioning lines in the decimated images shown in Fig. 17 are of the same order of magnitude), then the lower bound of \(R_{CA}\) would be 2.6 and 4.9 when the decimation factor \(M\) takes on the values 2 and 4, respectively. For these same values of \(M\) and \(N_m\), the upper bound of \(R_{CA}\) would be 3.9 and 14.2.

From Eq. (6.7), it is easy to show that both the lower and the upper bounds of \(R_{CA}\) increase when the number of partitioning lines increases. Therefore, the more complex the image, the more computational advantage one can gain from the multiresolution approach. The same is true (i.e., more computational advantage) for larger values of the decimation factor \(M\).

Moreover, the upper bound of \(R_{CA}\) can be estimated by \(M^2\) when \((N_m + 1)/2 \gg M^2\) which is the case in most images. In practice, the topology of the BSP tree of a typical image (as the one shown in this paper) is between the two extreme cases of complete and asymmetric trees. Therefore, for the average case the value of \(R_{CA}\) is of the order of \(M^2\).

It is important to remember that (Eq. (6.7) quantifies the computational advantage one can gain for applying the multiresolution approach at only one level of the pyramid. Therefore, more reduction in the computational expense can be achieved when this multiresolution method is used at different levels of the hierarchy.

Finally, it is crucial to note that the main objectives of the computational complexity expressions derived in this section are (1) to quantify (in terms of order of magnitudes) the different computational aspects of the HT-based and multiresolution BSP tree generation methods, and (2) to show that the multiresolution approach provides a clear reduction in the computational expense of the HT-based method.

7. BSP TREES FOR IMAGE COMPRESSION

Image compression has taken a new direction by designing more representative messages of typical image sources. Among the promising techniques, let us mention pyramidal coding [6] and contour-texture coding [21, 22]. Within the contour-texture approach, segmentation-based techniques have been given a great deal of attention. Images are described as a set of regions with their own luminance model (often of polynomial type). Limits were reached due to the high cost in describing region boundaries accurately. Even with a very limited number of regions, the boundary information represents 75% of the total cost. With more rigid partitioning of the images, such as a quadtree-based representation, the tree structure is simple to encode at the expense of a large number of regions (cells).

BSP trees have the advantage of providing a more compact representation of images in terms of number of polygons (of the order of 150 for images of Figs. 11 to 13, and 600 for the image in Fig. 14), with a simple and diversified description of the region shape.

The simple data structure of BSP trees makes the decoding of images represented by BSP trees particularly simple. Encoding an image using its BSP tree representation requires the description of the tree structure, the partitioning line equations assigned to each internal (non-leaf) node of the tree, and a luminance model for each convex polygonal domain defined by a leaf in the tree. Here, we use the average value of the pixel intensities
within each unpartitioned polygon (cell) as the luminance model.

In what follows, we assume that the BSP tree contains \( M \) internal nodes (including the root) and \( N \) leaves. The tree structure can be encoded using 1 bit per node, i.e., a total of \( M + N \) bits. The line equations are parameterized by the two parameters \( \theta \) and \( \mu \). Without any entropy consideration, the encoding can be optimized by noticing that each line is represented by two points. For each node in the tree, these points belong to the polygon that this node describes. This will however make the decoding of the entire BSP representation rather tedious. For simplicity, we choose to represent every line with two points on separate image borders.

If the image size is \( 2^k \times 2^l \), the first point requires \( \max(k, l) + 2 \) bits. The other point can appear at any location on one of the three remaining borders of the image. Its location can be encoded with less than \( \max(k, l) + 2 \) bits as well. In our example, this corresponds to a cost of at most 20 bits per line. As mentioned before, each unpartitioned polygon was assigned the mean value of the pixels it contains. Five bits were sufficient to encode this mean value. Hence, the overall cost to reconstruct any image using a BSP encoding strategy is bounded by

\[
C = 21M + 6N.
\]

Using this strategy, the images of Figs. 12 and 14a were coded using 0.055 and 0.25 bit per pixel, respectively. This represents a compression ratio of about 150 (Fig. 12) and 40 (Fig. 14a) to 1. These results are preliminary and more work is underway to improve the quality and efficiency of the BSP tree representation of images.

One way to achieve higher compression ratios, for example, is to take into account the correlation between a given line, which is associated with a nonleaf node \( \mu \), and all other lines which are represented by the ancestors of \( \mu \). The compression numbers given above neglect this correlation model. In addition, one can generate a more accurate representation of the cells by using higher-order polynomials for the pixels within the unpartitioned polygons. The results shown in this work are based on a zero-order model (the mean value). In a future work, new BSP tree-based compression results will be presented using (1) the correlation among the partitioning lines, and (2) higher polynomial models for the pixel intensities within the unpartitioned polygons of the image.

8. CONCLUSION

In this paper we have introduced a Hough transform-based method for generating a BSP tree representation of an arbitrary image. A recursive algorithm (that implements the method) was successful in partitioning a complex image consisting of several objects (of different sizes and shapes), and in generating efficient segmentation using BSP trees.

Due to the good segmentation performance of BSP tree representations of natural images, and the BSP tree efficient data structure, it is expected that a great variety of applications ranging from computer graphics to image processing and computer vision would take advantage of this approach. In particular, we have shown the potential of this representation for high-compression image coding. For computer graphics purposes, we are considering this approach for manipulation of objects found in natural scenes. Moreover, image understanding or feature point classification could benefit from this representation.

Finally, we showed a multiresolution method for generating the BSP tree from several scale-space images derived from an original image. This hierarchical approach included the introduction of a line focusing algorithm used to combine the trees representing the different scale-space images. As described above, the multiresolution approach provided a significant improvement in speed and segmentation performance.
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