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Abstract—We consider expansions which give arbitrary orthonormal tilings of the time-frequency plane. These differ from the short-time Fourier transform, wavelet transform, and wavelet packets tilings in that they change over time. We show how this can be achieved using time-varying orthogonal tree structures, which preserve orthogonality, even across transitions. The method is based on the construction of boundary and transition filters; these allow us to construct essentially arbitrary tilings. Time-varying modulated lapped transforms are a special case, where both boundary and overlapping solutions are possible with filters obtained by modulation. We present a double-tree algorithm which for a given signal decides on the best binary segmentation in both time and frequency. That is, it is a joint optimization of time and frequency splitting. The algorithm is optimal for additive cost functions (e.g., rate-distortion), and results in time-varying best bases, the main application of which is for compression of nonstationary signals. Experiments on test signals are presented.

I. INTRODUCTION

RECENTLY, there has been a renewal of interest in linear expansions of signals, particularly using wavelets and some of their generalizations [1]–[3]. It is well known that the short-time Fourier transform (STFT), or Gabor transform, and the more recent wavelet transform (WT), are just two of many possible tilings of the time-frequency plane. These are illustrated in Fig. 1(a) and (b).

We use the term time-frequency tile of a particular basis function to designate the region in the plane which contains most of that function’s energy. The tiling also shows the sampling in time and frequency, since it indicates where basis functions are localized in time and frequency. The rectangular representation for a tile is purely symbolic, since no function can have compact support in both time and frequency. Fig. 2 shows, for a Gaussian window w(t), the product T(t, ω) = |w(t)|^2 · |W(ω)|^2, where W(ω) is the Fourier transform of w(t) (W(ω) = ∫w(t)e^{-j2πωt}dt). As can be seen, the shape of T(t, ω) is not rectangular, but it is clear where most of the energy is actually localized.

For a function x(t), we can define its time spread (as-
sumizing that $x(t)$ has unit norm, that is, $\int |x(t)|^2 \, dt = 1$ as
\[
\Delta_t = \int_{-\infty}^{\infty} t^2 |x(t)|^2 \, dt
\]
(1)

Similarly, its frequency spread, or bandwidth, can be defined as
\[
\Delta_w = \int_{-\infty}^{\infty} \omega^2 |X(\omega)|^2 \, d\omega
\]
(2)

where $X(\omega)$ is the Fourier transform of $x(t)$. Then, the well-known uncertainty principle [4], imposes the following lower bound on the product of time and frequency spreads:
\[
\Delta_t \cdot \Delta_w \geq \frac{\pi}{2}.
\]
(3)

That is, one cannot have arbitrarily fine time and frequency resolutions, but can trade one for the other. In other words, the area of a time–frequency tile is roughly constant.

Consider, for example, Fig. 1(a) and (b) where two specific tilings are given, namely the short-time Fourier and the wavelet tilings. Note how in the former case, all tiles are of the same shape and size (i.e., time and frequency resolutions are constant), while in the latter case, the tiles are of different shapes (but of constant area) and trade frequency resolution for time resolution and vice versa.

One elegant generalization that contains, at least conceptually, Gabor and wavelet transforms as special cases, is the idea of wavelet packets (WP) [5]–[7], or arbitrary subband coding trees. An example of a wavelet packet tiling is given in Fig. 1(c). The main characteristic of the wavelet packet tiling is that it produces an arbitrary frequency split, which can be adapted to the signal. While wavelet packets create arbitrary binary slicing of frequencies (with associated time resolution), they do not change over time. Often a signal is first arbitrarily segmented, and then, the wavelet packet decomposition is performed on each segment in an independent manner. An obvious question is whether we can find a wavelet packet decomposition that changes over time, that is, an arbitrary tiling of the time–frequency plane. An example of such a generalized tiling is shown in Fig. 1(d). We use the term "arbitrary" somewhat freely, since the tiling is restricted to those produced by binary tree structures (possibly other trees if multiband filter banks are used).

The advantage of considering time-varying structures is illustrated in Fig. 3; here the signal consists of just 64 points, and so is sufficiently simple that we can display the energy contributed by the coefficient of each individual basis function. The signal consists of a high-frequency sinusoid and a spike, and is expanded using four different bases. In Fig. 3(a) the basis functions are the unit sample sequences, so only time-domain information is displayed: the spike is clearly seen, but the sinusoid is less obvious. In Fig. 3(b) we have used the discrete Fourier transform; as one might expect the frequency of the sinusoid is very evident, but the spike is not apparent. Fig. 3(c) shows the expansion using a discrete wavelet transform, which here has done quite badly, since it has very poor frequency resolution at high frequencies. Finally, Fig. 3(d) shows that a parsimonious representation of this signal is possible using a time-varying basis. Bases of this kind are constructed in Section III.

It is important to note that wavelet packet expansions, and the time-varying bases we will consider, are usually signal dependent. That is, given a signal, an algorithm finds the best set of basis functions for the expansion of this particular signal (out of a library of possible bases). This is similar to the Karhunen–Loève transform, which is a signal-dependent linear transform.

In this paper, we develop a generalized wavelet packet decomposition, in the sense that the signal segmentation and the wavelet packet decomposition in each segment are
found jointly. We call this an adaptive wavelet packet decomposition. Just as in regular wavelet packets, an orthonormal decomposition is performed, that is, for a given signal \( x \), we want to find a complete set of basis functions such that we can write \( x \) as

\[
x = \sum_{k} \langle x, \phi_k \rangle \phi_k
\]  

(4)

where \( \langle \cdot, \cdot \rangle \) denotes the inner product, and the set of basis functions is orthonormal

\[
\langle \phi_k, \phi_\ell \rangle = \delta_{k-\ell}.
\]

(5)

The aim of this paper is twofold. First, we would like to construct more general orthonormal sets of basis functions than the ones in the current literature (short-time Fourier transform, wavelet transform, wavelet packet transform). For example, in an adaptive wavelet packet scheme, we want basis functions which have overlaps between adjacent, but different, wavelet packet decompositions in order to avoid discontinuities at the boundaries. Such time-varying bases, which retain orthogonality as well, will be constructed.

Second, given an input signal, we want to find the "best" set of basis functions for that particular signal. A key question is what criterion should be used. Since we have orthogonal basis functions and a possible application is compression, we choose a rate-distortion framework, although any additive cost criterion can be used. Rate-distortion criterion is a typical example where one can trade one cost for the other. One-sided criteria (such as distortion only or entropy only [5]), are a particular case of the more general, two-sided additive criterion framework used here. For a rate-distortion approach to wavelet packets, see [7]. Since the number of bases is extremely large, the design of efficient algorithms to search for the best bases is an important problem, and will be addressed in the paper as well.

We will start by constructing discrete-time bases, which can be used for compression applications. Then, we explore the relationship between these discrete-time constructions and continuous-time ones, along the lines of wavelet constructions based on filter banks [1]. These lead to "arbitrary" continuous-time tilings, which are mostly of theoretical interest.

The relation of the results presented here with previous work is as follows: our work is an extension of wavelet packets [5], [6] and their construction in a rate-distortion sense [7]. Some preliminary results were given in [8]. For deriving our discrete-time results, we take a filter bank point of view [9]-[11]. Time-varying filter banks were constructed in [12] using a numerical optimization procedure but neither orthogonality nor algorithms to find the best basis were addressed. A development of continuous-time bases from discrete-time ones follows the work of Daubechies [1]. The particular case of boundary filters leads to wavelet constructions on the interval, a problem solved also in [13] using a different method. Finally, time-varying modulated lapped transforms (MLT's) have been considered briefly in [6]. The application of the double-tree algorithm to image compression, has shown promising results [14].

The outline of the paper is as follows: In Section II, we start by discussing signal expansions in the three-dimensional space of (time, frequency, scale). Recall, that the short-time Fourier transform and the wavelet transforms are expansions in (time, frequency) and (time, scale), respectively. Next, we construct adaptive wavelet packets, that is, time-varying forms of arbitrary subband coding trees. Two approaches are shown. The first, relies on boundary filters, and amounts to segmenting the signal without overlaps between adjacent wavelet packet decompositions. The second, and more general construction, leads to decompositions which change in time while avoiding abrupt transitions by using overlaps, either between different filters or different filter bank topologies. In Section IV, we investigate a special case of the general constructions from Section III, namely, time-varying modulated lapped transforms, and we present both boundary and overlapping solutions, where all the filters involved are obtained by modulation. In Section V, we describe algorithms to find best bases in a rate-distortion sense. After reviewing the algorithm for wavelet packets [7] which can be used for time-varying modulated lapped transforms as well, we develop the double-tree algorithm which we employ to jointly find the best segmentation of the signal together with the best wavelet packet expansion for every segment. Section VI presents experimental results both on synthetic and real signals. Improvements over nonadaptive wavelet packets are shown.

II. SIGNAL EXPANSIONS OVER TIME, FREQUENCY, AND SCALE

Given a basis function, denote by \( I \) the time interval which contains 90% of the function's energy. Similarly, call \( I_\omega \) the frequency interval containing 90% of the energy of the Fourier transform of the basis function. Then, when choosing a basis function for a signal expansion, there are three essential parameters:

- its time location, given by \( \tau \), which corresponds to the center of the time interval \( I \);
- its frequency location, given by \( \omega \), corresponding to the center of the frequency interval \( I_\omega \); and
- its scale, given by \( s \), corresponding to the size of the basis function, or length of the interval \( I \).

The scale is related to the time and frequency resolutions of the basis function, since the larger the scale, or size, of the basis function, the better its frequency localization (and inversely, the poorer its time localization). Thus, at least conceptually, one can think of analyzing a signal with what we could call a three-indexed transform, as shown in Fig. 4, where the expansion space \((\tau, \omega, s)\) is shown. For a constant scale \( s_0 \), we obviously have a short-time Fourier transform, which is indicated by the vertical plane in Fig. 4. Along the curve \( s \cdot \omega = \alpha \), the basis functions are scaled versions of each other (within
a scalar factor and a time shift). Thus, for various $\alpha_i$'s, we have different wavelet transforms on the surface obtained by translating in time the curve $s \cdot \omega = \alpha$, where $\alpha_i$ is proportional to the number of periods of the modulation function present in the wavelet. One such wavelet family is indicated by the surface obtained from a hyperbola and its translation along the $\tau$ axis in Fig. 4.

While the three-indexed transform is useful as a conceptual framework to think about frequency and scale, it is not practical. Instead, we will turn to the discrete-time case and to filter banks, where the question of orthonormal bases is easy to study since it is more constrained. First, the sampling density question is easily solved. Each time the spectrum is divided into $N$ equal pieces, the sampling is reduced by $N$ as well.

Consider the time–frequency tiling obtained by a wavelet packet decomposition over a time interval, as shown in Fig. 5(a). It is clear that the slicing of the frequency axis does not change over time. Consider now Fig. 5(b), which is conceptually a dual to Fig. 5(a), since now time is sliced up, and this slicing does not change over frequency. What system produces such a dual time–frequency tiling? A uniform filter bank, where the number of channels changes over time. This can be achieved with time-varying modulated lapped transforms which are discussed in Section IV. Mixing the two special cases shown in Fig. 5(a) and (b) will produce more general, arbitrary tilings, and this is the topic of the constructions in Section III, which we call adaptive wavelet packets. Note, that since the wavelet tiling is the special case of the wavelet packet tiling, its dual can be obtained as a special case of time-varying modulated lapped transforms, as shown in Fig. 5(c) and (d).

Due to the relative ease of constructing these discrete-time bases, it is desirable to use them to derive continuous-time counterparts. The well-known construction of wavelets from octave band filter banks indicates that there are continuous-time orthogonal bases in the (time, frequency, scale) space (namely on the $(s \cdot \omega = \alpha, \tau)$ surface in Fig. 4). Wavelet packets give other possible orthogonal bases, and we will show that adaptive wavelet packets can be used as well to construct fairly general orthogonal bases in the (time, frequency, scale) space.

III. ARBITRARY TREES BASED ON TWO-CHANNEL FILTER BANKS

Having set the goals that we wish to achieve, we now give our attention to two-channel filter banks and examine how to change between orthogonal trees based on such structures. The ability to change trees and filters will allow the construction of time-varying bases. This leads to general tilings of the type shown in Figs. 1(d) and 3(d). In this section, we indicate the various constructions and give examples involving small filters. For greater detail on the constructions, we refer the interested reader to [15, 16].

One convenient way to look at multirate filter banks is in terms of the time-domain operator notation. Here the action of the analysis filter pair $H_0(z)$ and $H_1(z)$ on the infinite signal column vector $x = [x(-1), x(0), x(1), x(2), \ldots]^T$, as depicted in Fig. 6(a), can be expressed as $y = T \cdot x$ where $y = [y_0(0), y_1(0), y_0(1), y_1(1), \ldots]^T$ and $T$ is the doubly-infinite block Toeplitz matrix [11],
The rows of $T$ are made up of the impulse responses, with even shifts, of the filters $h_0(n)$ and $h_1(n)$; it is readily verified that if these are filters from an orthogonal filter set then

$$TT^T = T^T = I$$

where filter coefficients are assumed to be real. Further, in order to have an orthogonal FIR filter set, $H_0(z)$ must be of even length [17], and $H_1(z) = z^{2k-1}H_0(-z^{-1})$; we shall assume this form from now on, and take $k = N/2$ without loss of generality.

**A. Boundary Filters**

The assumptions of stationary filter bank analysis are that we are operating over an infinite signal (the matrix in (6) is infinite), and that the filters do not change over time ($T$ is block Toeplitz, so all blocks are the same).

We have made use of the identity $H_1(z) = z^{N-1}H_0(z^{-1})$ in writing the coefficients of $H_1(z)$. For convenience label the rows of this matrix as $M_0, M_1, \ldots, M_{n_1}$. An important point is that this matrix is still of full rank; that is, the rows containing the truncated filters ($M_0, M_1, M_{n_1-1}$, and $M_{n_1}$) are linearly independent of each other, and of the other rows ($M_i$, $2 \leq i \leq n_1 - 2$) as well. To see this examine, for example, $M_0$ and $M_1$; these are clearly orthogonal to $M_i$ for $i \geq 2$ since the truncation has not affected this orthogonality (there is no overlap); thus the truncated filters are linearly independent of the others. To show that $M_0$ and $M_1$ are linearly independent of each
other, suppose that they are not, i.e., \( \alpha M_0 = M_i \) for some \( \alpha \in R \). Thus,

\[
\alpha(h_0(1), h_0(2), h_0(3)) = (h_0(2), -h_0(1), h_0(0)).
\]

This implies \( \alpha h_0(1) = h_0(2) \) and \( \alpha h_0(2) = -h_0(1) \); the only solution is \( \alpha = \pm j \) which is clearly inadmissible, since we require both filters to be real. The truncated matrix, of course, is no longer unitary, since \( M_0 \) and \( M_1 \) are not orthogonal. Since we have a full set of linearly independent vectors, however, we can restore orthogonality using the Gram–Schmidt procedure. Obviously,

\[
\langle M_i, M_j \rangle = 0, \quad i \in \{0, 1\},
\]

\( j \in \{2, 3, \ldots, n_1 - 1, n_1\} \)

is inherited from the matrix \( \langle \rangle \). To orthogonalize the left boundary, start by normalizing the first vector \( M_0 = M_0 / \| M_0 \| \), and then

\[
M_1 = M_1 - \langle M_1, M_0 \rangle M_0 - \sum_{j=3}^{n_1} \langle M_1, M_j \rangle M_j,
\]

\[
= M_1 - \langle M_1, M_0 \rangle M_0.
\]

The simplification is a consequence of \( \langle \rangle \). Finally, set \( M'_1 = M_1 / \| M_1 \| \). Note that since \( M_0 \) and \( M_0 \) have only three nonzero entries, so does \( M'_1 \) from \( \langle \rangle \). The same procedure is applied to the other boundary vectors \( M_{n_1 - 1} \) and \( M_{n_1} \). A new matrix \( M' \) which has rows

\[
\{ M'_0, M'_1, M_2, M_3, \ldots, M_{n_1 - 2}, M'_{n_1 - 1}, M_{n_1} \}
\]

is then obviously unitary. What is important to note is that \( M' \) has exactly the same zero entries as \( M \); i.e., the orthogonal boundary filters have the same support as the truncated filters.

One might imagine that this is a peculiarity of the case involving length-4 filters, but we can use exactly the same arguments for the length-6 case, taking a truncation where the top left corner is

\[
M = \begin{bmatrix}
  h_0(2) & h_0(3) & h_0(4) & h_0(5) \\
  -h_0(3) & h_0(2) & -h_0(1) & h_0(0) \\
  h_0(0) & h_0(1) & h_0(2) & h_0(3) \\
  -h_0(5) & h_0(4) & -h_0(3) & h_0(2) \\
  0 & 0 & h_0(0) & h_0(1) \\
  0 & 0 & -h_0(5) & h_0(4) \\
  \vdots & \vdots & \vdots & \vdots 
\end{bmatrix}
\]

Taking the same labeling convention as before, \( M_0 \) and \( M_1 \) are clearly orthogonal to all the other rows, and are linearly independent of them, and each other. Hence, again applying the Gram–Schmidt procedure produces a unitary matrix with the same zero entries as the truncated matrix.

Obviously, the orthogonalization given by Gram–Schmidt is not unique. If we choose a different set of linearly independent vectors as the input to the orthogonalization, we get a different set of orthogonal boundary vectors out. To explore the whole space of possible solutions \( \{ M'_0, M'_1 \} \) and \( \{ M'_{n_1 - 1}, M'_{n_1} \} \) we can premultiply \( M \) by the matrix

\[
\begin{bmatrix}
  U_l & 0 & 0 \\
  0 & I_{n-4} & 0 \\
  0 & 0 & U_r
\end{bmatrix}
\]

where \( U_l \) and \( U_r \) are \( 2 \times 2 \) unitary matrices (rotations). Note that the particular form of the truncation was carefully chosen in the above two examples to preserve the rank of the truncated matrix. For longer filters there will be more than two boundary vectors, and proving that one can always choose a truncation which retains full rank becomes nontrivial. Nonetheless, for any FIR orthogonal filter bank, the orthogonal boundary filters always remain localized in the region of the boundary. We state this formally as follows.

**Proposition 3.1** [16]: To apply a two-channel orthogonal filter bank, with length-N filters, to a finite length signal, requires a set of \( ((N - 2)/2 + d) \) vectors at each boundary, each of which has only \( (N - 2 + d) \) nonzero values, for any \( d \geq 0 \).

Since it is somewhat lengthy, the proof is given in [16]. Here, we are mostly interested in applications of the result, and thus, we merely communicate the main idea behind it. Note that boundary conditions have been studied before, for example, in [19]. However, here we are interested in solutions where the boundary filters are themselves orthogonal, and our method is constructive and complete.

Recall, once more, that \( N \), the filter length, is always even. In the case where \( N = 4k \) we choose \( d = 0 \), and when \( N = 4k - 2 \) we choose \( d = 1 \); this gives an even number of boundary filters in each case. Let us consider the \( N = 4k - 2 \) case and assume that we want to apply

\[
0 \quad 0 \quad \cdots \quad \cdots \quad \cdots \quad 0
\]

\[
0 \quad 0 \quad \cdots \quad \cdots \quad \cdots \quad 0
\]

\[
h_0(4) \quad h_0(5) \quad \cdots \quad \cdots \quad \cdots \quad \cdots
\]

\[
h_0(2) \quad h_0(3) \quad h_0(4) \quad h_0(5) \quad \cdots \quad \cdots \quad \cdots
\]

\[
0 \quad 0 \quad \cdots \quad \cdots \quad \cdots \quad \cdots
\]

\[
\vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots
\]

the filter bank to a signal of length \( L \), where \( L \) is even. First define

\[
Q = [0, G, \mathbf{0}_L]
\]

where \( G \) is the \( 2k \times N + 2(k - 1) \) matrix containing the shifted filter impulse responses of the filters \( h(n) \) and \( h_1(n) \), and \( \mathbf{0}_L \) is a \( 2k \times 1 \) column vector of zeros. It is easily shown that \( P = (I - Q^TQ) \) is the orthogonal projection onto the space orthogonal to the row space of \( Q \).
Hence, any row output from the Gram-Schmidt procedure must have the form

\[ e'_i = (I - Q^T Q) \cdot e_i \]

for some \( e_i \). The critical observation is that \( (I - Q^T Q) \) has the following form

\[
(I - Q^T Q) = \begin{bmatrix}
I - U_0 & 0 \\
0 & I - L_0 \\
\end{bmatrix}
\]

where the blocks \( U_0 \) and \( L_0 \) are of dimension \( (N - 2 + d) \times (N - 2 + d) \) each.

Thus, a vector \( e_i \), input to the orthogonalization procedure will always produce an output that has nonzero entries only in the first and/or last \( N - 1 \) positions. When the signal length \( L \) is large enough (roughly twice the filter length) the two nonzero portions of the Gram–Schmidt outputs \( e'_i \) are nonoverlapping. In this case, we can choose half of the inputs to the procedure to have zeros in the last \( N - 1 \) positions. Then, the corresponding outputs will have nonzero values only in the first \( N - 1 \) positions.

\[
\begin{bmatrix}
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & h_0(0) & h_0(1) & h_0(2) & h_0(3) & 0 & 0 \\
\cdots & -h_0(3) & h_0(2) & -h_0(1) & h_0(0) & 0 & 0 \\
\cdots & 0 & 0 & l_0(0) & l_0(1) & l_0(2) & 0 \\
\cdots & 0 & 0 & l_1(0) & l_1(1) & l_1(2) & 0 \\
\cdots & 0 & 0 & 0 & l_2(3) & l_2(4) & l_2(5) \\
\cdots & 0 & 0 & 0 & l_3(3) & l_3(4) & l_3(5) \\
\cdots & 0 & 0 & 0 & 0 & g_0(0) & g_0(1) \\
\cdots & 0 & 0 & 0 & 0 & g_0(4) & g_0(5) \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{bmatrix}
\]

Similarly, the second half of the Gram–Schmidt inputs can be chosen such that the outputs have nonzero values only in the last \( N - 1 \) positions. The \( N = 4 \) case constructed first was of this form, so that there were two filters each with three nonzero values at each boundary. An example of such a set of boundary filters for the length-4 Daubechies filters is given in Table I. The boundary filters \( h_0(n) \), \( h_1(n) \), \( h_2(n) \), and \( h_3(n) \) contain the three nonzero coefficients of \( M_0^t \), \( M_1^t \), \( M_{m-1}^t \), and \( M_n^t \), respectively.

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.908919101812</td>
<td>0.343723736683</td>
<td>0.404114011896</td>
<td>0.289344597573</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.9297635161</td>
<td>0.8125201071</td>
<td>0.61987438579</td>
<td>0.5115359742</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.1768158866</td>
<td>0.9653534081</td>
<td>0.5906900045</td>
<td>0.8069882213</td>
<td></td>
</tr>
</tbody>
</table>

lutions which have nonzero values at both boundaries correspond to the circulant solutions and variations.

B. Transitions Between Filter Banks with the Same Number of Channels

We can use boundary filters to make a nonoverlapping orthogonal transition between one filter set and another, or between two filter trees. For example, suppose we wished to change from the length-4 filter set \( \{ h_0(n), h_1(n) \} \) to length-6 filter set \( \{ g_0(n), g_1(n) \} \) at some time \( n_0 \). We could let \( T_0 \) be the half-infinite block Toeplitz matrix containing the impulse responses of the filters \( \{ h_0(n), h_1(n) \} \) in the region \( (-\infty, n_0) \), and let \( T_1 \) be the half-infinite block Toeplitz matrix containing the impulse responses of \( \{ g_0(n), g_1(n) \} \) in the region \( (n_0 + 1, \infty) \); both matrices must contain the appropriate boundary filters. In this case we can use the operator

\[
T = \begin{bmatrix}
T_0 & 0 \\
0 & T_1 \\
\end{bmatrix}
\]

which gives the appropriate transition between the filters at time \( n_0 \). This transition is of the form

\[
\begin{bmatrix}
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & -g_0(5) & g_0(4) & -g_0(3) & g_0(2) & -g_0(1) & g_0(0) \\
\end{bmatrix}
\]

Similarly, the second half of the Gram–Schmidt inputs can be chosen such that the outputs have nonzero values only in the last \( N - 1 \) positions. The \( N = 4 \) case constructed first was of this form, so that there were two filters each with three nonzero values at each boundary. An example of such a set of boundary filters for the length-4 Daubechies filters is given in Table I. The boundary filters \( h_0(n) \), \( h_1(n) \), \( h_2(n) \), and \( h_3(n) \) contain the three nonzero coefficients of \( M_0^t \), \( M_1^t \), \( M_{m-1}^t \), and \( M_n^t \), respectively.

We noted before that it was possible to explore all possible boundary filters for the length-4, and length-6 filter banks by premultiplying by \( 2 \times 2 \) unitary matrices, as in (13). If we premultiply (16) by a matrix

\[
\begin{bmatrix}
I & 0 & 0 \\
0 & U & 0 \\
0 & 0 & I \\
\end{bmatrix}
\]
where $U_b$ is an arbitrary $4 \times 4$ unitary matrix, we get that the resulting matrix is still unitary. In general, however, all of the vectors will have support on both sides of the boundary

$$
\begin{bmatrix}
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & h_0(0) & h_0(1) & h_0(2) & h_0(3) & 0 & 0 & 0 & 0 & 0 \\
\cdot & h_0(2) & -h_0(1) & h_0(0) & 0 & 0 & 0 & 0 & 0 & 0 \\
\cdot & 0 & 0 & l_0(0) & l_0(1) & l_0(2) & l_0(3) & l_0(4) & l_0(5) & l_0(6) \\
\cdot & 0 & 0 & l_1(0) & l_1(1) & l_1(2) & l_1(3) & l_1(4) & l_1(5) & l_1(6) \\
\cdot & 0 & 0 & l_2(0) & l_2(1) & l_2(2) & l_2(3) & l_2(4) & l_2(5) & l_2(6) \\
\cdot & 0 & 0 & l_3(0) & l_3(1) & l_3(2) & l_3(3) & l_3(4) & l_3(5) & l_3(6) \\
\cdot & 0 & 0 & 0 & 0 & 0 & g_0(0) & g_0(1) & g_0(2) & g_0(3) \\
\cdot & 0 & 0 & 0 & 0 & 0 & -g_0(5) & g_0(4) & -g_0(3) & g_0(2) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots 
\end{bmatrix}
$$

(18)

We refer to the $l_i(n)$ as transition filters. Note that the boundary filter solution is contained as a special case: $h_0(n), l_i(n) = 0$ for $n = 3, 4, 5, 6,$ and $l_i(n), l_i(0) = 0$ for $n = 0, 1, 2$. This clearly gives a nonoverlapping transition as in (15). An example of an overlapping solution is given in Table II.

C. Growing and Pruning the Tree

A main application is where we wish to change the structure of the tree over time; for example, if we wish to add a stage in going from the structure of Fig. 6(a) to that of (b) at some time $n_0$. To achieve this we would leave the output $y_i(n)$ alone, and process $y_0(n)$ with a further two-channel division, beginning at $n_0$. In operator notation the operation on $y_0$ could be written

$$
T_1 \cdot y_0 = \begin{bmatrix} I_1 & 0 \\ 0 & T_r \end{bmatrix} \cdot y_0
$$

where $I_1$ is a half-infinite identity matrix extending infinitely to the left and $T_r$ is a half-infinite matrix containing a set of boundary filters on the left, and then the filter impulse responses extending infinitely to the right. Then the overall operation can be expressed

$$
T_2 \cdot x = \begin{bmatrix} T_1 & 0 \\ 0 & I \end{bmatrix} \cdot \begin{bmatrix} y_0 \\ y_1 \end{bmatrix} = \begin{bmatrix} T_1 & 0 \\ 0 & I \end{bmatrix} \cdot P \cdot y
$$

(19)

$$
= \begin{bmatrix} T_1 & 0 \\ 0 & I \end{bmatrix} \cdot P \cdot T \cdot x
$$

(20)

where $P$ is the orthogonal permutation matrix that reorders the elements of $y$

$$
P \cdot y = \begin{bmatrix} \cdots & y_0(0), y_0(1), y_0(2), \cdots, y_1(0), y_1(1), y_1(2), \cdots \end{bmatrix}^T
$$

and $T$ is as in (6). Clearly $T_2$ is also orthogonal, and is again doubly infinite. Any binary tree based on orthogonal two-channel filter banks can thus be written as a cascade of such matrices.

D. Continuous-Time Bases from Discrete-Time Ones

So far we have considered only the construction of discrete-time orthogonal bases. In [1], [20], it was shown how discrete-time bases for $L^2(Z)$ could be used, under certain conditions, to generate continuous-time ones for $L^2(R)$; we will now suggest how the novel time-varying bases presented above may be used to derive continuous-time ones. This will lead to wavelet bases for interval regions, wavelet bases where the analyzing wavelet varies with time, and wavelet-like bases where the segmentation changes with time. Using a different approach wavelet bases for interval regions have also been investigated by Cohen, Daubechies, and Vial [13].

Again, we will rely heavily on matrix notation, and we examine the length-4 case for illustration. Consider the half-infinite block Toeplitz matrix which contains as rows the shifted impulse response of $h_0(n)$, and has the low-pass boundary filter in the first row

$$
H_0 = \begin{bmatrix}
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\cdot & h_0(0) & h_0(1) & h_0(2) & 0 & 0 & 0 & 0 \\
\cdot & 0 & h_0(0) & h_0(1) & h_0(2) & h_0(3) & 0 & 0 \\
\cdot & 0 & 0 & h_0(0) & h_0(1) & h_0(2) & h_0(3) & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots 
\end{bmatrix}
$$

(21)
Denote by $L_{ij}(z)$ the $z$-transform of the coefficients of the $i$th row of $H_0^i$

$$L_{ij}(z) = \sum_{n=0}^{\infty} H_{ij}(n) z^{-n}.$$  

Clearly $L_{11}(z) = H_0^0(z)$, $L_{21}(z) = z^{-1}H_0(z)$, $L_{31}(z) = z^{-2}H_0(z)$. To find the $L_{ij}(z)$ we must examine the product $H_0^i$. We find

$$L_{ij}(z) = z^{-1-4(i-1)}H_0(z)H_0(z^2), \quad i > 1$$

and, in general

$$L_{ij}(z) = z^{-1-2(i-1)}\prod_{k=0}^{j-1} H_0(z^{2^k}) \quad i > 1. \quad (22)$$

The function $L_{ij}(z)$ can easily be recognized as the $z$-transform of the graphical iteration [17] to find the scaling function $\phi(t)$ of a compactly supported wavelet scheme [17]. That is, if we define from $L_{ij}(z)$ a continuous-time function

$$f^{ij}(t) = L_{ij}(n) \quad \frac{n}{2^j} \leq t < \frac{n+1}{2^j} \quad (23)$$

it can be shown that $f^{ij}(t)$ converges to the scaling function $\phi(t)$ as $i \to \infty$ [under some constraints on $h_0(n)$]. Similarly, the other rows $L_{ij}(z)$, $i > 1$, can be used to converge to $\phi(t-i)$. For the case of $L_{ii}(z)$ we can define a continuous-time function in a manner similar to (23). If this converges as $j \to \infty$ we call it the left-boundary scaling function. The wavelet $\psi(t)$ and the left-boundary wavelet function are found by examining the convergence of the rows of $H_0 \cdot H_0^i$. Right boundary functions are found using the right boundary filters. The left and right boundary wavelet functions along with $\psi_0(t)$ and $\psi_0(t-1)$ are shown in Fig. 7. When we deal with Daubechies' filters we use the subscript to denote the order of the filters involved; i.e., $\phi_0(n)$ and $\psi_0(t)$ are the scaling function and wavelet derived from the length-2 Daubechies' filters.

In a similar way, we can consider iterates of the matrix containing the transition filters. For example, if $H_0$ is the doubly infinite matrix containing the even-indexed rows of $T$ from (18) then the rows of $H_0^i$ give the iterates of the graphical recursion that converges to $\phi_0(t-n)$ for rows $n < 0$, to $\phi_0(t-n)$ for rows $n \geq 3$, and to transition functions for $n = 0, 1, 2$. This is illustrated in Fig. 8, which shows the appropriate scaling and transition functions. It should be noted that the number of transition functions is not necessarily equal to the number of transition filters. Finding transition functions by considering iterates of matrices containing the transition filters be-

### Table II

<table>
<thead>
<tr>
<th>$n$</th>
<th>$l_0(n)$</th>
<th>$l_1(n)$</th>
<th>$l_2(n)$</th>
<th>$l_3(n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-0.5061</td>
<td>0.5061</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>-0.1875</td>
<td>0.1875</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 7. Boundary functions for wavelet basis for the interval [0, 4]. Left and right boundary functions at one scale are shown; these are supported on [0, 2], and [2, 4], respectively. The wavelets $\psi_0(t)$, $\psi_0(t-1)$ are also shown.

Fig. 8. Transition functions for the transition between $\phi_0(t)$ and $\phi_0(t)$. There are three orthogonal transition functions shown. There is no null space, at one scale, between $\{\phi_0(t+1), \phi_0(t+2), \cdots \}$ and $\{\phi_0(t-2), \phi_0(t-3), \cdots \}$.

The orthogonality properties that we desire of a wavelet basis (i.e., with respect to shift and scale) still hold for systems containing boundary and transition filters. As an illustration observe

$$H_0^i \cdot (H_0^i)^k = (H_0 \cdot H_0^i)^k = I.$$
and
\[ H_0^k \cdot (H_0^*)^k = (H_0 \cdot H_0^*)^k = 0. \]
This ensures that the graphical recursions that converge to the wavelet and scaling function are orthogonal with respect to translates at the kth iteration; and this holds true in the limit as \( k \to \infty \) also.

Equally, the kth iteration to the wavelet is orthogonal to the \((k-1)st\) (i.e., its stretched version)
\[ H_1 \cdot H_0^k \cdot (H_0^*)^{k-1} \cdot H_1^* = H_1 \cdot H_0 \cdot H_1^* = 0. \quad (24) \]
In the limit this gives orthogonality across scales. More complete and formal statements of these arguments can be found in [15], [16].

E. Discussion
We have shown how to obtain arbitrary decompositions that can change over time. This can be achieved using time-varying orthogonal tree structures, which preserve orthogonality, even across transitions. The method is based on the construction of both boundary and transition filters; these allow us to construct essentially arbitrary tilings. The time-varying discrete-time bases were shown to generate time-varying continuous-time ones. A special case of the constructions presented in this section are the time-varying modulated lapped transforms given in the next section. We will show that boundary and overlapping solutions are possible there as well.

IV. TIME-VARYING MODULATED LAPPED TRANSFORMS
We have mentioned previously that the wavelet packets and time-varying modulated lapped transforms (MLT's) can, at least conceptually, be seen as duals of each other [see Fig. 5(a) and (b)]. By the same token, the wavelet tiling, being a special case of the wavelet packet tiling, has a dual in a particular time-varying modulated lapped transform tiling [see Fig. 5(c) and (d)].

Our aim in this section is to offer ways of constructing these dual tilings, by using either boundary or overlapping modulated lapped transforms. By boundary modulated lapped transforms, we denote the time-varying tiling of the time-frequency plane where the basis functions do not overlap, while the opposite is true for overlapping modulated lapped transforms, that is, the basis functions from adjacent decompositions do overlap. Although the tilings obtained via time-varying modulated lapped transforms are somewhat restricted as compared to those that can be obtained using the general theory presented in the last section (see Fig. 5), they offer the advantage that all the filters, both at transitions, and within decompositions, are obtained by modulation. Time-varying lapped transforms are also studied in [24].

A. Modulated Lapped Transforms
By modulated lapped transforms [21], [22], we will denote a class of perfect reconstruction filter banks which uses a single prototype filter, window, \( w(n) \) of length \( 2N \) (where \( N \) is the number of channels and is even) to con-

struct all of the filters \( h_0, \ldots, h_{N-1} \) as follows:
\[
h_k(n) = \frac{1}{\sqrt{N}} w(n) \cdot \cos \left( \frac{2k + 1}{4N} (2n - N + 1) \pi \right)
\]
with \( k = 0, \ldots, N - 1, n = 0, \ldots, 2N - 1 \), and where the prototype low-pass filter \( w(n) \) is symmetric \((w(n) = w(2N - 1 - n), n = N, \ldots, 2N - 1)\) and satisfies the following [22]:
\[
w^2(n) + w^2(N - 1 - n) = 2, \quad n = 0, \ldots, N - 1.
\]

This last condition, imposed on the window, ensures that the resulting modulated lapped transform is orthogonal. The two symmetric halves of the window are called "tails."

We have seen in the last section, a convenient way of analyzing filter banks in the time domain, via infinite matrices, such as the one given in (6). For modulated lapped transforms, the matrix \( T \) can be written as
\[
T = \begin{bmatrix}
& \cdots & A_0 & A_1 & A_2 & \cdots \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
\end{bmatrix}
\]
where blocks \( A_0, A_1, \) are of sizes \( N \times N \), and contain the impulse responses of the filters. Note that the filter length is twice the number of channels. For example, the \( j \)th row of \( A_i \) is \([h_{j}(2N - 1 - iN) \cdots h_{j}(N - iN)]\) for \( i = 0, 1 \). For an orthogonal, perfect reconstruction solution, the matrix \( T \) has to be unitary, which is equivalent to the following [11]:
\[
A_0A_0^T + A_1A_1^T = I, \quad A_1A_0^T = 0, \quad A_0A_1^T = 0. \quad (28)
\]

The second and third conditions in the above are called the "orthogonality of tails" conditions [11].

We want to point out an interesting fact here, that will be used in later constructions. In the matrix \( T \), denote by \( w_4 \) the window function corresponding to the block \( A_0 \). Take the same block, that is, \( A_0 \), and change the window function to \( w_8 \). Call this newly obtained block \( B_0 \). Then
\[
B_0B_0^T = A_0A_0^T \quad (29)
\]
that is, the product \( A_0A_0^T \) does not depend on the window (the proof of which is given in the Appendix). The same is true of the other block \( A_1 \). An interesting consequence of the above, is that
\[
B_0B_0^T + A_1A_1^T = A_0A_0^T + B_0B_0^T = A_0A_0^T + A_1A_1^T = I
\]
or, in other words, any combination of blocks with different window "tails" will be unitary, or, we will have a nonsymmetric window. Note, however, that this is not sufficient for a valid orthogonal transform, since the "orthogonality of tails" conditions from (28) do not hold, namely \( A_0B_0^T \neq 0 \) (similarly for \( B_0A_1^T \)). Nevertheless, the fact that \( [A_0, B_0] \) is unitary despite \( A_0 \) and \( B_0 \) having dif
ferent windows, is going to be very useful in constructing boundary and overlapping modulated lapped transforms.

B. Boundary Modulated Lapped Transforms

Let us now try to construct a set of boundary filters for the modulated lapped transforms. From the results in the last section, we know that we can always do this by applying the Gram–Schmidt procedure to the appropriately truncated matrix $T$. However, our approach here is different; namely, we want the boundary filters to be obtained by modulation as well. Therefore, consider the following matrix:

$$T_b = \begin{bmatrix} B_0 & A_1 \\ A_0 & A_1 \\ & \ddots \end{bmatrix}$$

(31)

where $A_i$ are size-$(N \times N)$ blocks as introduced in (27), and $B_i$ are size-$(N \times N/2)$ blocks with the associated window

$$w_b(n) = \begin{cases} \sqrt{2} & n = N/2, \ldots, 3N/2 - 1, \\ 0 & \text{otherwise.} \end{cases}$$

(32)

For example, the $i$th row of $B_i$ is given by $[h_3(3/2) - N - 1) \cdot \cdot \cdot h_3(N)]$, where $h_3(n)$ is as given in (25) with the window $w_b(n)$. Note how the truncation was performed here as compared to that in (7). In $T_b$, instead of using $A_0$ at the left boundary, for example, and then truncating it, we have performed the truncation by using a shorter window (of length $N$ instead of $2N$). The net result is a square matrix, for which we only have to check whether it is unitary. Using (28) and (30), it can be easily checked that $T_b^T T_b = I$, holds.

Therefore, we have demonstrated how to construct boundary filters for a given modulated lapped transform, lapped transforms with different windows. Consider the following matrix:

$$T = \begin{bmatrix} B_0 & B_1 \\ B_0 & A_1 \\ & \ddots \end{bmatrix}$$

(33)

Here, blocks $[B_0, B_1]$ represent the $N$-channel modulated lapped transform with the window $w_b$, while $[A_0, A_1]$ represent the $N$-channel transform with the window $w_a$. It is easily checked that the above matrix is unitary, leading to an orthogonal transform (even across the transition). Note how the transition $[B_0, A_1]$ uses a nonsymmetric window (or half of the window $w_b$ and half of the window $w_a$) to achieve a transition that is still orthogonal.

2) Different-Size Transforms: We will now explain how to switch between different-size transforms. Note that a similar result, without details of the construction or the proof, was mentioned in [6].

Here, we want to show that one can switch from an $N_1$-channel modulated lapped transform to an $N_2$-channel modulated lapped transform (where $N_1 < N_2$ and $N_1 = 2^m$, $N_2 = 2^n$) as follows.

a) Since the maximum overlap between the two modulated lapped transforms is $N_1$, one has to adjust the size of the window of the $N_2$-channel modulated lapped transform accordingly, that is, its length has to be reduced to $N_2 - N_1$, or the outer $(N_2 - N_1)/2$ coefficients of each window tail have to be zero. This means that the $N_2$-channel transform can be expressed as follows:

$$[A_0, A_1] = \begin{bmatrix} A_{00} & A_{01} & A_{10} & 0 \\ 0 & A_{11} & 0 & \ddots \end{bmatrix}$$

(34)

where the blocks $A_0$ and $A_1$ have been split into three subblocks each, to account for the fact that some of the coefficients of the window are set to 0. Therefore, the blocks $A_{00}$ and $A_{11}$ are those where the window is constant.

b) Then, the $N_2$-channel modulated lapped transform $[A_{00}, A_{10}]$ from the $N_2$-channel one as follows:

$$T_o = \begin{bmatrix} A_{00} & A_{10} \\ A_{01} & A_{11} \\ A_{02} & A_{12} \\ \ddots \end{bmatrix}$$

(35)
where the blocks $A'_{00}$ and $A'_{10}$ are of size $N_1 \times N_1$ and are obtained from the blocks $A_{00}$ and $A_{10}$ by scaling by $\sqrt{N_2/N_1}$ and retaining $N_1$ rows with the indexes in the following set:

$$S = \left\{ i \cdot \frac{2N_2}{N_1}, (i + 1) \cdot \frac{2N_2}{N_1} - 1 \right\},$$

$$i = 0, \ldots, \frac{N_2}{2} - 1. \quad (36)$$

Therefore, if we denote by $h_k$, $g_k$ the basis functions of the $N_2/N_1$-channel modulated lapped transforms, respectively,

$$g_k(n) = \sqrt{N_1/N_2} h_k(n + \frac{N_2 - N_1}{2}) \quad (37)$$

for $n \in [0, N_1 - 1]$ and

$$g_k(n) = \sqrt{N_2/N_1} h_{k'}(n + \frac{3N_2 - N_1}{2}) \quad (38)$$

for $n \in [N_1, 2N_1 - 1]$ and $k' \in S$.

The proof that the above construction indeed leads to an orthogonal transform with overlapping basis functions, is given in the Appendix.

As a simple example, refer to Fig. 9(a), where we want to switch between a 2-channel and a 4-channel modulated lapped transform. Thus, we first shorten the window of the 4-channel modulated lapped transform to length 6 as follows:

$$w(n) = \begin{cases} 0 & n \in \{0, 7\}, \\ \frac{1}{2} & n \in \{3, 4\}, \\ a & n \in \{1, 6\}, \\ \sqrt{2 - a^2} & n \in \{2, 5\}, \end{cases} \quad (39)$$

and choose $S = \{0, 3\}$. Then one obtains

$$g_k(n) = \begin{cases} \sqrt{2} h_k(n + 1) & n \in \{0, 1\}, \\ \sqrt{2} h_{k'}(n + 5) & n \in \{2, 3\} \end{cases} \quad (40)$$

with $k = 0, 1$ and $k' = 0, 3$. Fig. 9(b)–(c) shows another simple example, that is, a switch from a 2-channel to an 8-channel modulated lapped transform. A few possibilities are explored: 1) switch directly ending up with 1 degree of freedom; 2) use a nonsymmetric 4-channel transform to obtain a transition; 3) the same as in 2) except that the transition is followed by 4-channel transforms for a while; and 4) avoid a nonsymmetric transform and use 4-channel transforms instead.

D. Discussion

We have shown how to construct bases which can be seen as duals both of wavelets and wavelet packets. This was achieved using time-varying modulated lapped transforms, with both overlapping and nonoverlapping basis functions. The constructions were successful, however, more restricted than in the wavelet packets case. In particular, the filter length (basis functions) is restricted to twice the number of channels. On the other hand, the advantage of these time-varying modulated lapped transforms is the existence of a fast algorithm together with the fact that all the filters involved are obtained by modulation.

V. FAST ALGORITHMS FOR ARBITRARY
TIME-FREQUENCY TILINGS

We have so far considered the construction of time-varying bases. An obvious remaining question is how we may find the “best basis” [5] for a given input signal, i.e., the orthonormal expansion which best matches the signal’s characteristics. This question has been studied for wavelet packet bases [5], [7]. However, the “best basis” of [5] gives the “best” (binary) tiling for the unsegmented signal. Here, we seek to generalize this to jointly find the best split in time and in frequency. It must be noted that the tasks of finding the best signal time split and the best frequency split for each time segment are not sequential operations, and are found jointly, using the double-tree fast algorithm, to be described in Section V-E.

This algorithm, like the “best basis” scheme of [5], relies on the orthogonality of the decomposition basis sets for its optimality. This was a major motivation for the
construction of orthogonal boundary filters in the previous section. It is important to emphasize that, although we resort to a rate-distortion measure here, the double-tree algorithm is valid for any additive cost measure over the set of sequences (as is the "best basis" method of [5]). Before we describe the double-tree algorithm we will first try to motivate the relevance of the R-D cost criterion we use in this work (as in [7]), and briefly describe the best basis algorithm using this measure, and show its use in finding adaptive modulated lapped transform (MLT) decompositions.

A. Motivation for the Rate-Distortion Measure

Among the various cost measures that one can pick for finding adaptive time-frequency decompositions, we pick rate-distortion. The benefits of this are twofold. Firstly, since the rate-distortion (R-D) measure is two-sided, it is more general than one-sided measures like entropy only (as used in [5]) or distortion only. In fact, these are special cases of the more general R-D measure, corresponding to the endpoints of the operational R-D characteristic, which can be generated in its entirety if a two-sided measure were employed. Secondly, the R-D measure is the most sensible for compression applications.

We pick that basis (from the entire wavelet packet family of orthonormal bases) which minimizes a combination of: 1) the number of bits (or rate R) required to represent the signal; and 2) the distortion (D) representing the squared error between the original signal and the approximation using R bits. The trade-off between rate and distortion is given by the R-D function, which represents the minimum achievable distortion for a maximum target rate or bit budget, or conversely the minimum rate needed to achieve a maximum tolerable distortion level. Note that each combination of a basis and quantization choice represents a single R-D operating point. Thus the constrained optimization problem of seeking the best basis in an R-D sense involves the search for that basis which minimizes the average distortion for a target average bit rate. This "hard" constrained problem is converted to an "easy" equivalent unconstrained problem by "merging" rate and distortion through the minimization of the Lagrangian cost function defined as

\[ J(\lambda) = D + \lambda R. \]  

(41)

For example, if \( R \) represents the entropy of the signal, and \( D \) the mean-squared-error, then the entropy-only and mean-squared-error-only cost cost measures of [5] become special cases of this more general Lagrangian cost measure corresponding to \( \lambda = \infty \) and \( \lambda = 0 \), respectively.

We now summarize the solution to (41), briefly outline the R-D optimal wavelet packet construction [7], and then present its generalization to time-varying bases.

B. Rate-Distortion Optimality

We consider a wavelet packet framework with independent coding of the nodes of the wavelet packet tree and a mean squared error (MSE) distortion metric. Due to additivity of the rate and distortion measures over tree nodes, the quantizer search for the nodes can be done independently using the Lagrangian cost measure of (41).

It can be shown that at R-D optimality, all nodes must operate at a constant slope point \( \lambda \) on their R-D curves [23].

The intuition for this result can be seen from the argument that at optimality, each allocated bit must do an equal amount of "good" (in the distortion sense), for otherwise one could redistribute bits from "unprofitable" to "profitable" elements. It is obviously cost-effective to keep doing this until an optimum is reached, where no element can spend the next available bit any more profitably than any other, i.e., until all subsignals have the same slope \( \lambda \) on their rate-distortion function. The desired optimal constant slope value \( \lambda^* \) is not known \textit{a priori} and depends on the particular target budget or quality constraint. Fortunately, however, \( \lambda^* \) can be obtained relatively painlessly via a fast convex recursion in \( \lambda \) using the bisection algorithm [7].

C. "Best Basis" Wavelet Packet: The Single-Tree Algorithm

We now summarize the best wavelet packet basis search in a rate-distortion sense, described in [7] as an extension of the one-sided entropy only or distortion only criterion used in [5]. The problem is to determine the optimal combination of best basis wavelet packet subtree (from among the entire basis family for a given wavelet set of filters) and its best quantizer (from among the admissible set of quantizers). This problem is solved for arbitrary coding scenarios (within the constraints of independent coding of the wavelet packet tree nodes and an additive distortion measure) with arbitrary quantizers assumed at each node.

As a first step to finding a fast algorithm, the constrained R-D problem is transformed to an unconstrained one using the Lagrange multiplier \( \lambda \). Then, a fast dynamic programming algorithm is employed to find the best basis/best quantizer choice for the fixed \( \lambda \). Finally, the optimal value of \( \lambda \) for the given budget is solved. The first step involves converting all (R, D) points of the full-depth wavelet packet tree to their associated Lagrangian costs \( J = D + \lambda R \). The second step involves: 1) populating each internal wavelet packet tree node with the minimum (over all quantization choices) Lagrangian cost \( J(\text{node}) = D(\text{node}) + \lambda R(\text{node}) \) to get the best quantizer at each node; and 2) "pruning" the full-depth tree (using a fast algorithm based on Bellman's optimality principle) into that subtree which has minimum total sum-of-leaves cost, to get the best basis. The pruning criterion applied at each node is that of deciding in favor of the parent or its children based on which has the lower Lagrangian cost (for the fixed quality factor \( \lambda \)). See Fig. 10. Finally, the "correct" value of \( \lambda, \lambda^* \), which results in the desired convex-hull operating point for the target bit budget of the original constrained problem is found by a fast convex recursion in \( \lambda \).
The best basis wavelet packet construction summarized above will be referred to as the single-tree algorithm because a single tree is pruned into the R-D optimal wavelet packet basis subtree.

D. Optimal Time-Varying Modulated Lapped Transforms

We now consider tiling using the time-varying modulated lapped transforms designed in Section IV retaining the constraint of seeking R-D optimality. We will consider two cases: 1) the special case where the tails of the prototype windows have the same "slope" in the transition region between the different size trees [see Fig. 9(c)]; and 2) the general case where the tails for the different size MLT's have arbitrary slopes [see Fig. 9(d)].

1) See Fig. 9(c) for the case where the tails of the prototype windows of the MLT filter-bank transition region have the same shape or slope. Fig. 11 shows a family tree of such orthogonal windows, where the different tree levels correspond to different size MLT's. Due to the independence in the optimal orthonormal decomposition splits for adjacent signal segments of the MLT tree, it is obvious that this MLT tree is the time-domain dual of the wavelet packet tree described earlier and can therefore be pruned optimally using the single-tree algorithm. To be specific, in Fig. 11, the decision on whether or not to split node B1 into nodes C1 and C2 is independent of the optimal split/merge decision for node B2, due to the constant shape property of the transition tails. The single-tree algorithm is thus optimal.

2) See Fig. 9(d) for the more general case where arbitrary tail shapes are permitted. Here, changing between MLT trees becomes a "dependent" problem. Fig. 12 shows an example of changing at time instant $T$ from an 8-channel MLT to both a 16-channel MLT (with a more "gradual" slope to mitigate segmentation discontinuity) and a "sharper" 4-channel bank. Here, clearly the single-tree wavelet packet algorithm does not work due to the loss of independence between signal decompositions before and after the transition boundary, i.e., one cannot find an optimal split for the segment to the left of $T$ without knowing the optimal split to its right, and the optimal algorithm becomes a difficult dependent problem for the general case. Note, however, that when the transition boundary between MLT's is a negligible proportion of the signal (as is likely in most cases), then the boundary effect which causes loss of independence (between points $T_1$ and $T_2$ in Fig. 12) becomes negligible. Thus, barring the small disturbance effect at the transition boundaries, the single-tree algorithm would be nearly always optimal.

E. Optimal Arbitrary Binary Tiling: The Double-Tree Algorithm

We now proceed to find the R-D optimal time-varying binary tiling of the time-frequency plane, obviously desirable from a coding perspective. We emphasize that the framework in which we seek optimality is dependent on the coding environment. Thus, the optimal tiling for one application corresponding to a particular choice of a wavelet filter set, quantizer set, and compression scheme need not be optimal for another. We solve the arbitrary tiling problem by extending the fast wavelet packet single-tree algorithm to a double-tree algorithm. This finds the optimal binary segmentation of the input signal, and the optimal wavelet packet tree to use over each segment. The time split and the frequency split are found jointly,
so this is not a sequential optimization. Within the constraints of the tree structure imposed by the chosen set of wavelet filters and their associated boundary filters designed in Section III, this gives us, for a given signal and set of quantizers, the optimal tiling of the time-frequency plane in the R-D sense.

Although we summarize the flowchart of the double-tree algorithm later, the basic idea is easiest explained through a "toy" example. See Fig. 13. Assume a length-4 input signal [1, 2, 3, 4] and a Haar basis as the wavelet filter set (i.e., \{[1/\sqrt(2) - 1/\sqrt(2)], [1/\sqrt(2) - 1/\sqrt(2)]\}). Since no boundary filters are required for the Haar basis, the analysis is the simplest possible. To find the optimal split, optimal wavelet packet subtrees are found for all possible binary signal subsets: \{[1, 2, 3, 4], [1, 2, 3, 4, 1], [2, 3, 4], [1, 2, 3, 4]\} as shown in Fig. 13(a).

A scalar quantizer of step size 4 has been picked for this example to quantize all wavelet packet coefficients. As before, a Lagrangian cost criterion corresponding to \(\lambda\) is used for the optimal tree pruning operation. Then, the costs associated with the best bases determined in the first step are used to populate a second tree called the splitting tree as shown in Fig. 13(b). The root of the splitting tree is populated with the cost associated with the best basis wavelet packet for the [1, 2, 3, 4] signal split, the first tree level with the two costs corresponding to the [1, 2] and [3, 4] splits, respectively, etc. The splitting tree is pruned using the same single-tree fast algorithm as that used to find the best bases whose costs populate its nodes.

**F. Complete Tiling Algorithm**

Having established the main idea, we now summarize the complete algorithm. As in [7], this will be done in two phases. First, the optimal algorithm for a given operating slope \(\lambda\) will be given, followed by a summary of how to hunt for the optimal operating slope \(\lambda^*\).

1) Initialization: Prior to the "pruning" operation, a single fixed prior on the basis of the signal to be coded. Thus, for a length-N signal, this entails growing one length-N wavelet packet basis tree, two length-N/2 trees, four
length-N/4 trees, etc., up to the desired maximum tree depth. Note that the operation of populating the wavelet packet trees for the binary subsets of the signal uses the appropriate boundary filters (as designed in Section III) between signal segment boundaries. This guarantees orthonormality of the bases, a requirement of the fast pruning algorithm.

2) Phase I: Optimality for a Fixed Operating Slope:
Phase I of the algorithm is run for a fixed slope value of \( \lambda \), and could be considered a subroutine called by Phase II.

**Step 1:** For the \( \lambda \) of the current iteration, solve the wavelet packet problem for each binary subset of the signal to be coded; i.e., **run the single-tree algorithm on each binary subset.** This requires finding the minimal Lagrangian costs associated with the best basis/quantizer choice for each of the halves, quarters, eights, sixteenths, etc., of the original signal.

**Step 2:** Populate the global splitting tree with the minimal Lagrangian costs obtained from Step 1 for each binary signal segment (see Fig. 13 of the toy example).

**Step 3:** Prune the splitting tree of Step 2 exactly as was done for each tree in Step 1, i.e., using the single-tree pruning algorithm [7]. This gives the “best binary split” tree for the signal (see Fig. 13 of the toy example). For the picked \( \lambda \), we now have the R–D optimal binary tiling of the time–frequency plane for the given signal and coding parameters.

3) Phase II: Iterating Towards the Optimal Operating Point:
The optimal value of \( \lambda, \lambda^* \), which solves the given budget constraint \( \beta_{\text{budget}} \) is found using the convex-search bisection algorithm as described in [7]. The basic idea is that starting from a known initial interval engulfing the desired operating slope, the search intervals are made successively smaller (exploiting the convex relationship of both global rate and global distortion with respect to the operating slope \( \lambda \) [23]) until convergence is achieved. If \( \lambda_i^{(i)} \) and \( \lambda_i^{(i)} \) are the lower and upper bounds to \( \lambda^* \) at iteration \( i \), then the convexity property is exploited in tightening either the upper or the lower bound at the \( (i+1) \) th iteration to \( \lambda_i^{(i+1)} = \min \left( \lambda_i^{(i)} + \left[ \frac{\Delta D}{\Delta R} \right]^{(i)} \right) \), where \( \left[ \frac{\Delta D}{\Delta R} \right]^{(i)} \) (the ratio of the difference in distortion and rate associated with the slopes \( \lambda_i^{(i)} \) and \( \lambda_i^{(i)} \) of the \( i \) th iteration) provides a closer approximation to \( \lambda^* \) than available at the \( i \) th iteration. Phase I of the algorithm is thus called recursively for converging values of \( \lambda \) in Phase II, and \( \lambda^* \) solves the given budget constrained problem to within a convex hull approximation.

**C. Complexity**
We now address the complexity of the double-tree algorithm. As a prelude, it is important to note that the complexity of the single-tree wavelet packet algorithm for a signal of size \( N \) (assumed to be a power of 2) is \( O(N \log N) \). This follows from the complexity being of \( O(N) \) at each level of the wavelet packet tree, and there being \( \log N \) levels in the complete tree. Now, consider the double-tree with the splitting tree grown to the complete depth of \( \log N \). The splitting tree is populated with the results of the wavelet packet single trees grown on each of its nodes. A single wavelet packet tree of length \( N \) is grown at the root [of complexity \( O(N \log N) \)], two \( N/2 \)–size trees are grown at depth 1 [of complexity \( O(2 * (N/2) \log (N/2)) = O(N \log (N/2)) \)], four \( N/4 \)–size trees [of complexity \( O(N \log (N/4)) \)] at depth 2, etc. Thus, the total complexity is bounded by \( O(N \log N) \) at each level of the splitting tree, to give a total complexity of \( O(N \log N)^2 \).

Thus, the increase in complexity between the single wavelet packet tree algorithm and the double-tree adaptive wavelet packet algorithm is from \( O(N \log N) \) to \( O(N \log N)^2 \). This implies that if one considers nonoverlapping 1024-point segments of an input signal, for an order of magnitude increase in computational complexity over that of the wavelet packet best basis single-tree algorithm, one can find the optimal adaptive wavelet packet tree using the double-tree algorithm.

**VI. Experimental Results**
The single-tree algorithm was used to find the optimal time-varying modulated lapped transform decomposition. A description of the experiments involving time-varying MLT follows next.

A. MLT Experiments Using the Single-Tree Algorithm
The single-tree algorithm was used to find the optimal tiling for a synthetic 512 point signal consisting of a cascade of a 256-point first-order autoregressive signal of variance 10 and a correlation coefficient of 0.1 (i.e., nearly uncorrelated) and a 256-point signal with a correlation of 0.9 (i.e., highly correlated). See Fig. 14(a). The single-tree algorithm was used to select adaptively from MLT filter banks of sizes 8, 16, and 32, with the switching between banks being done so as to preserve orthonormality, as explained in Section IV. Fig. 14(b) shows the time-frequency tiling of the signal using this time-varying MLT decomposition for a quantizer step size of 3 and \( \lambda = 0 \). As expected, the first part of the signal gets a finer time-resolution, while the latter part gets better frequency-resolution. Note how the maximum frequency resolution (afforded by the 32-channel MLT bank) is picked for the latter half of the signal, which is more “stationary” than the first half.

B. Adaptive Wavelet Packet Experiments Using the Double-Tree Algorithm
The double-tree algorithm was used to find the optimal tiling for several test signals. As expected, it beats the single-tree wavelet packet algorithm (of which it is a generalization) for many signals, both real and synthetic. We must emphasize the sensitivity (in terms of the picked segmentation and trees for each segment) of the algorithm to such parameters as the quantization step size, the smallest signal split desired, and the coding scheme (fixed
bit rate or entropy coded). Also, the time-variance of the decomposition will be highlighted, as evidenced by the algorithm's sensitivity to phase shifts of the input signal.

In the experiments that follow, uniform scalar quantizers were used along with first-order entropy and MSE as the rate and distortion measures for all cases. The Daubechies length-4 filter (called $D_2$ filter) and its boundary filters were used as the wavelet packet tree kernel. Note that the overhead of sending the splitting map has been included in the results.

1) Speech Input: The optimal split for a 512-point speech segment to a maximum tree depth of 7 (i.e., leaf size of 8) is shown in Fig. 15. A scalar quantizer of step size 20 was used. The optimal split using the double-tree algorithm achieves 1.99 bits/sample with 27.98 MSE, while the best basis wavelet packet (single) tree algorithm needs 2.44 bits/sample with 28.33 MSE, highlighting the usefulness of efficient binary tiling.

2) Synthetic Signal: Sum of an Impulse and a Sinusoid: Fig. 16(a) shows the second test input consisting of an impulse and a sinusoid, with Fig. 16(b) and (c) showing the optimal tiling representations for the double-tree and the single-tree algorithms, respectively. A scalar quantizer of step size 0.1 is used (to ensure fine quantization) with the tree grown to a smallest split of 16, for $\lambda = 1$. As seen from Fig. 16(b), the double-tree split "adapts" well to the input signal, finding a split with good time resolution around the impulse, and good frequency resolution around the sinusoid. The wavelet packet single-tree tiling of Fig. 16(c), on the other hand, fails to isolate the impulse.

3) Basis Signal Input: The wavelet basis function (of nonzero length 22) from a tree depth of 3 derived from the length-4 Daubechies $D_2$ filter set is analyzed next (see
Fig. 17. Time variance of the double-tree algorithm shown for basis input signal: (a) Synthetic test input signals consisting of different phases of the depth-3 wavelet basis of the Daubechies $D_2$ filter: i) "in-phase" ($t = 74$ to $t = 95$) and ii) "out-of-phase" ($t = 84$ to $t = 105$). (b) Tiling of signal i). Note how the wavelet basis is located. (c) Tiling of signal iii). Note that the wavelet tiling is lost.

Fig. 17). This experiment highlights the sensitivity of the algorithm to the phase of the input signal. When the input basis function is positioned at the correct phase (starting at $t = (k + 8 + 2)$ for positive integer values of $k$), the optimal split is verified to correspond to the depth-3 wavelet basis function with a single nonzero wavelet packet coefficient. Fig. 17(b) depicts how the algorithm "finds" the input basis signal corresponding to the in-phase signal i) of Fig. 17(a) (corresponding to $t = 74$). The time variance of the algorithm should be evident from Fig. 17(c) corresponding to the split for the same signal shifted by 10 samples (signal ii), starting at $t = 84$. This phase-sensitivity is common to bases which are not shift-invariant.

4) Discussion: The segmentation in time performed by our adaptive wavelet packet construction makes it less sensitive to the phase of the signal than wavelets or wavelet packets, as borne out by experiments. For example, in the impulse and sinusoid signal example of Section VI-B-2, we found that the adaptive wavelet packet construction tracked the phase of the impulse with remarkable precision when it was changed, something that the wavelet packet single-tree algorithm failed to do.

**APPENDIX**

**TIME-VARYING MODULATED LAPPED TRANSFORMS: PROOFS**

**A. Proof of (29)**

To prove (29), denote by $a_i$ the $i$th row of $A_0$. Then,

$$a_i a_i^T = \frac{1}{N} \sum_{n=N}^{N+1} w_2(n) \cdot \cos \left( \frac{2i+1}{4N} (2n - N + 1)\pi \right)$$

$$\cdot \cos \left( \frac{2j+1}{4N} (2n - N + 1)\pi \right)$$

$$= \frac{1}{N} \sum_{n=N}^{N+1} w_2(n) \cdot \cos \left( \frac{2i+1}{4N} (2n - N + 1)\pi \right)$$

$$\cdot \cos \left( \frac{2j+1}{4N} (2n - N + 1)\pi \right)$$

$$+ (2 - w_2(n)) \cdot \cos \left( \frac{2i+1}{4N} (5N - 2n - 1)\pi \right)$$

$$\cdot \cos \left( \frac{2j+1}{4N} (5N - 2n - 1)\pi \right)$$

$$= \frac{1}{N} \sum_{n=N}^{N+1} \cos \left( \frac{2i+1}{4N} (2n - N + 1)\pi \right)$$

$$\cdot \cos \left( \frac{2j+1}{4N} (2n - N + 1)\pi \right)$$

where we have used (26), and the fact that

$$\cos \left( \frac{2i+1}{4N} (5N - 2n - 1)\pi \right)$$

$$= \cos \left( \frac{2i+1}{4N} (2n - N + 1)\pi - (2i+1)\pi \right)$$

$$= \cos \left( \frac{2i+1}{4N} (2n - N + 1)\pi \right).$$

It is thus obvious that $a_i a_i^T$ does not depend on the window and is the same for any set of modulated lapped transform filters.

**B. Construction of Overlapping Modulated Lapped Transforms**

To check that the construction is valid, one has first to prove that the orthogonality of tails for the $N_1$-channel bank holds. To prove that, remember that the $N_2$-channel bank is perfect reconstruction by assumption, and thus, orthogonality of its tails holds, together with the fact that all of its basis functions are unitary. The tails in the $N_1$-channel case are obtained from the tails of the $N_2$-channel bank, and thus, by construction, they will be orthogonal to each other (since the tails in the $N_2$-channel bank are). Also by construction, the overlapping tails of the $N_1$- and $N_2$-channel banks will be orthogonal. The two facts left to show are that the resulting vectors from the $N_1$-channel modulated lapped transform are unitary, as well as that they are mutually orthogonal. Call the vectors...
from the $N_1$-channel modulated lapped transform, $g_k$, according to (37) and (38). Then

$$g_i^* \cdot g_k = N_2 \sum_{n=(N_1+N_2)/2}^{(3N_2-N_1)/2} h_i^T(n) \cdot h_k(n)$$  \hspace{1cm} (42)

where $h_k$ is the vector from the $N_1$-channel bank corresponding to the one from the $N_1$-channel one, and, since $N_2$-channel bank is perfect reconstruction $h_i^T \cdot h_k = 1$. The sum term in parentheses is

$$\sum_{n=(N_1+N_2)/2}^{(3N_2-N_1)/2} h_i^2(n) = 2 \sum_{n=(N_1+N_2)/2}^{(3N_2-N_1)/2} \cos^2 \left( \frac{2k + 1}{4N_2} \pi (2n - N_2 + 1) \right),$$  \hspace{1cm} (43)

$$= 2 \sum_{n=(N_1+N_2)/2}^{N_2-1} \cos^2 \left( \frac{2k + 1}{2} \pi - x \right),$$  \hspace{1cm} (44)

$$= 2 \sum_{n=(N_1+N_2)/2}^{N_2-1} (\cos^2(x) + \sin^2(x)),$$  \hspace{1cm} (45)

$$= N_2 - N_1.$$  \hspace{1cm} (46)

Substituting this into (42), we obtain

$$g_i^* \cdot g_k = N_2 \left( 1 - \frac{N_2 - N_1}{N_2} \right) = 1$$  \hspace{1cm} (47)

and thus, the vectors are unitary. To prove that they are mutually orthogonal, one has to form all the products $g_i^* \cdot g_j$, $i \neq j$. After some manipulations, and with indices in the range as given in (36), it can be shown that all of these products are zero.
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