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Abstract—In this paper we propose some simple algorithms for decoding BCH codes. We show that the pruned FFT is an effective method for evaluating syndromes and for finding the roots of error-locator polynomials. We show that a simple variation of the basic Gaussian elimination procedure can be adapted to compute the error-locator polynomial efficiently for codes with small designed distance. Finally, we give a procedure for computing the error values that has half the complexity of the Forney algorithm.

I. INTRODUCTION

BCH CODES are a subclass of cyclic codes in which the generator polynomials of the codes have as roots $2t$ consecutive powers of an element of order $n$. BCH codes are attractive because a) a lower bound on their minimum distance is known ($2t + 1$, hence $t$-error-correcting) and b) efficient algorithms exist for their decoding. The decoding procedure for BCH codes consists of four steps.

1) Evaluation of Syndromes: If $r(z)$ is the received word and $\alpha^i$, $i = 1, 2, \ldots, 2t$, are the $2t$ consecutive roots of the generator polynomial, then the syndromes are given by

$$S_i = r(\alpha^i) \quad i = 1, 2, \ldots, 2t.$$  \hfill (1)

The syndromes are calculated either directly by evaluating $r(z)$ at the roots using Horner’s rule [15], or by first dividing $r(z)$ by the minimal polynomials of the roots and then evaluating the remainder polynomials at the roots. The complexity of this step is $\sim 2t(n - 1)$.

2) Determination of the Error-Locator Polynomial: Suppose $e \leq t$ errors occurred at locations $j_1, j_2, \ldots, j_e$. Denote the $i$th error location $\alpha^{j_i}$ by $X_i$; then the error-locator polynomial is defined as

$$\sigma(z) = \prod_{i=1}^{e}(1 - X_i z) = 1 + \sigma_1 z + \sigma_2 z^2 + \cdots + \sigma_e z^e.$$  \hfill (2)

It is seen that the zeros of the error-locator polynomial are the inverse error locations. Knowledge of the polynomial thus serves to determine the error locations. Two popular methods are available for computing the error-locator polynomial: the shift-register synthesis algorithm of Berlekamp and Massey [2] and the Euclidean algorithm of Sugiyama et al. [3]. The Berlekamp-Massey algorithm makes use of the fact that the error-locator polynomial coefficients are elementary symmetric functions of $\{\alpha^j\}$ and are related to the syndromes $\{S_i\}$ by the recurrence relation

$$S_j = -\sum_{i=1}^{j} \sigma_i S_{j-i} \quad j = e + 1, \ldots, 2t.$$  \hfill (3)

The algorithm interprets the equation as a linear feedback filter and computes the error-locator polynomial by finding the minimum length shift-register which will generate the requisite syndromes. The Berlekamp-Massey algorithm has (multiplicative) complexity $[3]

$$C_\mu = 4t^2 + 2te - e^2 + 10t + 1.$$  \hfill (4)

Alternatively, the error-locator polynomial can be computed using the Euclidean algorithm of Sugiyama et al. The Euclidean algorithm exploits another relationship between the error-locator polynomial and the syndromes, namely

$$\sigma(z) \equiv \omega(z)s(z) \mod z^{2t}.$$  \hfill (5)

Here

$$s(z) = \sum_{i=1}^{2t} S_i z^{i-1} = S_1 + S_2 z + \cdots + S_{2t} z^{2t-1}$$  \hfill (6)

represents the syndrome polynomial and

$$\omega(z) = \sum_{j=1}^{e} Y_j X_j \prod_{i \neq j}(1 - X_i z)$$  \hfill (7)

is the error-evaluator polynomial. In $\omega(z)$, $X_i$ denotes as before the $i$th error location and $Y_i$ denotes the $i$th error value. Given the syndrome polynomial $s(z)$, the Euclidean algorithm produces both $\sigma(z)$ and $\omega(z)$. The Euclidean algorithm is somewhat less efficient than the Berlekamp-Massey algorithm; however, it has the advantage of being easier to understand and is in fact the algorithm of choice for a number of researchers. The Euclidean algorithm has (multiplicative) complexity $[3]

$$C_\mu = 8te - \frac{1}{2}e^2 + \frac{13}{2}.$$  \hfill (8)

3) Determination of the Roots of the Error-Locator Polynomial: Once the error-locator polynomial is known, the next task is to determine its roots. This is done using a procedure known as the Chien search. The search begins by summing the coefficients of the error-locator polynomial. The sum equals zero iff $(\alpha^0 = \alpha^n)$ is a root. After determining whether $1$ is a root, the...
coefficients of the error-locator polynomial are modified according to the formula
\[ \sigma_k \mapsto \alpha^k \sigma_k \quad k = 0, 1, \ldots, e. \] (9)

The effect of the mapping is to cyclically shift \( \{\alpha^i\} \). The new coefficients are again summed. Due to the cyclic shift, the sum now equals 0 if \( \alpha^{n-1} \) is a root. This process is repeated until all the roots of the error-locator polynomial are found. Since the Chien procedure searches, in order, \( \alpha^n, \alpha^{n-1}, \ldots \), its complexity is determined by the root with the smallest index. Thus, if \( i \), \( 1 \leq i \leq n \), is the least index such that \( \alpha^i \) is a root of \( \sigma(z) \), then the (multiplicative) complexity of the Chien algorithm is
\[ C_\mu = e(n - i). \] (10)

4) Determination of Error Values: The final step of the BCH decoding procedure involves computing the actual error values. This is done using the following algorithm due to Forney [15]
\[ Y_i = \frac{-\omega(X_i^{-1})}{\sigma'(X_i^{-1})} \quad i = 1, 2, \ldots, e \] (11)

where \( \sigma'(z) = -\sum_{j=1}^1 X_j \prod_{j \neq j}(1 - X_j z) \) is the formal derivative of the error-locator polynomial. Assuming that the two polynomials are evaluated using Horner’s rule, it is easy to verify that Forney’s algorithm has the following multiplicative \( (C_\mu) \) and additive \( (C_\alpha) \) complexities
\[ C_\mu = 2e^2 - e \] (12)
\[ C_\alpha = 2(e^2 - e). \] (13)

In this paper we will propose alternative algorithms for each step of the BCH decoding procedure. The algorithms are presented as tools from which the designer may pick and choose along with existing algorithms as deemed appropriate. In Section II, we examine steps 1) and 3) of the decoding procedure. We cast the problems in the spectral domain and propose pruned FFT’s for their computation. While it is difficult to quantify the merits of this approach in general, we demonstrate the feasibility of the technique with two important examples: one involving a Fermat number transform and the other a space communication code. In Section III, we examine the problem of determining the error-locator polynomial. We propose a simple algorithm that is based on Gaussian elimination and LU decomposition. Though elementary, the procedure has lower complexity than the Euclidean algorithm and the Berlekamp–Massey algorithm for codes of practical interest \( (t \leq 15) \). Finally, in Section IV, we consider the problem of error evaluation. For this step, we propose an algorithm that is based on the fast Vandermonde solver of Björck and Pereyra [5]. It will be shown that the proposed algorithm has a complexity approximately half of that of the Forney algorithm.

### II. Syndrome Evaluation and Root Finding

Steps 1) and 3) of the BCH decoding algorithm are similar in that both entail the evaluation of polynomials at select elements of the extension field. The technique most often employed to carry out these two steps is Horner’s method of polynomial evaluation (or variants of it, e.g., the Chien search). Though conceptually simple, these two steps are potentially the most computationally intensive steps in the BCH decoding procedure [7]. The reason for this is that the complexity of these two steps depends on \( n \), the block length of the code. By contrast, the complexity of determining the error-locator polynomial and the error values is a function of \( t \), the error-correction capability of the code. In general, \( n \gg t \).

The high cost of syndrome evaluation and root finding can be traced to the iterative nature of their computation procedures. The same set of computations is carried out for each syndrome or each root totally independent of any other syndromes or roots. If all the syndromes or all the roots can be computed together, a reduction in complexity is perhaps possible. To that end, it is fruitful to examine syndrome evaluation and root finding from the spectral point of view.

Consider the syndromes
\[ S_i = r(\alpha^i) = \sum_{j=0}^{n-1} r_j \alpha^{ij} \quad i = 1, 2, \ldots, 2t. \] (14)

Since \( \alpha \) is an element of order \( n \), these equations may be interpreted as a Fourier transform with the syndromes representing \( 2t \) contiguous components of the spectrum of the received word \( r(z) \). Thus an alternative way to compute the syndromes is to take the Fourier transform of \( r(z) \) and discard the unwanted spectral components.

Root finding can similarly be cast in the spectral domain. Given the error-locator polynomial \( \sigma(z) \), the roots of \( \sigma(z) \) are those powers of \( \alpha \) that satisfy
\[ \sigma(\alpha^i) = \sum_{j=0}^e \sigma_j \alpha^{ij} = 0. \] (15)

Note that the sum does not run from 0 to \( n-1 \) as required in a Fourier transform. However, that is easily fixed by defining \( \sigma_{e+1} = \sigma_{e+2} = \cdots = \sigma_{n-1} = 0 \). Doing so allows us to rewrite the above equation as
\[ \Lambda_i \equiv \mathcal{F}\{\sigma_i\} \equiv \sum_{j=0}^{n-1} \sigma_j \alpha^{ij} = \sigma(\alpha^i) = 0. \] (16)

Thus \( \alpha^i \) is a zero of \( \sigma(z) \) iff \( \Lambda_i \) is zero. This provides another way to compute the roots of the error-locator polynomial: pad the error-locator polynomial with zeros and take its \( n \)-point Fourier transform. Where the spectrum is zero, \( \sigma(z) \) has a root there.

As an aside, let us mention that the celebrated Chien search has a very simple interpretation in the Fourier domain. Recall that the Chien search works by repeatedly summing the error-locator polynomial coefficients and checking whether that sum is zero followed by a modification of the coefficients according to \( \sigma_k \mapsto \alpha^k \sigma_k \forall k \). In the Fourier domain, this is equivalent
to repeatedly checking whether the spectral component $\Lambda_0$ is zero followed by circularly shifting the spectrum of $\sigma(z)$ “up” by one. The latter interpretation follows from the modulation property of the Fourier transform [15]

$$\{\sigma_j\} \mapsto \{\Lambda_j\} \iff \{\sigma_j\} \mapsto \{\Lambda_{(j+1)}\}. \quad (17)$$

In other words, the Chien search is equivalent to computing, in order, $\Lambda_0 = \Lambda_n, \Lambda_{n-1}, \ldots, \Lambda_1$.

The idea of using FFT's to evaluate syndromes and find roots of the error-locator polynomial has been suggested by a number of authors [15], [7]. However, [7] suggests that FFT's cannot be profitably employed unless $\log n$ is on the order of $e$ or $t$, which is seldom the case. Indeed, by doing a few practical examples, one finds that the FFT approach is, by and large, less efficient than the polynomial-based approaches. This seems surprising at first since polynomial evaluation is equivalent to computing the DFT point by point which is known to be inefficient. The apparent contradiction is easily resolved once one realizes that in syndrome evaluation and root finding either not all inputs are present or not all output are required. Indeed, for syndrome evaluation, only $2f$ points of the $n$-point spectrum are necessary and for root finding, only $e + 1$ points of the $n$-point input are nonzero. Thus the appropriate algorithms to use are not FFT algorithms, but rather, pruned FFT algorithms. Clearly, syndrome evaluation requires output pruning and root finding requires input pruning.

It is difficult to give a general comparison of the pruned FFT approach versus the polynomial approach. Much depends on the block length of the code, the error-correction capability of the code, the actual number of errors that occurred, the locations of the errors, and the actual FFT algorithms chosen. However, in every case known to us, pruning substantially reduces the amount of computation required. The reduction in complexity is attributable to the fact that practical codes have small error-correction capabilities relative to their code lengths. From the discussion above, this means that much of the complexity of a full-scale FFT is unnecessary. By eliminating the unwanted computations, a significant reduction in complexity can be achieved. Since it is not our purpose to develop pruned FFT algorithms but rather to demonstrate their usefulness, we will illustrate the technique with two examples.

Example 1) Fermat Number Transforms: A Fermat number transform is a Fourier transform over GF($2^{2^m}+1$), where $2^{2^m}+1$ is a prime called a Fermat prime. The first four Fermat primes are 5, 17, 257, and 65537 corresponding to $m = 2, 4, 8, \text{ and } 16$. A Fermat number transform is unusual (for finite fields) in that it is a transform of size $2^m$ (or divisors thereof). Hence, the ubiquitous radix-2 FFT algorithm can be used to compute the transform. For BCH decoding, a Fermat number transform has the added advantage that there exist well-developed algorithms for both input and output pruning [8],[10]. Moreover, the complexities of the pruning algorithms are well-studied. For input pruning, if only the first $2^k$ of the $2^m$ input points are nonzero, then by deleting the redundant butterflies from the radix-2 algorithm, a factor of $1/m$ reduction in computation time is possible [9]. Similarly, if only the first $2^k$ of the $2^m$ output points are desired, pruning the unnecessary butterflies results in a factor of $(k + 2(1 - 2^{k-m}))/m$ reduction in computation time [8],[10].

Consider the Reed-Solomon code RS(16, 10) over GF(17). This is a distance 7 code capable of correcting 3 errors. If one were to compute the 6 syndromes $S_1, S_2, \ldots, S_6$ using Horner’s method of polynomial evaluation, it would require a total of $6 \times 15 = 90$ multiplications. By contrast, if one computes the syndromes using a pruned DIT FFT as in Fig. 1, then the total number of multiplications reduces to 17.

Consider now the problem of finding the roots of the error-locator polynomial. Assume that 3 errors occurred. Then the error-locator polynomial is given by $\sigma(z) = 1 + \sigma_1 z + \sigma_2 z^2 + \sigma_3 z^3$. The pruned FFT algorithm thus has only 4 nonzero inputs. As we can see from Fig. 2, it can compute the entire 16-point spectrum with only 13 multiplications.

How does the method compare with Chien? Since Chien searches the roots in the order $\alpha^0, \alpha^n, \ldots, \alpha^1$, its complexity is determined by the root with the smallest index. That being the case, the comparison of the two methods must necessarily be probabilistic. Since all but the first iteration of Chien requires 3 multiplications ($\sigma_k \mapsto \alpha^k \sigma_k, k = 1, 2, 3$), Chien can make no more than 5 iterations ($4 \times 3 = 12 < 13$) before its complexity exceeds that of the pruned FFT. In other words, the Chien approach has a lower complexity when (and only when) the 3 errors are confined...
to \( \{ \alpha^{16}, \alpha^{15}, \alpha^{14}, \alpha^{13} \} \). How often does this happen? Assuming that all trip... error patterns are equally likely, the probability of such an occurrence is 

\[
\frac{1}{\binom{16}{3}} = \frac{10}{560} = 0.0178.
\]

Thus with probability greater than 98%, the pruned FFT algorithm will surpass Chien in performance.

**Example 2)** Space Communication BCH Code: Let us now look at a practical example: the (255, 223) Reed–Solomon code over GF(25). This is a 16-error-correcting code which is used as the outer code of an interleaved code recently standardized by the Consultative Committee for Space Data Systems (CCSDS) for use in space communication [16]. Consider the task of evaluating syndromes for this code. There are a total of 21 = 32 syndromes. It will require 32 \times 254 = 8,128 multiplications to compute all the syndromes using Horner’s method. By contrast, the pruned FFT approach requires substantially less. Since 255 = 15 \times 17 and 15 and 17 are relatively prime, we can map the one-dimensional FFT into a twiddle-factor-free two-dimensional FFT via the Good–Thomas mapping [6, 15]. Fig. 3 shows the output array obtained with the mapping \( i = 15i_1 + 17i_2 \mod 255 \). Only the syndromes \( S_1, S_2, \ldots, S_{32} \) are displayed. The other values are of no consequence and need not be computed.

Clearly, the way to compute the transform is to perform the 17 15-point column transforms followed by pointwise evaluation of the 32 points along the rows. It can be shown that each 15-point FFT requires 39 multiplications. Therefore the syndromes can be computed with (39 \times 17) + (16 \times 32) = 1,175 multiplications or a saving by a factor of 7.

Consider now the task determining the roots of the error-locator polynomial. We will work out the result for \( e = 16 \) errors and state the results for other error values. For \( e = 16 \), the error-locator polynomial is given by

\[
\sigma(z) = 1 + \sigma_1 z + \sigma_2 z^2 + \cdots + \sigma_{16} z^{16}.
\]

The pruned FFT thus has 17 nonzero and 255 - 17 = 238 zero inputs. Using the Good–Thomas mapping

\[
\begin{align*}
i_1 &= i \mod 15, \\
i_2 &= i \mod 17,
\end{align*}
\]

the one-dimensional FFT can be mapped into the two-dimensional FFT in Fig. 4.

To compute the two-dimensional transform, we will compute the 15 17-point row transforms followed by the 17 15-point column transforms. Because of the sparsity of the input, the 17-point transforms are best carried out the obvious way, using straightforward multiplications. For the 15-point column transforms, we will use the fast 39 multiplication algorithm. The pruned FFT approach thus requires a total of (16 \times 16) + (39 \times 17) = 919 multiplications to find all the roots of the error-locator polynomial. The Chien approach, on the other hand, requires a minimum of 16 \times 15 = 240 multiplications in the optimum scenario in which the 16 errors are in the first 16 positions of the search path, i.e. when the errors are in locations \( \alpha^0 = \alpha^{255}, \alpha^{254}, \ldots, \alpha^{240} \). Its complexity then increases at the rate of 16 multiplications per position that the “minimum-index” zero is beyond \( \alpha^{240} \). When this error is at location \( \alpha^{197} \) or beyond, the complexity of the Chien search would have exceeded that of the pruned FFT. Thus in order for Chien search to have a lower complexity than the pruned FFT algorithm, the 16 errors must be confined to positions \( \{ \alpha^{255}, \alpha^{254}, \ldots, \alpha^{198} \} \). How often does this happen? Assuming that all 16-error patterns are equally likely, the probability of such an occurrence is

\[
\frac{\binom{16}{16}}{\binom{255}{16}} = 8.46 \times 10^{-12}.
\]

Thus, with near total certainty the pruned FFT algorithm will surpass Chien in performance.

In Table I, we compare the performance of the Chien and the pruned FFT algorithms. We have listed the probability (in percent) that the Chien procedure surpasses the pruned FFT in performance versus \( e \), the actual number of errors that occurred. We have omitted the case \( e = 1 \) since in that case \( \sigma(z) = 1 + \sigma_1 z \) and the root can be found directly.

As is evident from the table, the Chien search procedure is a better method when the number of errors is 2 or 3. Beyond that, the pruned FFT offers better performance. It should be noted that the number of errors is known from the degree of the error-locator polynomial, thus the designer has a choice of which algorithm to use.

**III. ERROR-LOCATOR POLYNOMIAL EVALUATION**

The following algorithm is motivated by the fact that a) most BCH codes in use correct in the range from 1 to 10 errors [16], and b) the occurrence of a small number of errors is more
TABLE I
A COMPARISON OF THE CHEN AND THE PRUNED FFT ALGORITHMS FOR THE RS(255, 223) CODE

<table>
<thead>
<tr>
<th>n</th>
<th>probability (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>25.70%</td>
</tr>
<tr>
<td>3</td>
<td>14.62%</td>
</tr>
<tr>
<td>4</td>
<td>8.41%</td>
</tr>
<tr>
<td>5</td>
<td>4.81%</td>
</tr>
<tr>
<td>6</td>
<td>2.93%</td>
</tr>
<tr>
<td>7</td>
<td>1.12%</td>
</tr>
<tr>
<td>8</td>
<td>2.02%</td>
</tr>
<tr>
<td>9</td>
<td>0.15%</td>
</tr>
<tr>
<td>10</td>
<td>0.11%</td>
</tr>
<tr>
<td>11</td>
<td>0.91%</td>
</tr>
<tr>
<td>12</td>
<td>0.37%</td>
</tr>
<tr>
<td>13</td>
<td>0.37%</td>
</tr>
<tr>
<td>14</td>
<td>0.37%</td>
</tr>
<tr>
<td>15</td>
<td>0.37%</td>
</tr>
<tr>
<td>16</td>
<td>0.22%</td>
</tr>
<tr>
<td>17</td>
<td>0.11%</td>
</tr>
<tr>
<td>18</td>
<td>0.11%</td>
</tr>
<tr>
<td>19</td>
<td>0.06%</td>
</tr>
<tr>
<td>20</td>
<td>0.06%</td>
</tr>
</tbody>
</table>

probable than the occurrence of a large number of errors. For an \((n, k, d)\) BCH code with per symbol error probability \(p\), the probability of \(e\) errors is

\[
P_e = \binom{n}{e} p^e (1-p)^{n-e}
\]

if we make the usual assumption that the errors occur independently. In a typical communication system, \(p \ll 1\), consequently \(P_e\) decays rapidly as a function of \(e\). As an example, for the Reed–Solomon code RS(255, 223, 33) mentioned in the previous section, assuming a value of \(p = 10^{-2}\) leads to the conclusion that \(P_4/P_{16} = 2.32 \times 10^7\), i.e., a single error is more probable than 16 errors by a factor of 10 million. The figure increases to \(P_1/P_{16} = 2.66 \times 10^{22}\) when \(p = 10^{-3}\). Since many binary communication systems aim for a bit error rate of \(10^{-5}\) [18], translating to a symbol error rate of \(\approx 10^{-5}\) when there are \(k\) bits per symbol, the probability of a large number of errors is even more remote in an actual system. For this reason, it is desirable to have an algorithm for computing the error-locator polynomial which will be efficient when the number of errors is small even at the expense of greater complexity at higher error values. In this way, the expected complexity is minimized.

Consider the \(t \times (t+1)\) augmented syndrome matrix

\[
S_A = \begin{pmatrix}
S_1 & S_2 & \cdots & S_t & S_{t+1} \\
S_2 & S_3 & \cdots & S_{t+1} & S_{t+2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
S_t & S_{t+1} & \cdots & S_{2t-1} & S_{2t}
\end{pmatrix}
\]

(19)

Claim: If \(e \leq t\) errors occurred, then \(S_A\) is row equivalent to

\[
\begin{pmatrix}
1 & -\sigma_1 & * & \cdots & * \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0
\end{pmatrix}
\]

where \(* = \text{don't care.} \)

Proof: Assume that \(e \leq t\) errors occurred, then the syndromes satisfy the linear recurrence

\[
S_j = -\sum_{i=1}^{e} \sigma_i S_{j-i} \quad j = e+1, \ldots, 2t.
\]

The equation implies that, except for the first \(e\) rows, every row of the matrix \(S_A\) is a linear combination of the previous \(e\) rows. By induction, the last \(t - e\) rows of \(S_A\) are linearly dependent on the first \(e\) rows. It follows that \(S_A\) is row equivalent to a matrix in which the last \(t - e\) rows are zero.

Consider now the leading principal minors of \(S_A\)

\[
M_k = \begin{pmatrix}
S_1 & S_2 & \cdots & S_k \\
S_2 & S_3 & \cdots & S_{k+1} \\
\vdots & \vdots & \ddots & \vdots \\
S_k & S_{k+1} & \cdots & S_{2k-1}
\end{pmatrix} \quad k = 1, 2, \ldots, t.
\]

Gorenstein and Zierler [11] have shown that the matrices \(M_1, M_2, \ldots, M_t\) are singular, whereas the matrix \(M_e\) is invertible. It is therefore possible to find a sequence of elementary row operations to reduce \(M_e\) to \(I_e\). In the reduction process, if it becomes necessary to exchange rows (for the purpose of selecting a nonzero pivot, say), by choosing the row with the first nonzero component below the "diagonal" we will ensure that the exchange takes place within the confines of \(M_e\). The net effect of this sequence of row operations is to apply \(M_e^{-1}\) to \(I_e\). It follows from (21) that the application of the same sequence of operations to the first \(e\) components of column \(e + 1\) would yield

\[
M_e^{-1} \begin{pmatrix}
S_{e+1} \\
S_{e+2} \\
\vdots \\
S_{2e}
\end{pmatrix} = \begin{pmatrix}
-\sigma_1 \\
-\sigma_{e+1} \\
\vdots \\
-\sigma_{e+1}
\end{pmatrix}.
\]

(23)

This establishes the claim.

In fields of characteristic 2, \(\beta = -\beta\) for all \(\beta\), we thus have the following simple but important corollary to the claim:

**Corollary:** In fields of characteristic 2, \(S_A\) is row equivalent to

\[
\begin{pmatrix}
1 & \sigma_1 & * & \cdots & * \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0
\end{pmatrix}
\]

(24)

**Example 3:** Consider the space communication code RS(255, 223, 33) of the previous section. This is a 16-error correcting code over \(GF(2^5)\). The Galois field \(GF(2^5)\) is constructed from the primitive polynomial \(p(z) = z^5 + z^4 + z^2 + z + 1\) and the code itself is generated from the polynomial \(g(z) = \prod_{j=1}^{43} (z - \alpha^{(j)})\) [16]. For simplicity, assume that the zero codeword is sent and that the received word is

\[
r(z) = c(z) = \alpha + \alpha^2 z.
\]

It is easy to verify that the augmented syndrome matrix is given by \((*)\) shown at the bottom of the page. Performing
row reduction on the first column of the augmented syndrome matrix yields the matrix in (**) shown at the bottom of the page. Performing row reduction on the second column of (**) yields the matrix in (***) at the top of the next page.

The procedure terminates at this point since no further reduction can be done. Since the syndromes belong to \( GF(2^9) \), a field of characteristic 2, the third column contains the error-locator polynomial coefficients \( \alpha_2 \) and \( \alpha_1 \). The error-locator polynomial is therefore

\[
\sigma(z) = 1 + \alpha_1 z + \alpha_2 z^2 = 1 + \alpha_0^7 z + \alpha_1^1 z^2.
\]

The claim will serve only as the theoretical basis of our computation. The actual calculations will be carried out differently in order to eliminate unnecessary operations. To that end we note that the row reduction operations terminate after exactly \( c \) columns have been reduced (zeroed). Since column \( c + 1 \) contains the desired coefficients, operations that were performed on columns \( c + 2 \) through \( t + 1 \) were in fact unnecessary and can be eliminated. When \( c \ll t \), the saving can be substantial. A priori, we do not know the value \( c \), so we proceed as follows: when working to reduce column \( i \), we will apply all row operations associated with columns \( i \) through \( t \) to column \( i + 1 \) and only column \( i + 1 \). Columns \( i + 2 \) through \( t + 1 \) will be left untouched as they are in the augmented syndrome matrix \( S_A \). When the reduction on the \( i \)th column is complete, we examine column \( i + 1 \). If all elements on and below the "diagonal" are zero, the reduction cannot be continued. The process terminates with \( e \) equal to \( t \) and the negative error-locator polynomial coefficients in column \( i + 1 \).

If, however, at least one element on or below the "diagonal" is nonzero, then we know that the reduction process can be carried one step further. We move on to column \( i + 1 \) and repeat the above process.

At this point, the elimination method is of the Gauss-Jordan type. That is to say, the reduction of the columns seeks to place zeros both above and below the diagonal. However, it is well known that Gaussian elimination (which seeks to place zeros only below the diagonal), followed by back substitution is a more efficient way to solve a linear system of equations. Therefore, instead of reducing \( M_e \) to \( L \), we will transform it

\[
\begin{pmatrix}
\alpha_{22} & \alpha_{23} & \alpha_{24} & \alpha_{25} & \alpha_{26} & \alpha_{27} & \alpha_{28} & \alpha_{29} & \alpha_{30} & \alpha_{31} & \alpha_{32} & \alpha_{33} & \alpha_{34} & \alpha_{35} & \alpha_{36} & \alpha_{37} & \alpha_{38} & \alpha_{39} \\
\alpha_{24} & \alpha_{25} & \alpha_{26} & \alpha_{27} & \alpha_{28} & \alpha_{29} & \alpha_{30} & \alpha_{31} & \alpha_{32} & \alpha_{33} & \alpha_{34} & \alpha_{35} & \alpha_{36} & \alpha_{37} & \alpha_{38} & \alpha_{39} & \alpha_{40} \\
\end{pmatrix}
\]
to a unit upper triangular matrix.

\[
S_A \rightarrow \begin{pmatrix}
1 & + & \ldots & + & \beta_e & | & \cdots & \cdots & \cdots & \cdots \\
\vdots & \vdots & \vdots & \vdots & \beta_1 & | & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & 0 & 0 & | & \cdots & \cdots & \cdots & \cdots & \\
\vdots & \vdots & \vdots & \vdots & \vdots & | & \cdots & \cdots & \cdots & \\
0 & \cdots & 0 & 0 & | & \cdots & \cdots & \cdots & \cdots & \\
\end{pmatrix}
\]

(25)

Here the *'s represent don't care values and the +'s denote unspecified values which may or may not be zero. A final step of back substitution yields the error-locator polynomial coefficients

\[
\begin{pmatrix}
1 & + & \cdots & + & \beta_e \\
\vdots & \vdots & \vdots & \vdots & \beta_2 \\
1 & + & \beta_1 \\
\end{pmatrix} \rightarrow \begin{pmatrix}
1 & | & \sigma_e \\
\vdots & | & \vdots \\
1 & | & \sigma_2 \\
\end{pmatrix}
\]

(26)

**Example 4:** Had we performed the previous example using the technique just described, the first row reduction process would have yielded the matrix at the top of the next page. The second row reduction would have yielded the second matrix shown on the next page. The process terminates at this point since all elements on and below the third diagonal are zero. Note that columns 4 through 17 are as they were in the augmented syndrome matrix \( S_A \). The reduction process was not applied to them, resulting in substantial savings in computation. A final step of back substitution gives the desired result

\[
\begin{pmatrix}
1 & \alpha_{14} & \cdots & \alpha_8 & | & \alpha_{67} \\
0 & 1 & | & \alpha_{67} \\
\end{pmatrix} \rightarrow \begin{pmatrix}
1 & 0 & | & \alpha_{11} \\
0 & 1 & | & \alpha_{67} \\
\end{pmatrix}
\]

We now consider the complexity of this algorithm. With \( e \) errors, there will be \( te \) multiplications associated with the first column reduction, \((t - 1)(e - 1)\) multiplications associated with the second column reduction, and so on. Thus the total number of multiplications necessary to put \( S_A \) into upper triangular form (25) is

\[
C_\mu(\text{row}) = \sum_{k=0}^{e-1} (t - k)(e - k)
= \frac{1}{2}te^2 + \frac{1}{2}te + \frac{1}{6}(e - e^3).
\]

(27)

The back substitution step, on the other hand, requires

\[
C_\mu(\text{back}) = 1 + 2 + \cdots + (e - 1) = \frac{1}{2}(e^2 - e)
\]

(28)

multiplications. Thus, the multiplicative complexity of this algorithm is

\[
C_\mu(\text{Gaussian}) = \frac{1}{2}(e^2 + e) - \frac{1}{6}(e^3 - 3e^2 + 2e).
\]

(29)

Table II compares the complexity of the modified Gaussian algorithm (29) with those of the Euclidean (8) and the Berlekamp–Massey (4) algorithms. The comparison is carried out for values of \( e \) less than or equal to 20. The value \( t \), though unspecified, is assumed to be at least as large as \( e \) for each \( e \).
An examination of Table II reveals that the Gaussian algorithm is uniformly more efficient than the Euclidean algorithm for error values less than or equal to 15 for any value of \( t \). For error values greater than 15, the Gaussian approach may have higher or lower complexity than the Euclidean algorithm depending on the error-correction capability of the code. For example, if \( e = t = 20 \), then \( C_\mu(\text{Gaussian}) = 3060 \) and \( C_\mu(\text{Euclid}) = 3130 \).

A comparison of the Gaussian algorithm with the Berlekamp–Massey algorithm is difficult without actually specifying \( t \). However, for any \( t \), it is easy to find values of \( e \) for which the Gaussian approach is more efficient.

Although the Gaussian algorithm is efficient for small error values, it must be pointed out that the approach is not asymptotic. For large error values, the classical algorithms are clearly superior and should be used.

Fig. 5 is a graphical comparison of all three algorithms for the cases \( 1 \leq e \leq t \leq 40 \). In the figure, the white region represents the admissible set \( \{(e, t) : e < t\} \). The admissible set \( \{(e, t) : e \leq t\} \) is represented by the shaded regions. The shadings reflect the regions where each of the algorithms is dominant. The light, medium and dark shadings in the figure represent, respectively, those values of \( e \) and \( t \) for which the complexities of the Euclidean, the Gaussian and the Berlekamp-Massey algorithms are minimal. In accordance with previous discussions, the Gaussian algorithm is seen to have lower complexity for small error values while the traditional algorithms are more efficient for large error values.

### IV. Error Evaluation

We now consider the problem of error evaluation. As mentioned previously, this step is generally carried out using the Forney algorithm (11). In this section we will present an alternate solution that is based on the fast Vandermonde-system solver of Björck and Pereyra [5]. The algorithm will be seen to have about one half the complexity of the Forney algorithm.
Recall that the syndromes are given by

$$S_i = r(a^i) \quad i = 1, 2, \ldots, 2t$$

where \( r(z) \) is the received word. Using the fact that the received word is the sum of a codeword and an error polynomial and the fact that \( \alpha, \alpha^2, \ldots, \alpha^{2t} \) are zeros of the given codeword, one arrives at the following equivalent formulation of the syndromes [15]

$$S_i = \sum_{j=1}^{e} Y_j X_j^i \quad i = 1, 2, \ldots, 2t.$$  \hfill (31)

Here \( X_i \) and \( Y_i \) represent, respectively, the \( i \)th error location and the \( i \)th error value. This is a set of nonlinear equations which has exactly one solution when the number of errors that occurred is no more than the error-correction capability of the code [15]. The values \( e, X_1, X_2, \ldots, X_e \) are determined in the first 3 steps of the BCH decoding procedure. With these values, (31) reduces to an overdetermined system of linear equations. The first \( e \) of the \( 2t \) equations are sufficient to determine the \( e \) error values \( Y_1, Y_2, \ldots, Y_e \).

The \( e \) equations can be written in matrix form as

$$\begin{pmatrix} X_1^e & X_2^e & \cdots & X_e^e \end{pmatrix} \begin{pmatrix} Y_1 \\ Y_2 \\ \vdots \\ Y_e \end{pmatrix} = \begin{pmatrix} S_1 \\ S_2 \\ \vdots \\ S_e \end{pmatrix}. \quad (32)$$

Factoring the matrix of error locations, we have

$$\begin{pmatrix} 1 & 1 & \cdots & 1 \\ X_1 & X_2 & \cdots & X_e \\ \vdots & \vdots & \cdots & \vdots \\ X_1^{e-1} & X_2^{e-1} & \cdots & X_e^{e-1} \end{pmatrix} \begin{pmatrix} X_1 \\ X_2 \\ \vdots \\ X_e \end{pmatrix} = \begin{pmatrix} V \\ Y \\ \vdots \\ Y \end{pmatrix} = \begin{pmatrix} S_1 \\ S_2 \\ \vdots \\ S_e \end{pmatrix}. \quad (33)$$

Since the \( X_i \)'s are distinct and nonzero by definition, both the Vandermonde matrix \( V \) and the diagonal matrix \( D \) are invertible. Thus,

$$Y = D^{-1}V^{-1}S. \quad (34)$$

Since \( V \) is a Vandermonde matrix, the step \( V^{-1}S \) is most efficiently carried out using the algorithm of Björck and Pereyra [5]. The step \( D^{-1}(V^{-1}S) \) consists of pointwise multiplications carried out in the obvious manner. We will replicate the Björck-Pereyra algorithm without details. Good expositions of the algorithm may be found in [5], [17].

**Algorithm for Computing Error Values:**

\[
\begin{align*}
\text{for } k &= 1 \text{ to } e - 1 \\
\text{for } i &= e \text{ downto } k + 1 \\
S_i &\leftarrow S_i - X_k S_{i-k} \\
\text{for } k &= e - 1 \text{ downto } 1 \\
S_i &\leftarrow S_i - X_k \left( X_i - X_{i-k} \right) \\
\text{for } i &= k \text{ to } e - 1 \\
S_i &\leftarrow S_i - S_{i+1} \\
\text{for } k &= 1 \text{ to } e \\
S_i &\leftarrow X_i^{-1} S_i \end{align*}
\]

The algorithm above is an in-place algorithm. The array \( S[\cdot] \) which contains the syndromes \( \{S_i\} \) on entry is overwritten so that upon exit it contains the error values \( \{Y_i\} \). By direct counting, it is easy to verify that this algorithm has the following complexity

$$C_p = e^2$$  \hfill (35)

$$C_n = \frac{3}{2}(e^2 - e).$$  \hfill (36)

Compared with the Forney algorithm (12), (13), we see that this represents \( \sim 50\% \) reduction in the number of multiplications and \( \sim 25\% \) reduction in the number of additions.
Example 5: As a final example, we will compare the complexities of the traditional BCH decoder and that of a decoder using the algorithms detailed in this chapter. We will compare the performance of the decoders on the 16 error-correcting RS(255, 223) code over GF(2^8). We will assume that \( e = t/2 = 8 \) errors occurred and that the errors are uniformly spaced. Table III shows the number of multiplications required by each decoder.

V. CONCLUSION

In this paper, we have introduced alternative algorithms for the various parts of the BCH decoder. We have shown that the pruned FFT can be used effectively to compute the syndromes and to evaluate the roots of the error-locator polynomial. We have also shown that a simple variation of the Gaussian elimination procedure can be used to compute the error-locator polynomial of practical BCH codes. Finally, we presented an algorithm for evaluating error values that has half the complexity of the Forney algorithm.
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