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PREAMBLE

"Chemistry provides not only a mental discipline but an adventure and an aesthetic
experience. Its followers seek to know the hidden causes which underlie the trans-
formations of our changing world, to learn the essence of the rose’s color, the lilac’s
fragrance, and the oak’s tenacity, and to understand the secret paths by which the sun-
light and the air create these wonders.

And to this knowledge they attach an absolute value, that of truth and beauty. The
Vision of Nature yields the secret of power and wealth, and for this it may be sought
by many. But it is revealed only to those who seek it for itself. Its pursuit has united
the predecessors whom we commemorate: it will unite our successors for as long as
the spirit of man endures."

Cyril N. Hinshelwood, Oxford
Closing Remarks of the 100 years celebration of the British Chemical Society

J. Chem. Soc., 1277 (1947).

Mr. L.: A fundamental motivation to do science is to enhance personal freedom, i.e. to
contribute to the enlargement of conscience. And it is deeply human then to
express yourself via the combination of the freely chosen actions. It is in this
respect that scientists and artists resemble each other.

Mss. B.: But enlarging conscience leads to an increase in wealth as well as it implies new
opportunities to abuse the gained power.

Mr. L.: This is the theme of Adam and Eve. Conscience and responsibility must not
be considered as separable. Since human beings are capable of being conscious
they also have to accept their responsibility. Many legal systems even force their
citizens to accept responsibility independently on the degree of their conscience.
Hence, the messenger of conscience is not to be blamed for the increase in re-
sponsibility.

Mss. B.: What if someone refuses to act in a responsible manner?

Mr. L.: It is a pretentious illusion that mankind has a right to succeed in its conservation.
There is a practically infinite amount of scenarios which constitute a threat to
mankind, and only the maximization of conscience will allow to minimize the
danger. However, there is no guarantee for success. All an individual can do for
mankind is to fight for enlightenment.
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Zusammenfassung

Im ursprünglichen Sinne der elektronischen Schrödingergleichung beinflusst das durch
die nuclei generierte externe Potential die Erwartungswerte während des iterativen
Selbstkonsistenzcyclus. Mit Hilfe von Dichtefunktionaltheorie wird in dieser Arbeit
die Optimierung und der Nutzen von kernzentrierten Potentialen für eine Verbesserung
der Beschreibung und des Designs von Molekülen untersucht. Zum einen wird gezeigt,
wie die atomzentrierten Potentiale die Genauigkeit in der Beschreibung von Eigen-
schaften von Molekülen erhöhen können. Zum anderen können sie für eine allgemein
rationale Erforschung des chemischen Raumes genutzt werden, um jene Strukturen zu
identifizieren, die bestimmte Eigenschaften haben.

Der Grad, in dem Anwendungen mit diesem Ansatz möglich sind, wird anhand
mehrerer Beispiele erläutert. Erstens wird ein automatisierbares Vorgehen beschrieben,
um optimale Verknüpfungsatome für quantenmechanische/molekularmechanischeStu-
dien zu erhalten. Zweitens wird gezeigt, wie man atomzentrierte Potentiale variationell
verändert, sodass die Abweichung der Elektronendichte von einer willkürlichen Ref-
erenzdichte minimiert wird. Für diese Studie wurde eine Referenzdichte genommen,
die durch das Benutzen eines anderen Austauschskorrelationsfunktionals entsteht. Drit-
tens können London Dispersionskräfte imitiert werden. Viertens wird die Transferabil-
ität dieses Ansatzes für die Dispersionskräfte korrigierenden atomzentrierten Potentiale
untersucht. Fünftens wird, im Rahmen der konzeptuellen Dichtefunktionaltheorie, ein
Ausdruck für das molekulare nukleare chemische Potential hergeleitet. Letzteres er-
möglicht, in Verbindung mit dem elektronischen chemischen Potential, eine generelle
Formulierung des rationalen Strukturdesigns mit einer Gradient-basierten Minimierung
eines Eigenschaftpenaltyfunktionales im chemischen Raum.



iv

Summary

Within the Born-Oppenheimer picture of the electronic Schrödinger equation the ex-
ternal potential due to the nuclei influences the resulting expectation values during the
self consistent field procedure. In this thesis, the optimization and the benefit of atom
centered potentials for an improved description and design of molecules is studied us-
ing density functional theory (DFT). It is shown that atom centered potentials can be
used to increase the accuracy of the description of molecular properties as well as to
generally explore chemical space rationally for structures which exhibit desired prop-
erties.

The wide range of possible applications is illustrated by addressing several issues.
First, an automated procedure is proposed for the design of optimal link pseudopoten-
tials for quantum mechanics/molecular mechanics calculations. Secondly, it is shown
how to tune variationally atom centered potentials within density functional pertur-
bation theory in order to minimize the deviation in electron density from an arbitrary
reference density. Here, a reference density has been chosen which results from the use
of a different exchange-correlation potential. Thirdly, London dispersion interactions
are mimicked with dispersion corrected atom centered potentials. Fourthly, the trans-
ferability of these dispersion corrected atom centered potentials is assessed. Fifthly, an
expression for the molecular nuclear chemical potential is derived within the context of
conceptual DFT. It offers the possibility to develop a general formulation for rational
compound design via gradient based minimization of a property-penalty functional in
chemical space.
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Chapter 1

Introduction

One can only see what one observes, and one observes only things which are already

in the mind.

Alphonse Bertillon (1853-1914).

1.1 Remarks on computational chemistry

History

Among the many computational models being used in theoretical chemistry, quantum

mechanical methods are of special interest. Apart from the fact that quantum mechan-

ics is more realistic than classical mechanics, this is mainly because only quantum me-

chanics is able to properly describe the electronic rearrangements as they are ubiquitous

in chemical reactions and all molecular processes. Quantum chemistry (the quantum

mechanics dealing with molecules) has a long tradition reaching back to the beginnings

of last century when the German physicist Hans Hellmann applied the preceding most

3
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fascinating quantum mechanical results in physics from Planck, Bohr, Pauli, Dirac and

Heisenberg to chemical problems. His studies have been followed by the subsequent

work of Schrödinger, Hund, Heitler, London, Herzberg, Mulliken, Slater, Pauling, and

many others [1]. Using quantum mechanics to solve the problems of theoretical chem-

istry, Hellmann was among the first who used the term ’Quantum Chemistry’ within

the scientific community when he chose it as a title for his textbook in 1937 [2]. How-

ever, only recently the interest in theoretical models has reached a broad scale because

it is only now that for a larger scientific community computational solutions of relevant

problems are becoming tractable.

Variety

Quantum chemical problems are as diverse as chemistry can be. They range from

fundamental quantum theory problems up to pharmacy, from material design up to in-

terstellar chemistry. On the one hand, for instance, problems are addressed such as

the determination of rovibrational spectra with an accuracy superior to experiment [3],

the investigation of fundamental physical laws such as the importance of electroweak

interactions to account for the violation of parity [4], the computational advantages

of non-equilibrium dynamics in free energy calculations (Jarzynski’s equality) [5], or

defining and predicting chemical reactivity [6, 7]. On the other hand, in conjunction

with classical and statistical mechanics, theoretical chemistry allows already nowa-

days to tackle chemical problems dealing with hundreds or thousands of atoms on a

picosecond timescale and often with sufficient accuracy [8].

Advantages

With respect to experimental techniques aiming at a deeper understanding of matter,

the fundamental advantage inherent to atomistic computational simulations is that they

allow insights into all molecular processes. Some of them might be just difficult to ob-

serve experimentally because no analytical techniques are at disposal which are accu-

rate enough. However, even more important, through computation properties become

accessible which are generally impossible to measure because the perturbation of the
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observable due to the measurement would be of the same order of magnitude (or even

larger) than the observable itself. Hence, through the virtual character of simulation, a

detailed observation of matter is possible which in return allows to monitor all possible

observables (such as for example the flux of electron density during a catalyzed peptide

hydrolysis in the active site of an enzyme) without any perturbation at all. However,

the fundamental problem of computational chemistry which needs to be faced when

doing simulations is the issue of accuracy [9].

Accuracy

In computational chemistry inaccuracy has two very distinct sources. It can be ei-

ther due to fundamental theorems on which the framework of physics is built (famous

examples include the hypothesis of ergodicity, axioms in Euclidean geometry, the fun-

damental laws of thermodynamics, and the postulates of quantum mechanics) or due

to the errors which are introduced by the approximations which represent the applied

model. While the first source of inaccuracy is subject to philosophical scientific stud-

ies, the latter is subject to the field of theoretical physics which is greatly enhanced by

nowadays increased computational power.

Even though being well defined, these inaccuracies can eventually lead to qualita-

tively different results. In analogy to experimental procedures it is thus quite common

to compute and compare the same properties for a large set of molecules in order to

assess the performance of a model. As an example see Ref. [10] for a recent assessment

of the accuracy of generalized gradient approximation density functionals in predicting

energy barriers for hydrogen abstraction reactions. However, since there is likewise an

accuracy issue for experimental studies due to the measurement concept, the exper-

imental apparatus and the execution, computational inaccuracy does not represent a

fundamental disadvantage with respect to experiment. In fact, already nowadays there

are many systems for which calculations are assumed to be more accurate than mea-

surements. This is always the case when the observable is either impossible to be

measured experimentally or when the experimental imprecision is larger than the theo-

retical inaccuracy. An example for the latter is the determination of the relative energies
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of low-energy conformers of carbon clusters such as C 20 where quantum Monte Carlo

methods predict the bowl form to be more stable than the ring which is more stable

than the cage [11].

It appears that the question of accuracy, which is always measured with respect to

a reference, is fundamental for any kind of observation. Thus, the establishment of

precise and accurate reference data sets is crucial for the benchmark assessment of all

new models as well as of new experiments.

Status quo

The power to predict reliably important properties in condensed phase as for example

binding affinities of potential drug candidates in quantitative structure activity relation-

ship (QSAR) studies [12], to carry out material design studies [13], or to compute rate

constants for organometallic compounds in homogeneous catalysis [14] renders com-

putational chemistry such an important and general tool that it has become virtually

equivalent to the classical (experimental) disciplines in chemistry: inorganic, organic,

analytical, medicinal, and physical chemistry. As an illustration for the impressive

emergence of this ’new’ discipline of chemistry a survey over the number of scientific

publications containing ’density functional theory’ in their title is given in Fig. 1.1.

Outlook

This success story of computational chemistry is mostly due to the still ongoing im-

pressive increase of computational power. Being in principle limited in its accuracy

and the size of the investigated problem only by the performance of the latest proces-

sor generation [16] and having Moore’s law in mind (which is expected to be valid at

least until the year 2013 - referring to the standard silicon chip technology only [17])

the future of computational chemistry looks very bright. 1

1Moore’s law states that processor performance doubles every 18 months. This has had and still will have

considerable impact on the size and length scales computational chemistry can deal with.
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Figure 1.1: A survey over the number of scientific publications containing ’density

functional theory’ (cross) in their title or ’chemical space’ (plus) in their text [15].

1.2 Motivation

There are two principal limits why computational chemistry is still unable to tackle

all kinds of chemical problems: Firstly, the time and size scales which can be treated

with the help of currently available computers are still too small for a large number

of problems. Secondly, computational chemistry is such a young and interdisciplinary

field that simply not all possibilities to tackle even very important questions have been

explored yet.

The easiest way out of the first limitation is to wait. In view of the good correlation

between the evident increase in computational power (Moore’s law) and the growing

relevance of computational chemistry (see e.g. Fig. 1.1) waiting is not the worst ap-

proach. In fact, the world’s first supercomputer (the Cray Research-CRAY I vector
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architecture designed by Seymour Cray [18] shown in Fig. 1.2) was only built in 1976

- the year of birth of the author of this thesis.

Figure 1.2: Cray Research-CRAY I vector architecture designed in 1976 by Seymour

Cray [18]

However, the scientifically and intellectually more interesting approach to address

the first limitation is the optimization of not only all mathematical algorithms but also

of all physical approximations used to solve the time dependent Schrödinger equation

without exceeding the relevant accuracy of a given chemical problem. Linear scaling

methods seem to do a very promising job with respect to rendering already established

approximations computationally cheaper and tackling already macromolecular systems

at a quantum mechanical level. See Ref. [19] as an example for semi-empirical quan-

tum chemical calculations of the solvation energy of DNA. Alternatively, the accuracy

of cheap methods can be improved by finding more appropriate physical approxima-

tions or corrections.

The second limitation is subject to intense efforts worldwide trying to evaluate and

exploit all implications due to the increasing computer power and depth of knowledge

on algorithms for the computation of molecular systems. It was only in 1964 that the

seminal work of Hohenberg and Kohn [20] has laid the foundations for density func-
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tional theory (DFT). And the number of applications of DFT to more and more prob-

lems is increasing ever since [Fig. 1.1]. The article by Runge and Gross introducing

time-dependent density functional theory, as well as the fundamental paper by Car and

Parrinello, initiating the development of ab initio molecular dynamics, were published

only as recently as 20 years ago [21, 22]. And it was only in 1992 that the optimized

effective potential (OEP) method for accurate Kohn-Sham exchange functionals was

devised for the purposes of numerical evaluation [23].

As it has been outlined recently by Nature editors Kirkpatrick and Ellis [24], and

as a survey on literature would suggest [Fig. 1.1], also the concept of chemical space

seems to be at the dawn of becoming an important topic in chemistry. Chemical space

standing for the space being spanned by all stable stoichiometries and isomers will be

addressed in chapter 6 .

1.3 Overview

The purpose of this thesis is twofold. First, the limit of inaccuracy is addressed for

the computationally relatively cheap electronic structure method DFT. Specifically, the

chapters 3-5 deal with an improvement of accuracy over the standard methods for the

description of molecular properties. Secondly, the question of how to explore chemical

space from first principles is introduced in chapter 6.

Chapter 2 introduces shortly the theoretical background. Since all the other chap-

ters are rather theoretically oriented, only a rough overview for the methods being used

in this thesis is given in the beginning. Chapter 3 discusses how atom centered po-

tentials can be generally used to improve the description of molecular properties. The

feasibility is illustrated for the design of special linking atoms which minimize the er-

ror at the boundary of quantum mechanical/molecular mechanical calculations, and for

a minimization of differences in electron density. Chapter 4 studies the performance of

atom centered potentials when used to remedy the lack of London dispersion forces in

generalized gradient approximation DFT. Chapter 5 assesses the transferability for dis-

persion corrected atom centered potentials to a selected number of points in phase and

chemical space. Chapter 6 considers the suitability of atom centered potentials for gen-
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eral compound design schemes. Chapter 7 overviews the achievements of this thesis

and draws the conclusions. The appendix gives the explicit expression for the pertur-

bation Hamiltonian which is the fundamental quantity being used for all the gradient

based property or structure optimizations which are performed in this thesis.



Chapter 2

Theory

What we observe is not nature itself, but nature exposed to our method of questioning.

Werner Heisenberg (1901-1976)

2.1 Density Functional Theory

2.1.1 Motivation

Density functional theory (DFT) is a general theory being used in many different fields

of science [25]. For the purpose of electronic quantum chemistry, an electron density

approach is especially attractive because the central variable, i.e. the electron density,

11
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depends only on the 3 spatial coordinates, and - for spin polarized systems - also on

the spin. This concept is hence more condensed than the electronic many particle wave

function (Ψ(x1,x2, . . . ,xN)) approach in which Ψ depends on all coordinates of all

particles {xi}, i.e. for Ne electrons, it depends on 3Ne variables (or 4 Ne if the spin is

counted).

Ψ(x1,x2, . . . ,xNe)

↓

n(x1) = M
Z

dx2 . . .dxNe Ψ(x1,x2, . . . ,xNe)Ψ∗(x1,x2, . . . ,xNe) (2.1)

where M is a normalization factor.

Modern DFT is not only computationally very efficient, it also provides conceptual

insights:

A great strength of DFT language is its appropriateness for defining and elucidating

important universal concepts of molecular structure and molecular reactivity. In tradi-

tional quantum chemistry this has, of course, also been a major goal, but it is tortuous

to try to conceptualize how many-body wavefunctions are related to structure and be-

havior. In DFT not only is the electron density itself very easy to visualize, but there is

the big advantage that the electron number Ne has a central place in the theory. After

all, much of the chemistry is about transfer of electrons from one place to another ...

DFT thus promises relief from the old curse of needing to difference large numbers in

making chemical predictions. (from Kohn et al. [26]).

Concepts like the chemical potential or electronegativity, hardness, polarizability, re-

sponse functions and reactivity functions (Fukui functions) emerge naturally from the

DFT energy functional, E[ρ], and its derivatives, and their quantitative computation

becomes possible within the accuracy of the chosen exchange-correlation functional.

Furthermore, DFT can be easily combined with classical molecular dynamics schemes

for the nuclei as discussed in chapter 2.4 ’Ab initio molecular dynamics’. The classical

forces on the ions are then computed from the electron density and using the Hellmann-

Feynman theorem. As illustrated in chapter 1, the use of DFT has skyrocketed in the

last decades.
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Fundamentals

The fundamentals of DFT will be sketched only very briefly in this thesis. The reader

is referred to the extensive and recent literature [26–29]. In all what follows we al-

ways limit ourselves to the simplest cases, i.e. non-relativistic, interacting electrons

(fermions) in a closed shell ground state system with integer occupation numbers for

which the Born-Oppenheimer approximation is valid. The famous first Hohenberg-

Kohn (HK) theorem specifies that the external potential v is uniquely determined by

the ground state density n up to a constant [20]:

n(r) �→ v(r) (2.2)

Since also the number of electrons (Ne) is uniquely defined by the electron density, Ne

=
R

d3r n(r), n determines the full Hamiltonian and therefore implicitly all properties

of the system. Defining for a fixed v the energy as a functional of n, a minimal varia-

tional principle exists for the true ground state energy E 0 as stated by the second HK

theorem [20].

E[n] =
Z

d3r vn+F[n], (2.3)

= Eext +F[n], (2.4)

≥ E[n0] = E0. (2.5)

Here, F [n] is the universal functional introduced within the Kohn-Sham (KS) formal-

ism [30] as

F [n] = Ts[n]+ J[n]+Exc[n]. (2.6)

It consists of an expression for the kinetic energy in terms of noninteracting KS-orbitals

({φi}) which minimize the following expectation value

Ts[n] = −1
2

Ne

∑
i

〈φi|∇2|φi〉, n =
Ne

∑
i

|φi|2. (2.7)

Furthermore, the universal energy functional consists of the classical Coulomb repul-

sion for a negative charge distribution,

J[n] =
1
2

Z
d3rd3r′

n(r)n(r′)
|r− r′| , (2.8)
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and an exchange-correlation term Exc containing all the remainder - yet undefined -

contributions to the energy.

In analogy to the Hartree-Fock scheme, the KS-orbitals must minimize the energy

under the constraint that 〈φi|φ j〉 = δi j. This results into the KS-equations,(
−1

2
∇2 + v+

Z
d3r′

n(r′)
|r− r′| +

δExc

δn

)
φi = εiφi, (2.9)

which differ from the Hartree equations only by the xc-contribution and which have

to be solved until self-consistency. Apart from the kinetic term, all other terms in the

bracket of Eq. (2.9) constitute the so called KS-potential, v̂ KS.

If only the correct expression for the exchange-correlation potential,

v̂xc =
δExc

δn
, (2.10)

was known, solving Eq. (2.9) would be the equivalent of solving the exact Schrödinger

equation within the Born-Oppenheimer approximation. Unfortunately, the exact exchange-

correlation potential is unknown and much effort has been and is being devoted to find

good approximations to v̂xc.

2.1.2 Exchange-correlation functionals

To make DFT a theory of practical use, many approximations to the xc-potential v̂ xc

have been proposed [29]. Here, only three of these functional are presented: LDA

(because of its simplicity), BLYP (because it has been used for all the research in this

thesis), and B3LYP (because it has been used as a reference for some studies in this

thesis).

LDA The local density approximation (LDA) is

ELDA
xc =

Z
d3r v̂LDA

xc (n)n, (2.11)

where v̂LDA
xc (n) is the exchange-correlation potential per particle of a uniform

interacting electron gas of density n:

v̂LDA
xc (n) = v̂LDA

x (n)+ v̂LDA
c (n). (2.12)
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Where the exchange part v̂LDA
x was derived analytically by Slater [31] and could

be shown to be identical with an expression obtained by Bloch and Dirac in the

late 1920’s [32, 33]. The correlation part is usually approximated by compar-

ison to accurate Monte Carlo simulations of the homogeneous electron gas by

Ceperley and Alder [34].

BLYP The Becke Lee Yang Parr (BLYP) exchange correlation functional belongs to the

group of generalized gradient approximation (GGA) functionals. GGAs are not

only functionals of the local density but also of its local gradient. In addition

some of them are also forced to satisfy additional important constraints due to

the exchange and correlation holes. GGAs are sometimes called ’semi’-local,

however, in a purely mathematical sense they are local too.

A general form of a GGA exchange functional is

EGGA
x =

Z
d3r vGGA

x (n,∇n)n, (2.13)

=
Z

d3r [vLDA
x −F(s)n1/3]n, (2.14)

= ELDA
x −

Z
d3r F(s)n4/3, (2.15)

where s is the reduced density gradient: s = |∇n|/n4/3 and is considered to be an

inhomogeneity parameter. To be dimensionless s is normalized by the density to

the 4/3rd power. Becke presented in 1988 the ultimately used form of F in the

BLYP functional [35]:

F =
βs2

1+ 6β s sinh−1(s)
. (2.16)

The parameter β = 0.0042 a.u. is a best-fit value which yields a relative root mean

square deviation of only 0.11 % from the exact exchange energies of the rare gas

atoms He up to Rn.

The LYP correlation functional [36] has a lengthy, yet analytical, form which is

not based on the uniform electron gas but on a correlated wavefunction expres-

sion for He presented by Colle and Salvetti already in 1975 [37].

B3LYP The B3LYP uses Becke’s exchange functional [35], together with LYP [36] for

the correlation. It contains 3 empirical parameters a, b, and c which had actually
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been fitted for another correlation functional to reproduce best atomization, ion-

ization, and proton affinities coming from a G2 data base. However, Stephens et

al. [38] used the same parameters with the LYP correlation,

EB3LYP
xc = (1−a)ELDA

x +aEHF
x +bEB88

x + cELYP
c +(1− c)ELDA

c , (2.17)

a, b, and c turn out to be 0.20, 0.72, and 0.81, respectively. E HF
x is the Hartree-

Fock exchange integral using KS-orbitals.

2.2 Pseudopotentials and plane waves

The Kohn Sham orbitals can be obtained from an expansion in a complete set of known

basis functions and solving the KS equations self-consistently. There are several basis

sets introduced in computational chemistry. However, since for this thesis, mostly

plane waves have been used, we will refer to them as basis. Apart for their intuitive

concept, the use of plane waves is numerically very efficient. They allow a simple

integration of the Poisson equation for the determination of the electronic Coulomb

repulsion and for the kinetic energy contribution. However, there are considerable

oscillations of the atomic core electrons in the closer region around the ion, implying

that a very high density of plane waves would be needed if the core electrons were to

be included into the calculations. Fortunately, chemical transformations involve mostly

variations in the valence electronic structure which have less stronger oscillations in the

core regions.

Hence, the effect of the core electrons on the valence electrons can be seen as a

constant and can therefore be mimicked by a ’pseudopotential’ or effective core poten-

tial (ECP), allowing not only to decrease the density (and hence the number) of plane

waves, but also to limit the number of KS-states to the valence electrons only. Both of

these facts allow for a substantial gain in computational efficiency.

In general of course, the pseudopotential will contain a dominant attractive short-

ranged term for the atomic number, corresponding to the number of atomic valence

electrons. In addition, there are terms which shall mimic the presence of the core

electrons. Hence, they shall obey orthogonality for the core-valence interaction as
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well as Coulomb repulsion, or exchange and correlation interaction. Usually ECPs are

norm-conserving meaning that - apart from the fact that the pseudized wavefunction

outside a certain cutoff core radius has to be the same as the full-electron wavefunction

- also the integrated charge of the core region has to be in agreement with the all-

electron case. To this end, non-local pseudopotentials are being used which usually

have the form

V PP
I (r,r′) = V loc

I (r)δ(r− r′)+∑
l

m=+l

∑
m=−l

|l,m〉V nl
l,I(r,r

′)〈l,m|. (2.18)

Where |l,m〉 represents the spherical harmonics with the angular moment eigenfunc-

tions l and m. Generating a pseudopotential means hence to identify the local V loc

and non-local V nl that respect best the above mentioned criteria. See Ref. [39, 40] for

recent reviews.

Having ensured the use of transferable ECPs, the numerical advantages of the plane

wave basis set can be fully acknowledged. Furthermore, they offer the advantage with

respect to localized atomic orbitals that they are not attached to the ions. This implies,

that the Hellmann-Feynman forces can be directly used for the computation of the

nuclear forces, and no Pulay forces do occur [41]. Also, no basis set superposition error

must be taken into account when relative energies are determined. For the orbitals or

the density to be used in real space (as in the case of the computation of the contribution

of the external potential), the plane wave expansion can be efficiently transformed from

Fourier space using Fast Fourier Transformation techniques [42]. Nevertheless, one of

the major drawbacks of using plane waves for DFT calculations, namely the increase

in computational cost for the Hartree-Fock exchange integral within commonly used

hybrid functionals such as B3LYP, remains. This question will also be addressed in

chapter 3.

Hence, because of the user-friendly and modular nature of the plane waves, all the

quantities needed for the implementations performed in this work could be transformed

to real space before using them and back to Fourier space after wards. For this thesis,

ensuring that the plane wave density, i.e. the basis set size, is large enough by testing

for convergence, has been sufficient.
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2.3 Density functional perturbation theory

Some of the work in this thesis has been obtained from the implementation of a varia-

tional density functional perturbation theory module [43] in the program CPMD [44].

Here, a short outline of this approach is given, for more details the reader is referred to

Ref. [43].

Starting from the Kohn-Sham energy functional of the density, Eq. 2.3 may be

rewritten in terms of the density matrix defined by

ρ(r,r′) = ∑
i, j

φ∗i (r)S
−1
i j φ j(r′), (2.19)

where S−1
i j is the inverse of the overlap matrix Si j = 〈φi|φ j〉. The energy functional

becomes then:

EKS[ρ(r,r′)] =
1
2

Z
d3r d3r′ δ(r− r′)∇2ρ(r,r′)

+
1
2

Z
d3r d3r′

|ρ(r,r′)|2
|r− r′| +Exc[n]+Eext[n]. (2.20)

where the density n simply equals ρ(r,r), and Eext corresponds to the contribution due

to the interaction of the electrons with an external potential, E ext [n] =
R

d3r nvext .

For an external perturbation, a perturbation functional of arbitrary form is added to

E:

Etot[{|φi〉}] = EKS[{|φi〉}]+ λEp[{|φi〉}]. (2.21)

Here, λ is a small perturbing parameter and represents the strength of the interaction

with the static, but otherwise arbitrarily complex external field contribution E p.

The total functional Eq. (2.21) will have a minimum which is expanded perturba-

tively in powers of λ,

E = E(0) + λE(1) + λ2E(2) + ... (2.22)

Likewise, the KS-orbitals that minimize Etot can be expanded in λ,

φi = φ(0)
i + λφ(1)

i + λ2φ(2)
i + ..., (2.23)
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and up to first order the electronic density reads

n(r) = n(0)(r)+ λn(1)(r)+ ... (2.24)

Where

n(1)(r) =
N

∑
i=1

[φ∗(0)
i (r)φ(1)

i (r)+ φ∗(1)
i (r)φ(0)

i (r)]. (2.25)

While the first order energy is simply the ground state expectation value of the

perturbation Hamiltonian, the second-order energy of the system - which is varia-

tional in the first order perturbation wavefunctions φ (1) - can be obtained by expanding

Eq. (2.21) up to the second power in λ. The calculation [43] yields

E(2) = ∑
k

[〈
φ(1)

k

∣∣∣∂〈φk|Etot[{|φ(0)
i 〉}]+ ∂|φk〉Etot[{|φ(0)

i 〉}]
∣∣∣φ(1)

k

〉]

+∑
kl

〈
φ(1)

k

∣∣∣H (0)δkl −λkl

∣∣∣φ(1)
k

〉

+
1
2

Z
d3r d3r′

δ2ECxc[n(0)]
δn(r)δn(r′)

n(1)(r)n(1)(r′). (2.26)

Where the functional ECxc[n(0)] represents the sum of the Coulomb and the exchange-

correlation energy functionals. The Lagrange multipliers λ kl are the matrix elements

of the KS-Hamiltonian H (0)

H (0) = HKS, (2.27)

λkl = 〈φ(0)
k |H (0)|φ(0)

l 〉. (2.28)

The orthonormality constraint of the total wavefunctions, expanded to first order in

the perturbation, yields

〈φ(0)
k |φ(1)

k 〉+ 〈φ(1)
k |φ(0)

k 〉 = 0 ∀ k. (2.29)

This is achieved by imposing a general orthogonality condition on the first order

perturbation wavefunctions,

〈φ(0)
k |φ(1)

l 〉 = 0 ∀ k, l. (2.30)

This automatically implies the conservation of the total charge of the system, by en-

forcing the integrated perturbation charge q (1) to vanish,

q(1) =
Z

d3r n(1)(r) = 0. (2.31)
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Usually, the perturbation functional Ep [Eq. (2.21)] can be written as the expecta-

tion value of a perturbation Hamiltonian H (1),

Ep[{|φi〉}] = ∑
k

〈φ(0)
k |H (1)|φ(0)

k 〉. (2.32)

However, the formulation through an arbitrary perturbation functional, Eq. (2.21),

also allows to include orbital dependent perturbations in the scheme, i.e. a perturbation

Hamiltonian specific for each k,

Ep[{|φi〉}] = ∑
k

〈φ(0)
k |H (1)

k |φ(0)
k 〉. (2.33)

In summary, the second order energy, Eq. (2.26), is variational in the first order

perturbation wavefunctions, satisfying the stationarity condition that

δE(2)

δφ(1) = 0, (2.34)

under the orthogonality constraint of Eq. (2.30).

2.4 Ab-initio molecular dynamics

Ab initio molecular dynamics (AIMD) schemes overcome the limitation of classical

force fields to be restricted to very small regions in chemical space. They offer a prag-

matic definition of ab initio namely transferability to all regions of chemical space.

So far, mainly Kohn-Sham DFT formulations have been devised for AIMD schemes.

Usually AIMD schemes use a classical propagation of the ions according to the laws

of Newton, while the electronic contribution to the sampling of phase space is com-

puted with quantum chemistry methods. Hence, atomic quantum effects, like for in-

stance the tunneling of the lighter atoms or relativistic effects for heavier elements are

usually neglected and have to be included using more sophisticated methods like for

instance path integrals or relativistic pseudopotentials, respectively. Furthermore, the

most widely used AIMD-schemes, namely Born-Oppenheimer MD (BOMD) and Car-

Parrinello MD (CPMD), both rely heavily on the Born-Oppenheimer approximation

that ionic and electronic degrees of freedom can be adiabatically separated at all points

in phase space. This is, especially for situations when surfaces cross - as it is often
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the case in reactions for which for instance frontier orbital theory has been devised - a

crude approximation and must be remedied by more advanced AIMD schemes, such

as for instance Ehrenfest dynamics.

However, for the purpose of this thesis, a short introduction to BOMD and CPMD

is considered to be sufficient. For more details see Ref. [45].

2.4.1 Born-Oppenheimer molecular dynamics

BOMD is based on the idea that the potential energy at any moment in time, i.e. at

any geometry, is calculated from an electronic-structure calculation. For a given set

of nuclear coordinates, the electronic contribution to the forces acting on the ions is

calculated via the Hellmann-Feynman theorem, which is equivalent to the first order

perturbation of the Hamiltonian due to small variation of the ionic positions.

FI = 〈Ψ0|H ′|Ψ0〉, (2.35)

H ′ = −∇IH . (2.36)

The forces are used to move the nuclei according to the laws of classical mechanics.

Since the accuracy of the forces in BOMD depends linearly on the accuracy of the

minimization of the KS energy, the wave function has to be tightly converged at each

MD time step.

2.4.2 Car-Parrinello molecular dynamics

The Car-Parrinello approach [22] is closely related to BOMD in so far as the ions

are also propagated classically according to the forces obtained from the Hellmann-

Feynman theorem. The fundamental difference is that the orbitals are no longer opti-

mized at every time step but treated and propagated like classical objects, correspond-

ingly being assigned a fictitious mass (µ) and temperature. It could be shown that also

for this approach, the adiabatic separation of the BO-approximation is conserved [45].

Hence, the computational bottleneck of BOMD, i.e. the wavefunction optimization, can

be circumvented within CPMD and usually speed ups of up to one order of magnitude

can be obtained.
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The Car-Parrinello Lagrangian,

LCP(R,
.
R, [{φi}], [{

.
φi}]) =

1
2 ∑

I
mI

.
R

2
I +

1
2 ∑

i
µ〈 .

φi |
.

φi〉− 〈Ψ0|H |Ψ0〉

+∑
i, j

Λi j(〈φi | φ j〉− δi j), (2.37)

contains the kinetic energy of the nuclei and of the electrons (fictitious), the potential

energy, and the constraints ensuring that the classical orbital objects remain orthonor-

mal. A fictitious mass (or inertia parameter) µ is assigned to the orbital degrees of

freedom and must be tuned in order to maintain the adiabatic separation. The Newto-

nian equations of motion are obtained from the associated Euler-Lagrange equations

d
dt

∂LCP

∂
.
R

=
∂LCP

∂ R
, (2.38)

d
dt

δLCP

δ
.

〈φi|
=

d
dt

δLCP

δ 〈φi|
. (2.39)

The corresponding Car-Parrinello equations are found to be of the form:

mI
..
RI = −∂EKS

∂RI
+∑

i j
Λi j

∂〈φi | φ j〉
∂RI

, (2.40)

µ
..

|φi〉 = −δEKS

∂〈φi| +∑
i j

Λi j|φi〉. (2.41)

The constant of motion is then

Econst =
1
2 ∑

I
mI

.
R

2
+∑

i
µ〈

.
φi |

.
φi〉+EKS. (2.42)

2.5 QM/MM

The total energy of a quantum mechanical/molecular mechanical (QM/MM) system is

an eigenvalue of the Hamiltonian

H = HQM +HMM +HQM/MM. (2.43)

Here, HQM/MM describes the interaction between the QM ad the MM part of the system

which have to be suitably chosen. HQM/MM can be divided into a bonded term, if

covalent bonds exist between the QM and the MM subsystems, and a non-bonded term

Hnon-bonded
QM/MM = ∑

I ∈ MM

QI

Z
d3r

n(r)
|r−RI| + ∑

I ∈ MM,J ∈ QM

VvdW (|RJ −RI|). (2.44)
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RI is the position of the MM atom I with the point charge Q I, n(r) is the total (i.e. ionic

and electronic) charge density of the quantum system, and VvdW is the van der Waals

interaction between atoms I and J. In the employed QM/MM scheme, the van der

Waals interaction term is simply taken from the classical force field.

The implementation of the Coulomb term in Eq. (2.44) is non trivial due to (i)

the ’electron spill-out problem’ (the Pauli repulsion term between the electrons and

positively charged nearby MM atoms is missing) and (ii) the high computational cost

due to the - in principle - continuous electron density. The first problem is usually

handled by replacing for those MM atoms close to the QM region the short ranged

Coulomb 1/r interaction by a damped attraction which goes to a finite value for small

r. The computational problem is tackled by modeling the long-range electrostatics with

a Hamiltonian that couples the multipole moments of the quantum charge distribution

with the classical point charges. More details of the implementation are described in

Ref. [46].

If the QM/MM boundary cuts through a covalent bond, care has to be taken to

saturate the valence orbitals. This issue is subject to the QM/MM boundary study in

chapter 3.
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Chapter 3

Optimization of molecular

properties

All you need is ignorance and confidence; then success is sure.

Samuel Langhorne Clemens (Mark Twain) (1835-1910)

Abstract

In plane wave based electronic structure calculations the interaction of core and va-

lence electrons is usually represented by atomic effective core potentials. They are

constructed in such a way that the shape of the atomic valence orbitals outside a cer-

tain core radius is reproduced correctly with respect to the corresponding all-electron

calculations and that the integrated atomic charge of the core is conserved. Here, a

25
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novel method in conjunction with density functional perturbation theory is used to op-

timize effective core potentials in order to reproduce ground-state molecular properties

from arbitrarily accurate reference calculations within standard density functional cal-

culations. The wide range of possible applications of such optimized atom centered

potentials (OACPs) is demonstrated by means of two examples. First OACPs are used

to tackle the link atom problem in QM/MM schemes proposing a fully automatized

procedure for the generation of link OACPs which are designed in such a way that they

minimally perturb the electronic density structure in the QM region. In the second ap-

plication, OACPs are used for two example molecules (water and acetic acid) in such

a way as to reproduce electronic densities and derived molecular properties of hybrid

(B3LYP) quality within GGA (BLYP) density functional calculations.

3.1 Introduction

Many ab initio electronic structure calculations, especially when dealing with large

systems or heavy atoms, exploit the frozen-core approximation: only the chemically

relevant valence electrons are treated explicitly while an effective core potential (ECP)

or pseudopotential accounts for the effects of the core electrons [47–49]. Within the

field of condensed matter physics the use of pseudopotentials is particularly crucial

for plane wave based calculations. Atomic pseudopotentials were introduced and have

been used since 1959 [50–55]. ECPs for heavy atoms, molecules and condensed phase

calculations have been subject to improvement ever since. See Ref. [39, 40] for reviews.

In 1996, analytic (Gaussian-based) norm conserving separable dual-space pseudopo-

tentials were introduced by Goedecker et al. for all first, second and third row elements

[56] and extended to all atoms up to Radon including relativistic effects in 1998 [57].

The parameters of these ECPs are generated for each atom by iteratively minimizing

an atomic penalty functional, which expresses the deviations of ECP-generated Kohn-

Sham (KS) valence orbitals from their (relativistic) all-electron counterparts. Here, a

method is proposed which exploits an analogous procedure in such a way that not only

atomic but also molecular properties are included as a reference. Specifically, complex

molecular properties are considered as target quantities in the penalty functional. In
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turn, the transferability requirements of the atomic pseudopotential are generally re-

laxed in favor of ECPs optimized for specific molecular properties. In principle, this

atom-based potential optimization approach can be seen in analogy to the optimized ef-

fective potential (OEP) method in density functional theory (DFT) [23, 58–62] where

usually an orbital dependent external effective potential is optimized. However, while

the OEP scheme exploits the variational principle, here it is suggested to consider the

atom centered ECPs as tunable and to directly vary them in such a way as to reproduce

some molecular reference property. So far, only properties as (interaction) energies,

nuclear forces, and electron densities have been studied, optimized, or successfully in-

cluded in the penalty functional. For instance, reproducing forces and binding energies

at the equilibrium geometry, it could be shown that extended and calibrated optimized

atom centered potentials (OACPs) can cure the lack of dispersion forces in commonly

used exchange-correlation (xc-) functionals [63, 64]. In this chapter, the generality

of OACPs is illustrated by addressing electron densities as molecular property. Zhao

et al. [65–67] have already shown for single atoms that a density penalty allows to

compute KS-orbitals, energies, and in principle also to extract the exact exchange-

correlation potential - if the reference density was exact and differencing large numbers

was not a problem. Here, the same scheme is applied to molecules but instead of ob-

taining orbitals and energies its usefulness is demonstrated by tackling other kinds of

problems within DFT based electronic structure theory. First, the approach is used for

the design of special link atoms for binding quantum to classical fragments in QM/MM

applications. Secondly, by the means of OACPs a given reference electronic density

computed with a certain amount of nonlocal exact exchange, using the B3LYP hybrid

functional [36, 68], is reconstructed within a standard local general gradient approxi-

mated (GGA) xc-potential calculation, using BLYP [35, 36].

Hybrid quantum mechanics/molecular mechanics (QM/MM) calculations have at-

tracted a lot of attention in recent years because of their ability to accurately treat at

the quantum level (QM-part) molecules or molecular fragments (containing hundreds

of atoms) embedded in a large environment (many thousands of atoms) which is de-

scribed classically (MM-part) [69, 70]. However, when the classical surrounding is

covalently bound to the quantum region, the problem of how to link the QM part to the
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MM region is encountered. A popular choice is to cap all boundary atoms by hydro-

gens, however, this often leads to a distortion of the electronic density [71]. Several

research groups proposed to design special capping effective potentials to reduce this

effect [72–75]. Recently, a general scheme to fit pseudopotential parameters in order

to reproduce model system properties such as bond lengths or charges has also been

introduced [76]. Alternatively, the frontier orbitals of the link atom which point into

the direction of the MM-region can be considered to be frozen [77, 78]. In this context,

it should be mentioned that there are also frozen density approaches avoiding the link-

ing atom problem by construction [79]. Here, it is proposed to optimize systematically

the capping ECPs at the QM/MM boundary using density functional perturbation the-

ory. Specifically, using perturbed electron densities it will be shown how to iteratively

minimize differences in electron density between the QM region and an all-atom QM

reference calculation.

In the second application the performance of GGA based DFT functionals using

OACPs is attempted to be improved. Often, hybrid functionals like B3LYP are able to

yield a more accurate description of molecular systems [80] and reaction profiles [81]

than calculations using the GGA such as e.g. BLYP. Especially transition states are de-

scribed significantly better when exact exchange is included in the xc-functional [29].

Unfortunately, the inclusion of exact exchange, such as it is necessary for B3LYP DFT

calculations, into the wavefunction optimization algorithm increases the computational

cost for plane wave calculations typically by one order of magnitude. As a solution to

this problem it is proposed to use specially designed OACPs within the BLYP DFT

level of theory in order to rebuild the electronic density from a corresponding B3LYP

reference calculation of the same molecular system. Therefore, it is investigated how

the OACP-method responds to the question of how the external potential has to be

modified in order yield an electron density maximally close to an unmodified external

potential plus the nonlocal B3LYP xc-potential. As molecular test systems for this ap-

plication, water and acetic acid, which are two ubiquitous solvent molecules and which

can act simultaneously as hydrogen bond acceptors and donors, have been chosen.
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3.2 Methods and computational details

The basic idea of the approach has been introduced in Ref. [63] and is outlined here

in more detail. The method employs the iterative minimization of a penalty functional

P by variational tuning of a certain number of ECP parameters. The way the penalty

functional is designed determines which molecular property will be optimized. Usually

it represents the difference of selected physical properties, e.g. the electronic density

and its higher moments, computed with a given set of values for the ECP parameters

(which is denoted by σi), with respect to a reference system which can be computed

at any level of theory. Thus, the minimization of P ({σ i}) (which may depend on all

quantities that can be expressed via the KS-orbitals of the system) allows to approach

as much as possible an arbitrary reference - within the limits of the chosen functional

form of the ECP approach. In principle, this approach can be applied to any molecular

property such as the electronic density n(r), its multipole moments, ionic forces, as

well as the total energy. For the applications of this chapter, P ({σ i}) is chosen to

depend only indirectly on the set of parameters {σ i} through the electronic density.

Without any loss of generality, the procedure is illustrated supposing a simple func-

tional form only dependent on the electronic density n(r) = ∑N
k=1 |φk(r)|2, where N is

the number of occupied KS-orbitals φk,

P [n(r,{σi})] =
Z

d3r w(r) F (n(r)) , (3.1)

where F is a simple function of the density. The weighting function w(r) can be used

to restrict the integration to a certain volume or to certain atoms only. The minimiza-

tion of Eq. (3.1) is performed by following the gradient of P with respect to the ECP

parameters σ j:
dP
dσ j

=
Z

d3r w(r)
∂F
∂n

(r)
dn
dσ j

(r). (3.2)

The derivatives dn(r)/dσ j, which will be denoted n(1)
j (r), represent the linear change

in the electronic structure of the system which is induced by a variation of one of the

ECP parameters σ j �→ σ j +dσ j:

n(1)
j (r) =

N

∑
i=1

[φ∗(0)
i (r)φ(1)

i j (r)+ φ∗(1)
i j (r)φ(0)

i (r)]. (3.3)
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Here, the perturbed orbitals φ(1)
i j denote the linear change of orbital i due to a small

variation of parameter σ j. This linear density response can be computed through den-

sity functional perturbation theory, where the perturbation Hamiltonian is given by the

change in the ECP due to the variation of σ j,

Ĥ ′
j =

∂V̂ ECP({σi})
∂σ j

. (3.4)

Eq. (3.4) has been implemented into the program CPMD [82]. Eq. (3.4) is applied

to each orbital within the implementation of a general variational density functional

perturbation theory module [43] in order to determine the vector of response densities{
n(1)

j (r)
}

. Following the gradients of Eq. (3.2) until convergence of the penalty P

[Eq. (3.1)] that set of ECP parameters {σ i} is determined which represents best the

OACP corresponding to the chosen penalty. To implement Eq. (3.4) analytical ECPs

as the one introduced by Goedecker et al. [56] are used. The latter consist of a local

V loc(r) and of a sum of nonlocal parts V nl
l ({σi},r,r′) with specific projectors for each

angular momentum channel l:

V ECP
I (r,r′) = V (loc)(r)δ(r− r′)+∑

l

V (nl)
l (r,r′). (3.5)

V (loc)(r) =
−Zion

r
erf

[
r

rloc
√

2

]
+ exp

[
− r2

2r2
loc

]
×(

C1 +C2

(
r

rloc

)2

+C3

(
r

rloc

)4

+C4

(
r

rloc

)6
)

. (3.6)

V (nl)
l (r,r′) =

+l

∑
m=−l

Ylm(r̂)
3

∑
j,h=1

plh(r)h
(l)
h j pl j(r′)Y ∗

lm(r̂′). (3.7)

where plh(r) ∝ rl+2(h−1)exp(−r2/(2r2
l )), r = |r−RI| on the position RI of nucleus I,

r̂ is the unit vector in the direction of r, and Ylm denotes a spherical harmonic. The

parameters {rloc,C1,C2,C3,C4,h
(l)
h j ,rl , ...} span the parameter space {σi}, its dimen-

sionality being determined by the largest angular momentum component of the ECP.

One could also have investigated the effect of optimizing additional larger angular mo-

mentum channels, not included in the conventional ECP. For example for carbon or

oxygen the ECP series can be safely truncated at the first l-term not contained in the

core. However, in this chapter the optimization of the ECPs is restricted in all cases to
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the already existing parameters defining an ECP of a second row atom such as carbon

or oxygen. In contrast, in the dispersion forces related study of chapter 4, the optimiza-

tion uses only parameters defining an additional angular momentum channel, being

introduced solely for the purpose of the optimization. The explicit form of Eq. (3.4) for

all first and second row elements is presented in the appendix at the end of this thesis.

For the first two applications described in detail in the next section, it was chosen

to optimize electron densities as molecular properties. In full analogy to Eq. (22) in

Ref. [66] the following penalty functional - being closely related to the accuracy of a

description - has been used

P [n(r)] =
Z

d3r w(r)
∣∣nref(r)−n(r)

∣∣2 , (3.8)

with individual weighting functions w(r) and appropriate reference densities n ref(r).

According to Eq. (3.2) the gradient of Eq. (3.8) with respect to an ECP parameter σ j is

given by

dP [n(r)]
dσ j

= 2
Z

d3r w(r) n(1)
j (r)

(
n(r)−nref(r)

)
. (3.9)

All calculations have been carried out using CPMD [82] at an orbital plane wave

cutoff of 100 Ry with the isolated system Poisson solver according to Ref. [83]. As

pseudopotentials the BLYP ECPs from Goedecker et al. [56] have been used for all

calculations in this chapter, including the B3LYP reference calculations. B3LYP ECPs

have not been used because first of all the choice of the reference is purely arbitrary -

any reference can be used. Furthermore, it is the intention of this study to measure if

the OACPs can account for the isolated impact on the electron density due to a change

in the xc-functional. Therefore, if B3LYP ECPs had been used, the OACPs would have

to account for both, the difference in the functional and the difference in the ECPs.

However, by doing so the B3LYP calculations can not be compared to ’pure’

B3LYP calculations from literature. For the purpose of this thesis, the absolute ac-

curacy of the reference is of minor importance.



32 CHAPTER 3. OPTIMIZATION OF MOLECULAR PROPERTIES

3.3 Results and discussion

3.3.1 QM/MM link atom optimization

As a first application, it is addressed how to design optimal intramolecular link atoms

between quantum and classical regions in QM/MM simulations where typically a C-C

bond is cut. The substitution of a real carbon atom within a macromolecule by a so-

called link atom, designed to saturate the open valence, inherently leads to a distortion

of the electronic density in the QM neighborhood of the link atom. The aim is to

investigate if one can minimize this perturbing effect of the artificial QM/MM bond

cleavage on the electronic density in the QM region by applying this scheme to identify

an OACP for the link atom.

As a model system for the link atom optimization acetic acid has been chosen where

the methyl group is replaced by a link OACP, and the weighting function w(r) is chosen

such as to restrict the integration volume in Eq. (3.8) to the union of spheres of radius

of 1.5 Å (corresponding roughly to a C-C bond length) centered on each atom, while

on the linking nucleus the corresponding radius is only 0.7 Å. By doing so, from the

penalty functional P link the necessarily different electron density of the methyl group

is excluded while the rest of the QM region is part of the integration volume.

Table 3.1: Calculated total permanent dipole moments |µ| for geometrically fixed R-

CO2H. R = CH3 corresponds to full QM acetic acid, Dopt is a link OACP replacing the

CH3 group, H indicates hydrogen capping, D con is an empirically optimized monova-

lent link carbon atom which reproduces a H3C-CH3 bond length [75], and F corre-

sponds to fluorine capping. All values are in Debye.

R CH3 Dopt H Dcon F

|µ| 1.70 1.32 0.69 3.10 2.31

Using a gradient based optimization technique, P link has been minimized in the

space of all ECP parameters of the capping atom to identify the OACP. The results

for calculated total permanent dipole moments are presented in table 3.1. Acetic acid

has been investigated using four different replacements for the methyl group: an op-
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timized heptavalent ECP, hydrogen capping, an empirically modified monovalent link

atom [75] based on a carbon ECP, and fluorine capping. In comparison to the full

QM calculation of acetic acid, the OACP Dopt closely reproduces the total dipole mo-

ment, while all alternatives yield rather unsatisfying results. The small dipole moment

in the case of hydrogen saturation reflects the fact that the hydrogen 1s electron is

less polarizable by the electron attracting −CO2H group than the methyl group. In

contrast to that, when using a conventional empirically adjusted monovalent linking

carbon atom or fluorine capping the dipole moment is overestimated and inverted. Es-

pecially a wrong dipole moment often constitutes one of the major sources of errors

at the boundary of QM/MM calculations. Furthermore, an accurate description of the

QM/MM boundary makes it possible to reduce the size of the QM region, thereby al-

lowing a decrease in computational cost. The scheme presented here can easily be

implemented into an automatic procedure for the generation of optimal link ECPs for

arbitrary chosen reference situations.

Figure 3.1: LEFT to RIGHT: Isosurfaces of some occupied KS-orbitals of the full

acetic acid (lower row) and of the link atom acetic acid (upper row).

In Fig. 3.1, KS-orbitals are depicted for acetic acid with and without the linking

atom. While in the first column the regions of the orbital which is located on the

acidic group still resemble each other significantly, it becomes clear that for the other

columns, the parts located on the carboxy group differs substantially. This indicates
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significant changes in the electronic structure. These results suggest that also other

properties, such as orbitals and eigenvalues, should be considered to be taken into

account. A way out of the specific problem illustrated in Fig. 3.1 would hence be

provided by an extended penalty functional which includes explicitly differences in a

set of chosen orbitals {φi} (intuitively the frontier orbitals):

P extended = P [n]+P [{φi}] (3.10)

It becomes also clear, that mimicking a whole methyl group by a single atom centered

potential is not straightforward and has - even if the electron density is optimized -

still a substantial potential to perturb the electronic structure, and hence reactivity for

instance, significantly.

3.3.2 B3LYP density reconstruction using BLYP

Using the same approach, OACP parameters have been determined for all heavy atoms

in water and acetic acid which yield a density as close as possible to the reference elec-

tron density within a pure DFT BLYP functional calculation. I.e. the OACPs are able to

reproduce the chosen reference electronic density with the smallest least square error.

In principle, one could have taken as a reference an electron density originating from

any level of theory, such as Møller-Plesset or coupled cluster calculations. However,

for the reason of simplicity, we have chosen a B3LYP electron density. Instead of a ref-

erence electron density one could also use other molecular properties, e.g. ionic forces

(geometry) or KS-eigenvalues for the construction of the penalty functional. Here,

the simplest form of a penalty functional is used, Eq. (3.8), which imposes an approxi-

mate reconstruction of the electron density obtained from a B3LYP calculation, namely

nref = nB3LYP. The ECP parameters of all oxygen and carbon atoms have been taken as

variables and have been used to minimize Eq. (3.8) at the original B3LYP-optimized

geometry.

For the oxygen and carbon ECPs in water and acetic acid, the progressive mini-

mization of the penalty in its high dimensional parameter space is shown as a function

of only σ1 [rloc in Eq. (3.6)] in Fig. 3.2. σ1 represents approximatively the core radius

of the ECP. It is interesting to note that there seems to be a general trend to decrease σ 1
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Figure 3.2: History of the minimization of the density penalty as a function of σ 1 of

oxygen in water and acetic acid and of carbon in acetic acid.
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in order to reproduce the B3LYP xc-functional better, independently of the atom type

or the molecule. This seems to be in consistence with the common experience that the

repulsive potential for B3LYP is steeper than for BLYP. Throughout the minimization,

while also all the other ECP parameters (not shown in Fig. 3.2) vary only by a few

percents, P decreases to roughly one third of its initial value.

The penalty functional in Fig. 3.2 decreases to only a third of its initial value. This

indicates that the flexibility in parameter space is not yet exhausted and that inclusion

of more parameters might even still improve the minimization.

Furthermore, one should note that - as one would expect - the optimized parameters

of the same atom type in different chemical environments adapt in a slightly different

manner, relaxing thereby the criterion of transferability. For example, the OACP of
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a carbon atom in a carboxy group or in a methyl group differ slightly. However, as

presented in Fig. 3.2, the final core radii σ1 of the two carbon or oxygen atoms in

acetic acid differ only by less than 1%. This suggests a certain transferability of a

common atom type B3LYP-OACP to different hybridization states.

Table 3.2: Deviation ∆ with respect to the B3LYP results for calculated total dipole

moments |µ|, RESP charges qRESP, bond lengths dO-H and angles for water. Dipole

moments are in Debye, charges are in atomic units, and angles are in degrees.

Method ∆ |µ| ∆ qRES
O ∆ qRES

H ∆ dO-H ∆ � HOH

BLYP 0.038 0.022 0.011 0.018 0.9

BLYP+OACP 0.010 0.009 0.004 0.016 0.3

In Tables 3.2, 3.3, and 3.4, the deviations of several quantities which are derived

from the electronic density with respect to the corresponding B3LYP results are pre-

sented for comparison. Dipole moments, atomic restrained electrostatic potential de-

rived charges (RESP [84]) and geometries of water and acetic acid have been computed.

Figure 3.3: The labeling of the atoms in acetic acid for table 3.3.

Table 3.3: Deviation ∆ with respect to the B3LYP results for calculated RESP charges

qRESP for acetic acid: H3C(5)C(4)O(3)O(2)H(1) (precise labeling in Fig. 3.3). All values

are in atomic units.
Method ∆ qRESP

C(5) ∆ qRESP
C(4) ∆ qRESP

O(3) ∆ qRESP
O(2) ∆ qRESP

H(1)

BLYP 0.011 0.016 0.011 0.016 0.011

BLYP+OACP 0.001 0.017 0.006 0.005 0.000
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A systematic tendency is observed for all considered properties to approach the

B3LYP values. With respect to the B3LYP results, static electronic properties such

as dipole moments and RESP charges improve in general by an order of magnitude.

Interestingly, the RESP charge on the carboxy carbon atom does not change. It is

suspected that this exclusive behavior is due to the somewhat more complex electronic

structure surrounding this carbon atom having three σ- and one π-bond.

Table 3.4: Deviation ∆ with respect to the B3LYP results for calculated dipole moment

along the molecular axis (µz) and the O-H bond length dO-H for acetic acid. Dipole

moments are in Debye, distances are in atomic units.

Method ∆ µz ∆ dO-H

BLYP 0.016 0.017

BLYP+OACP 0.002 0.012

Here, one should point out that due to the significant improvement in the description

of the charge distribution obtained using OACPs together with a GGA xc-functional,

also a more accurate description of hydrogen bonds should be possible. Therefore the

interaction energy (E int = EDimer - 2*EMonomer) of the water and of the acetic acid

dimers has been computed. The deviation with respect to the B3LYP results decreases

in the case of the water dimer from 0.38 to 0.20 kcal/mol and in the case of the acetic

acid dimer even from 0.97 to 0.03 kcal/mol.

But to account fully for properties other than those which are directly derived from

the electron density, a more suitable penalty needs to be defined which includes prop-

erties such as energies or ionic forces explicitly. This statement is illustrated by table

3.5 where bond lengths after and before the optimization are shown. Upon inclusion

of the OACPs, the bond lengths change remain practically unchanged. Also, proton

affinities have been determined for water and acetic acid. They are given in table 3.6.

Upon inclusion of the OACPs, also in the case of the proton affinities the values change

only very slightly. Interestingly, they change in the opposite direction with respect to

the reference results.

The great advantage of the use of the OACP-BLYP scheme instead of the ECP-
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Table 3.5: Bond lengths d for acetic acid H3C(5)C(4)O(3)O(2)H(1) (precise labeling in

Fig. 3.3) in Å.

Method dO(2)−C(3) dO(3)−C(3) dC(4)−C(3) dC(4)−H

B3LYP 1.265 1.260 1.561 1.095

BLYP 1.276 1.275 1.574 1.099

BLYP+OACP 1.277 1.271 1.574 1.100

Table 3.6: Proton affinities for water (wat) and acetic acid (acac) at fixed geometry

being optimized for the protonated species. For acetic acid, also the deprotonated

species has been optimized (acac-geo). All values are in a.u..

Method wat acac acac-geo

B3LYP -0.6279 -0.5803 -0.5647

BLYP -0.6212 -0.5758 -0.5612

BLYP+OACP -0.6218 -0.5761 -0.5761

B3LYP scheme lies in the decrease of the computational cost, which within plane wave

calculations is one order of magnitude when BLYP is used instead of B3LYP. Using

CPMD [44] on one CPU of an AMD OPTERON (244 1.8 GHz 4GB Memory) work-

station an average wavefunction optimization step of acetic acid in a 8*8*9 Å 3 box at

a wavefunction cutoff of 100 Ry took ≈ 80 s using B3LYP and ≈ 7.8 s using BLYP.

3.4 Conclusions

A novel iterative method has been presented for tuning on a molecular level parameters

of analytic ECPs in electronic structure calculations by means of minimizing a suitably

defined penalty functional. The penalty consists of an appropriate and differentiable

function of the electronic density, and is constructed in such a way as to penalize devi-

ations from a given reference calculation. This approach has been implemented in the

plane wave pseudopotential code CPMD [82].

The potential of the method has been illustrated by means of two applications.
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First, an OACP has been constructed for a link atom for bond cuts in QM/MM schemes

which minimizes the perturbation of the QM region using an electron density penalty to

quantify the differences between a full QM calculation and a QM/MM calculation. The

error on the quantum region introduced by the use of link atoms can thus be generally

minimized within this scheme. The minimization of the error has been demonstrated

by obtaining a correct dipole moment even when the QM/MM boundary is included.

The approach is general enough to be used in order to automatically obtain the optimal

capping OACP for any kind of bond by minimizing the above mentioned penalty in-

side the quantum region. Therefore, using OACPs, the polarity of the QM/MM bound-

ary can be conserved, which is important for the accuracy of the QM/MM approach.

Furthermore, it is conceivable to reduce the size of the QM region because of the in-

creased accuracy of the description of the QM/MM bond, thus allowing for a decrease

in computational cost. Hence, the scheme presented here can be used for an automatic

procedure to generate optimal link ECPs.

As a second application an electronic density computed with the B3LYP functional

has been reconstructed within an OACP-BLYP calculation. Significant improvements

for electrostatic properties such as dipole moments, RESP charges, and dimer interac-

tions could been demonstrated. The results suggest that any kind of electron density

corresponding to a given potential of arbitrary complexity can be approximately recon-

structed by using the suggested scheme of tuning the external atom centered nonlocal

potential represented by the OACPs. This is of interest for the well known quest for

better approximations to the unknown yet existing exact exchange-correlation poten-

tial. Further calculations of this kind are being pursued - with more accurate refer-

ence methods, such as explicitly correlated approaches. Considering the decrease of

computational cost, in the special case of B3LYP the use of OACPs seems to be very

promising to carry out more accurate ’B3LYP-emulating’ condensed phase plane wave

calculations. However, while the assessment of the transferability of these OACPs with

respect to other atoms or dynamical effects is beyond the scope of this study, the limit

of the density penalty has been illustrated. Molecular properties, such as nuclear forces

or hydrogen affinities, which depend only implicitly on the electron density can not

necessarily be expected to be improved upon inclusion of OACPs which have been cal-
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ibrated within the context of a density penalty minimization. A density penalty using

an exact (from experiment or from most accurate quantum chemical calculations) ref-

erence density should allow the construction of a fitted approximating atom centered

xc potential with minimal deviation from the exact xc potential.

We conclude that with the use of OACPs in molecules the external potential can

be tailored to special purposes. The inherent technical advantage of this approach

consists in the fact that the computational cost is not increased because the standard

pseudopotential machinery as it is implemented in most plane wave electronic structure

codes can be used. Since molecules consist of atoms, it is also legitimate to use series

of atom based optimized potentials as a correction to the external potential to meet

additional requirements for the description of molecular systems. It has been shown

that the question of transferability has to be treated with caution and it is clear that

transferability is not guaranteed by default.

This general scheme can also be applied to other purposes by using other refer-

ences, more complex tailor-made penalty functionals, and extended functional forms

of the OACPs.



Chapter 4

London dispersion forces

The great tragedy of science is the slaying of a

beautiful hypothesis by an ugly fact.

Thomas Henry Huxley (1825-1895)

Abstract

An effective atom-centered nonlocal term is introduced in the Hamiltonian as a correc-

tion to the exchange-correlation potential in order to cure the lack of London dispersion

forces in standard local Density Functional Theory (DFT) calculations. Calibration of

this long-range correction is performed using Density Functional Perturbation The-

ory and an arbitrary reference. Without any prior assignment of types and structures

41



42 CHAPTER 4. LONDON DISPERSION FORCES IN DFT

of molecular fragments, corrected generalized gradient approximation DFT calcula-

tions yield correct equilibrium geometries and dissociation energies of argon-argon,

benzene-benzene, graphite-graphite, argon-benzene, and H 2-benzene complexes.

4.1 Introduction

London dispersion forces are crucial for many fundamental molecular processes such

as the interactions between rare gas atoms, the formation of tertiary and quaternary

structures of biomolecules, the packing of molecular crystals, and the intercalation of

drugs into DNA, to name only a few. These forces belong to the group of weak long

range van der Waals (vdW) forces: they represent the attractive interaction between self

induced instantaneous multipole moments of ground state electron distributions [85].

Despite their obvious importance, it is not yet generally possible to correctly describe

these nonlocal correlation effects within DFT calculations with purely local exchange-

correlation functionals [86–89]. Introduction of non-locality into a “vdW-functional”

as proposed in Ref. [90, 91] or by electron density partitioning [92] can abolish this

deficiency but usually implies the artificial assignment of molecular fragments. Alter-

natively, Kohn et al. [89] or Misquitta et al. [93] proposed a general scheme for the

explicit perturbation calculation of dispersion forces in DFT but only at prohibitive

computational costs. As a consequence, empirical atom-atom based correction terms

of the C6/R6-type are frequently used instead [88, 94]. Though very successful in

many cases [95], preliminary calculations and validations are necessary to determine

the values of these C6 coefficients. In addition, for each pair of fragments or atom types

individual damping functions have to be identified to account for the correct repulsive

short-range behavior; rendering this approach somewhat cumbersome. Furthermore,

empirical atom-atom potentials solely act on the ionic cores and do not influence the

electronic structure, i.e. they do not correct any electronic properties.

Here, it is proposed to construct an effective potential consisting of optimized non-

local higher angular momentum dependent terms for all atoms in the system in order

to compensate for the absence of dispersion forces in the generalized gradient approx-

imation (GGA) functional. Thus, instead of approximating the attractive long range
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electron density correlation by an atom-atom interaction, vdW forces are modeled by

an atom-electron interaction, mediated by appropriate nonlocal atom centered potential

projectors which are obtained from the optimization scheme. This additional atom cen-

tered contribution is grouped together with the employed exchange-correlation poten-

tial to form an extended exchange-correlation potential, v̂ extended
xc = v̂GGA

xc + ∑I v̂correct
I .

Where the correcting term sums over all atoms I. For the calibration of the atom-

centered effective potentials, accurate large basis set MP2 results for typical weakly

bonded systems are used as a reference. To this purpose, molecular complexes have

been chosen which are well known to be bonded solely due to dispersion forces. The

GGA functional BLYP [35, 36] is used, and MP2 as a reference. This is an arbi-

trary choice, the approach could equally well be applied in the context of any other

exchange-correlation functional and any other arbitrarily exact reference. In this chap-

ter, references at the MP2 level of theory are considered to be a reasonable compromise

between accuracy and computational cost. High accuracy methods like coupled cluster

theory or SCF response methods (e.g. coupled perturbed Hartree-Fock) are desirable as

benchmarks, but unfortunately, for larger systems, theoretical treatments beyond MP2

rapidly become computationally intractable.

Specifically, the dispersion interaction between benzene dimers, graphene sheets,

rare gases, rare gas plus benzene, and hydrogen plus benzene have been studied. These

systems have been chosen because they constitute well known vdW complexes which

have been difficult to describe from first principles.

4.2 Methods and computational details

In electronic structure theory atomic effective core potentials (ECPs) represent the po-

tential of nuclei and their core electrons [47, 49]. In particular, DFT calculations us-

ing plane wave basis sets are unfeasible without this technique. Initially introduced

in an empirical form 1970 [52] and later in a first-principles formulation [54], ECPs

have been subject to continuous development ever since [39]. Recently, Goedecker et

al. [57] published a library of analytic, separable, norm conserving ab initio pseudopo-

tentials, which contain local and nonlocal, angular momentum l dependent, terms of
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the form V ECP(r,r′) =V (loc)(r)δ(r−r′)+∑l V (nl)
l (r,r′). Their local part consists of an

errorfunction and a Gaussian while the nonlocal terms consist of Gaussian-type radial

projectors p for each angular momentum channel l,

V (nl)
l (r,r′) =

+l

∑
m=−l

Ylm(r̂)
3

∑
j,k=1

plk(r)h
(l)
k j pl j(r′)Y ∗

lm(r̂′). (4.1)

where plh(r) ∝ rl+2(h−1)exp(−r2/(2r2
l )), r = |r−RI| on the position R of nucleus I,

r̂ is the unit vector in the direction of r, and Ylm denotes a spherical harmonic. The

parameters {...,h(l)
k j ,rl , ...} of these pseudopotentials (called {σ i} in the following) are

generated by iteratively minimizing a penalty functional which expresses the deviations

of the Kohn-Sham (KS) pseudoorbitals from their all-electron counterparts.

The spirit of this generation procedure has motivated us to design optimized atom-

centered potentials (OACPs) by considering not only atomic but also complex molec-

ular electronic properties as target quantities in the penalty functional. Here, an anal-

ogous iterative minimization of a penalty functional (P ) is performed, where P is de-

signed in such a way that it penalizes deviations from molecular properties (e.g. the

electronic density) with respect to experimental or theoretical references.

The penalty functional P ({σi}) may depend on all quantities that can be expressed

in terms of the KS-orbitals. It can thus describe any arbitrary molecular property such

as electronic densities n(r) and multipole moments as well as ionic forces F Ions or

energies. Therefore, P depends only indirectly (i.e. via the KS-orbitals) on the ECP

parameters {σi}.

In this way an additional atom centered potential can be introduced that has for-

mally the same form as the ion-electron interaction potential, i.e. a linear combination

of atom centered nonlocal potentials. It can thus be treated with the usual computa-

tional machinery at negligible additional cost. However, the number and magnitude

of all the parameters of this nonlocal OACP potential are freely tunable; the potential

can e.g. be chosen to act on a different characteristic length scale than the localized

electron-core interaction. This approach is therefore in close analogy to the optimized

effective potential (OEP) method in DFT [23, 58–62] where an orbital dependent ex-

ternal effective potential is optimized. In the case that P is designed to minimize the

total energy of the system the scheme introduced here can be reduced to OEP.
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The procedure is illustrated using a functional form only dependent on the elec-

tronic density n(r) = ∑N
k=1 |φk(r)|2, N being the number of the occupied KS orbitals

φk.

P [n(r,{σi})] =
Z

d3r w(r) F (n(r)) , (4.2)

with a weighting function w and a penalty function F . Eq. (4.2) is minimized by

following the gradient of P with respect to the parameters σ j:

dP
dσ j

=
Z

d3r w(r)
∂F
∂n

(r)
dn
dσ j

(r). (4.3)

The derivatives dn(r)/dσ j, which are denoted n(1)
j (r), represent the linear response of

the density induced by the parameter variation σ j �→ σ j + dσ j. This density response

can be computed through first order perturbation theory, where the perturbation Hamil-

tonian is given by the change in the effective potential due to the variation in σ j: Ĥ (1)
j =

∂V̂ ECP({σi})/∂σ j. The density functional perturbation theory module [43] of the pro-

gram CPMD [82] can be used to determine the vector of response densities {n (1)
i (r)}.

The penalty functional P in Eq. (4.2) has to be chosen specifically for each applica-

tion. To obtain an attractive London dispersion interaction, the penalty functional in

Eq. (4.2) is chosen to be a sum of energy dependent and ionic force dependent terms

(both functionals of the electron density):

P disp(Rref) = |E ref(Rref)−E(Rref)|2 +
Nions

∑
I

wI |FI(Rref)|2, (4.4)

where w(r) of Eq. (4.2) becomes ∑I wIδ(r−RI), wI =0 or wI = 1 select specific atoms

for the optimization process, and F I and E are the ionic forces and the energy of inter-

action at the reference geometry R ref, respectively. E ref corresponds to the reference

dispersion interaction energy. By tuning the height (σ 1 = h(l)
11 ) and the width (σ2) of

an additional projector [pl1(r) ∝ r2exp(−r2/(2σ2
2))], P disp is minimized in such a way

that the reference location and depth of the interaction energy minimum are reproduced

for the calibration system. The choice to augment the ECPs by calibrating only one ad-

ditional polarization channel for the dispersion forces is not crucial and could easily be

extended to other angular momentum channels. For all the DFT calculations presented

in this chapter, CPMD [82], a plane wave cutoff of 100 Ry, and the exchange-correlation

functional BLYP have been used.
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Table 4.1: Calculated static polarizabilities, quadrupole and dipole moments for BLYP

calculations without correction (BLYP), with DCACPs (BLYP+DCACPs), and MP2

calculations for comparison. bz represents benzene, and bz− Ar the benzene-argon

complex. All values are in atomic units.

Method αAr Qbz
1 ∆αbz

1 αbz−Ar
1 µz

bz−Ar

BLYP 12.30 -5.35 39.18 55.0 0.047

BLYP+DCACP 12.31 -5.50 38.45 58.1 0.035

MP2 11.152 -6.462 35.073 59.22 0.0372

4.3 Results and discussion

4.3.1 Calibration

As a test case, dispersion corrected atom centered potentials (DCACPs) have been

calibrated for carbon and argon. In the case of (aromatic) carbon, the benzene dimer

in its parallel sandwich configuration is used as a reference system (as presented in

the graph of Fig. 4.1) while for argon, the argon dimer is used (shown in Fig. 4.2). For

benzene wI was chosen to be zero in the case of hydrogen and one in the case of carbon,

while for argon wI = 1.

The resulting values for σ1 and σ2 create a weak long range attractive potential. In

the inset of the graph in Fig. 4.1 the applied additional projector for carbon p 11(r) is

plotted against r. It is interesting to note that the minimum of this attractive potential

lies at 3.3 Å which is close to the equilibrium separation. However, the magnitude

σ1 remains so small that e.g. the geometry of an isolated benzene monomer is not

distorted (the average changes of the bond lengths are only ≈ 0.01 Å). Moreover, elec-

tronic quantities of the monomers remain basically unchanged, e.g. the static polariz-

ability (α) of argon or the permanent quadrupole moment Q and the static polarizability

anisotropy (∆α = αyy - αzz) of benzene (Table 4.1).

1Q = 〈z2 − 1
2 x2 − 1

2 y2〉, ∆αbz = αbz
zz −αbz

yy, αbz−Ar = αbz−Ar
zz

2MP2 results from Ref. [96]
3MP2 results from Ref. [97]
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Figure 4.1: Calibration of the DCACP for carbon: potential energy curves of the energy

of interaction (Eint = Edimer-2Emonomer) are plotted for the benzene dimer in its sand-

wich configuration as a function of the distance z. © corresponds to BLYP, � to BLYP

+ DCACP, and squares to MP2 data from Ref. [98]. In atomic units the calibrated val-

ues of the additional p-channel for carbon are σ 1 = −0.00352 and σ2 = 3.280. In the

inset the additional p-channel projector p11(r) [Eq. (5.3)] is depicted in arbitrary units

as a function of r, the minimum is roughly at 3.3 Å.

4.3.2 Assessing transferability

Using the DCACPs, interaction energies have been computed for a T-shaped benzene

dimer configuration and for a slab made of two layers of graphene. The results are

presented in Fig. 4.3 and Fig. 4.4 and show an astonishing transferability of the cali-

brated DCACPs. For the T-shaped benzene dimer the results compare very well to the

corresponding MP2 calculations from Ref. [98] which use the same basis set as those

which have been used for the calibration in the sandwich configuration. In order to get

an idea of the performance of the correction when describing graphite the interaction
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Figure 4.2: Calibration of the DCACP for argon: potential energy curves of the total

energy of interaction (E int = EDimer-2EMonomers) are plotted as a function of the distance

z. © corresponds to BLYP, � to BLYP+DCACPs, the MP2 result [96] for the interlayer

distance and energy of interaction is marked by a cross. In atomic units the calibrated

values of the additional f-channel for argon are σ 1 = -0.002 and σ2 = 2.9.

energy of two graphene sheets have been calculated. To this end, 64 atoms have been

arranged in a slab made of two layers, and periodic boundary conditions have been

applied within the xy plane of the graphite sheets. The system was isolated in the z

direction which is normal to the planes. For graphene layers no MP2 data for compari-

son is available in the literature. However, the calculated equilibrium distance of 3.3 Å

and interaction energy of 32 meV/atom are in astonishingly good agreement with the

experimental interlayer distance and the experimental energy of interaction between

two graphene sheets, 3.35 Å and 35 ± 10 meV/atom [99], respectively. Using the same

setup as for the graphene single point calculations, results are presented for 0.7 ps NVT

Born-Oppenheimer dynamics at 300 K in Fig. 4.4. They confirm the findings that using
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Figure 4.3: Potential energy curves of the total energy of interaction (E int = Edimer-

2Emonomer) are plotted for the benzene dimer in its T-shaped configuration as a function

of the distance z. © corresponds to BLYP, � to BLYP + DCACP, and the squares to

MP2 data from Ref. [98]. Values for σ1 and σ2 as they resulted from the calibration in

Fig. 4.1.

the upgraded ECPs the average distance between the sheets is ≈ 3.3 Å while using only

BLYP the sheets simply dissociate, as expected from the purely repulsive interaction

energy curve.

In order to extend the assessment of the transferability to combinations of different

atoms, the benzene-argon dimer has been investigated. Without any further tuning

of the DCACP parameters, the potential energy curve for the benzene-argon dimer in

its C6v symmetry has been computed. The resulting curve is presented in Fig. 4.5

and reproduces the equilibrium distance and interaction energy of corresponding MP2

calculations [96]. Also electronic properties such as the static polarizability (α bz−Ar)

due to an electric field parallel to the C6v symmetry axis and the small permanent
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Figure 4.4: Potential energy curves of the energy of interaction (E int = Edimer-

2Emonomer) are plotted for the slab of graphite. © corresponds to BLYP, and � to

BLYP+DCACPs.The experimental value is marked by a cross [99]. In the inset the

averaged interlayer distance z is presented during first principles BO-MD using BLYP

(dotted) and BLYP + DCACPs (continuous).

dipole moment (µz
bz−Ar) induced by the mutual polarization of the monomers show

good agreement with MP2 predictions (Table 4.1). The inset in the graph of Fig. 4.5

depicts the difference of the electron density when DCACPs are used. The electron

density is decreased in the short range regions of the atoms and increased in the outer

core regions, mutually polarizing thus each moiety and leading to a small additional

electron density overlap. As a result weak bonding is obtained.

As another test case, the H2-benzene dimer has been studied. The potential energy

curve of interaction of the hydrogen molecule approaching the benzene plane along

the orthogonal C6v symmetry axis is given in Fig. 4.6. The results upon using the

DCACPs for carbon only compare very well with MP2 calculations from Ref. [96].
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Figure 4.5: For the benzene-argon dimer potential energy curves of the total energy of

interaction (Eint = Edimer-∑Emonomers) are plotted as a function of the distance z. ©
corresponds to BLYP, and � to BLYP+DCACPs. The MP2 result [96] for the inter-

molecular distance and energy of interaction is marked by a cross. In the inset the

C6v symmetry axis z is plotted versus ∆ =
R

dx dy (nnorm(r)−nopt(r)) (the differences

between integrated xy planes of the electron density of the benzene-argon dimer at

equilibrium distance computed with and without DCACPs). The dotted lines show the

position of the moieties: benzene (the molecular plane is perpendicular to z) is at 7.85

Å on the z axis, argon is at 11.26 Å.

All results indicate that no dispersion correction is necessary for the hydrogen atoms,

neither being in benzene nor in the H2 molecule.
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Figure 4.6: For the benzene-H2 dimer potential energy curves of the total energy of

interaction (Eint = Edimer-∑Emonomers) are plotted as a function of the intermolecular

distance z along the orthogonal C6v symmetry axis. © corresponds to BLYP, and �
to BLYP+DCACPs. The MP2 result [96] for the intermolecular distance and energy

of interaction is marked by a cross. DCACPs are only used for carbon, all hydrogen

atoms remain uncorrected.

4.4 Conclusions

All the results obtained in this chapter suggest that it is possible to correct for the lack of

electron correlation across low density regions with dispersion-optimized atom based

effective potentials. For several reasons this scheme seems to have advantages with

respect to the usual empirical corrections. First, the improved static electronic proper-

ties (dipole moment, quadrupole moment, and polarizability) indicate that due to the

non locality of the ECP projectors, the valence wavefunctions reproduce more of the

characteristics of dispersion interactions than a simple additive atom-atom based cor-

rection. Secondly, properly calibrated and transferable atomic DCACPs do no longer
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need any artificial a priori assignment of interacting groups or atoms. Thirdly, viewing

the additional correcting potential as a small perturbing field in the outer molecular

region, it is clear that mutual polarization of moieties is obtained as well as small addi-

tional density overlap. Both phenomena are expected to lead to an attraction as well as

to be very sensitive to slight modifications in the electronic structure. This implies that

the correction might be able to adapt for all kinds of variations in the electronic struc-

ture, such as the change of the state of hybridization. Hence, this correction scheme

has the potential to be highly transferable.

A possibility has been shown to generally include dispersion forces in all DFT first

principles calculations at essentially no additional cost. It is concluded that the scheme

to optimize effective atom centered potentials can be used to improve the description

of molecular properties within DFT. The potential of the method has been illustrated

by means of successfully modeling attractive long range vdW forces within DCACP

based GGA DFT calculations.
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Chapter 5

Transferability of dispersion

corrected atom centered

potentials

It is nobler to declare oneself wrong than to insist on being right - especially when one

is right.

Friedrich Nietzsche (1844 - 1900), (Thus Spoke Zarathustra)

Abstract

Recently, a novel scheme has been introduced for optimizing atom based nonlocal

external potentials within the framework of density functional theory (DFT) in order

to systematically improve the description of molecular properties [Phys. Rev. Lett.

55
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93, 153004 (2004); J. Chem. Phys. 122, 14113 (2005)]. In this chapter, a small li-

brary of dispersion corrected atom centered potentials (DCACP) is presented for the

atoms C, Ar, Kr, and Br. To this end, DCACPs are calibrated in order to reproduce

the equilibrium distance and binding energy of MP2 potential energy surfaces of the

weakly-bonded homo dimers: Ar2, Kr2, and (Br2)2. In all cases studied, using DFT

with the generalized gradient approximation functional BLYP, and the DCACPs, the

influence of dispersion forces on equilibrium and transition state geometries, interac-

tion energies and transition barriers can be reproduced in good agreement with MP2

calculations and without any significant increase in computational cost. The transfer-

ability of the DCACPs to other systems is assessed by addressing various systems: (i)

ideal van der Waals clusters of the type ArnKrm (∀ n, m = {0,1,2,3,4} and 2 ≤ n+m

≤ 4), (ii) the effect of DCACPs on covalent bonds and conformers of the hydrocarbon

molecule cyclooctatetraene which features a system of π-bonds, (iii) the competition

of simultaneous electrostatic and dispersion forces for the equilibrium structure and

transition states of the hydrogen bromide dimer (HBr) 2. In all cases, the performance

of the DCACPs is remarkably good.

5.1 Introduction

Weak long range dispersion forces have a purely quantum origin: they represent the at-

tractive interaction between self induced instantaneous multipole moments of isolated

ground state electron distributions [85]. These forces are of crucial importance in na-

ture because they influence many fundamental inter and intra molecular phenomena

such as the interactions between rare gas atoms, surface adsorptions, melting and boil-

ing points, heats of sublimation, hydrophobic interactions, solvation effects, confor-

mational properties of macromolecules (for instance the tertiary and quaternary struc-

tures of biomolecules such as proteins or DNA), molecular recognition, the packing of

molecular crystals, intercalation of drugs into DNA and π-π stacking effects, to name

only a few. Recently, it has been shown that also macroscopic phenomena, such as

the adhesion of gecko setae on surfaces, can be attributed solely to dispersion inter-

actions [100–102]. However, while some density functional theory (DFT) exchange-
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correlation potentials show spurious binding for van der Waals (vdW) complexes, it is

not yet generally possible to describe correctly vdW interactions within DFT using the

local density approximation (LDA), the generalized gradient approximation (GGA) or

even the - on average more accurate - hybrid exchange-correlation functionals [29, 86–

88, 95, 103]. In view of the ubiquitous nature of these forces the incorrect description

of weak long range interactions constitutes a serious failure of the many conventional

approximations to the exact exchange-correlation potential in DFT.

Introduction of non-locality into a “vdW-functional” as proposed in Ref. [90, 104,

105] or by electron density partitioning [92] can abolish this deficiency but usually

implies the arbitrary assignment of molecular fragments. Alternatively, Misquitta et

al. [93] or Kohn et al. [89] proposed more general schemes which include dispersion in

DFT but only at increased computational cost. As a consequence, empirical atom-atom

based correction terms have been proposed and assessed [88, 94] using C 6 coefficients

in the London C6/r6 asymptotic expression for the dispersion energy. Besides the

fact that again fragments need to be assigned, these simple empirical corrections suf-

fer from the fact that for each pair of fragments individual damping functions have

to be identified to allow for the correct repulsive short-range behavior. Furthermore,

preliminary calculations and assessments of appropriate C6 coefficients are necessary

requiring for instance computationally more demanding time dependent DFT calcula-

tions [106]. Moreover, the electronic structure remains uncorrected by the use of this

pair potential based correction, or, even worse, might be distorted by the artificially

restrained geometries.

Recently, effective atom centered potentials have been optimized with respect to

molecular references within the framework of first principles electronic structure cal-

culations [63, 107]. The scheme was successfully applied to cure the lack of dispersion

forces in standard DFT exchange-correlation functionals. In analogy to the effective

core potential (ECP) approach, the functional form of the atom centered potentials was

chosen to be identical to the analytic pseudopotential by Goedecker et al. [56, 57] but at

a different range. These Gaussian-based norm conserving dual-space pseudopotentials

are separable and nonlocal. In the case of ECP generation their parameters are obtained

for each atom by iteratively minimizing a penalty functional, which expresses the de-
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viations of ECP-generated Kohn-Sham (KS) valence orbitals from their (relativistic)

all-electron counterparts. For the purposes of this chapter, this approach has been gen-

eralized to molecules and a wider range of penalties. The functional form of the ECPs

is being retained for the following reasons: (i) the analytical form allows a rigorous

differential approach for their optimization, (ii) the nonlocal form can inherently cast

the nonlocal character of dispersion forces, (iii) no significant additional computational

cost emerges upon extension, and (iv) it is user-friendly to include dispersion forces in

DFT calculations by simply adding calibrated parameters to an ECP file. Hence, for

this approach the molecular point of view is included into the design of an optimized

atom centered potential (OACP).

The OACPs obtained in such a way can improve the total Hamiltonian at the spe-

cific level of theory - if a suitable molecular reference can be defined for calibration.

For DFT as electronic structure method, one can make use of density functional per-

turbation theory for a gradient based optimization of the OACPs [107]. In particular,

in order to remedy the failure of most GGA DFT calculations to describe London

dispersion forces, it was proposed to calibrate ’dispersion corrected’ atom centered

potentials (DCACPs) [63]. Specifically, the extended KS-Hamiltonian reads Ĥ KS
ext =

Ĥ KS + ∑IV
SGl+1
I . Where the additional nonlocal potential V

SGl+1
I centered on every

atom I corresponds to an additional angular momentum channel l + 1 with the same

functional form as the ECP by Goedecker et al. [56]. V
SGl+1
I needs to be ’dispersion

calibrated’ for every atom type with the help of the potential energy surface (PES) of a

suitable, typically homo nuclear, vdW complex as a reference system. The interference

between the DCACPs and the ordinary ECPs is minimized by the fact that they act at

different ranges in space: the ECPs are strongly limited to the atomic core regions of

the molecule while the DCACPs act at longer range. Furthermore, in order to describe

weakly bonded systems the magnitude of the additional correcting potential can be kept

very small.

Here, a small library of DCACPs (for C, Br, Ar, and Kr) is provided, which can be

used within BLYP DFT, and their transferability is assessed for a variety of geometries,

systems and interaction types. To this end, a simple procedure is followed to minimize a

given penalty with respect to a reference. As a reference large basis set MP2 interaction
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energy curves have been computed for typically homo nuclear supermolecular vdW

complexes. In the case of DCACPs, an intuitive functional form has been chosen for

the penalty, namely the interaction energy and the ionic forces at equilibrium distance.

In order to assess the transferability other complexes have been computed with

BLYP DFT using these calibrated DCACPs without any further tuning. The DFT re-

sults are compared to corresponding ab initio calculations at the same level of theory

as the data used for calibration. The choices of (a) the specific form of the penalty, (b)

to use the GGA functional BLYP, and (c) to use MP2/aug-cc-pVTZ calculations as a

reference are arbitrary. This combination seems to be reasonable because the penalty

is simple and BLYP and MP2 are well established methods. However, it is not claimed

that this combination is optimal. The same procedure could equally well be applied in

the context of any other penalty, exchange-correlation functional, or arbitrarily exact

reference. However, in this chapter, reference calculations at the MP2 level of theory

are considered to be a reasonable compromise between accuracy and computational

cost. High accuracy methods like coupled cluster theory or SCF response methods

(e.g. coupled perturbed Hartree-Fock calculations) are desirable as benchmarks. But

unfortunately, for larger systems, theoretical treatments beyond MP2 rapidly become

computationally intractable even as references.

DCACPs are calibrated for the atoms Ar, Kr, and Br in the reference systems Ar 2,

Kr2, and (Br2)2 and the previously introduced carbon DCACP which was calibrated

for the benzene dimer (C6H6 in its sandwich conformation) [63] is used. The transfer-

ability and in particular the scaling of properties with system size were tested system-

atically by studying the equilibrium structures of all possible hetero and homo nuclear

clusters of Ar and Kr dimers, trimers and tetramers. For the tetramers, we also inves-

tigate the description of planar transition states (TS) on the PES. The complexes of Ar

and Kr have been chosen because interactions between noble gases are solely due to

dispersion interactions and their calculation represents thus an ideal benchmark. In or-

der to assess the performance of the DCACPs also for the description of intramolecular

London dispersion forces for a system which is dominated by the steric effects of co-

valent bonds, the apolar organic molecule cyclooctatetraene (COT) (Fig. 5.1) has been

chosen. The structure of COT and its conformational changes have been attracting the
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Figure 5.1: Cyclooctatetraene (above), a precursor in the synthesis of semibullvalene

(below), an important model system for intramolecular Cope rearrangements. Pictures

taken from Ref. [108].

attention of scientists since a first NMR study in 1962 [109, 110]. One can study Hückel

rules and aromaticity for COT (COT has not (4n+2) π electrons and is therefore not a

Hückel aromat, n being integer positive numbers) [111], it exhibits Jahn-Teller effects,

and it is used as a precursor in the synthesis of semibullvalene (see Fig. 5.1) [112] -

an exemplary text book classic for intramolecular Cope rearrangements. COT is also a

quencher in laser devices [113].

Here it is investigated, if within BLYP DFT the DCACPs can account for a bet-

ter description of the relative energies of different conformers and if they perturb the
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covalent bonding.

Finally, a ’mixed’ system is considered in which covalent chemical bonds, strong

electrostatic interaction (dipole-dipole), hydrogen bonding, and dispersion effects oc-

cur simultaneously. Such a ’mixed’ system allows to test if the approach to include

dispersion forces deteriorates in some respect the description of the other predominant

interactions. This is of interest because hydrogen bonding and permanent dipole-dipole

interactions act in a similar range as London forces. For this purpose, the hydrogen

bromide dimer has been chosen as a test case. (HBr)2 is an ideal representative for the

simultaneous presence of all these interactions. The equilibrium structure as well as

several TSs on the PES are studied.

5.2 Methods and computational details

The basic idea of the discussed approach has been introduced in Refs. [63, 107]. It

deals with the iterative minimization of a penalty functional P by variational tuning of

adjustable parameters of analytic atom centered effective potentials which are of the

same form as Goedecker’s pseudopotentials [56]. The way the penalty functional is

designed determines which molecular property will be optimized. It usually penalizes

the deviations of a selected physical property, e.g. ionic forces, computed with a given

set of values for the ECP parameters (which is denoted by σ i), with respect to a refer-

ence value which can be computed at any level of theory. Thus, the minimization of

P ({σi}) (with respect to any observable that can be expressed via the KS-orbitals of

the system) allows to approach as much as possible an arbitrary reference - within the

limits of the chosen functional form of the ECP approach.

The analytic pseudopotentials introduced by Goedecker et al. [56, 57] consist of a

local part V loc(r) and of nonlocal parts V nl
l ({σi},r,r′) with specific projectors for each
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angular momentum channel l:

V ECP(r,r′) = V (loc)(r)δ(r− r′)+∑
l

V (nl)
l (r,r′) (5.1)

V (loc)(r) =
−Zion

r
erf

[
r

rloc
√

2

]
+ exp

[
− r2

2r2
loc

]
×

(
C1 +C2

r2

r2
loc

+C3
r4

r4
loc

+C4
r6

r6
loc

)
(5.2)

V (nl)
l (r,r′) =

+l

∑
m=−l

Ylm(r̂)
3

∑
j,k=1

plh(r)h
(l)
k j pl j(r′)Y ∗

lm(r̂′).

(5.3)

where plh(r) ∝ rl+2(h−1)exp(−r2/(2r2
l )), r = |r−RI| on the position R of nucleus

I, r̂ is the unit vector in the direction of r, and Ylm denotes a spherical harmonic.

{rloc,C1,C2,C3,C4,h
(l)
k j ,rl , ...} span the atom specific parameter space {σ i}, the dimen-

sionality of it being determined by the largest angular momentum of the ECP. In this

chapter, the optimization of the DCACPs is chosen to be restricted in all cases to the

parameters belonging to a single additional (nonlocal) angular momentum channel.

This is an arbitrary choice, which has been successful in a recent study on vdW com-

plexes [63], however, the number of additional angular momenta and their parameters,

i.e. the space in which P shall be minimized, is optional for the purposes of the opti-

mization. For all the calibrations, the following simple penalty functional is minimized:

P disp(Rref):

P disp(Rref) = |E ref(Rref)−E(Rref)|2 +
Nions

∑
I

wI |FI(Rref)|2, (5.4)

by following the penalty derivatives {dP disp(Rref)/dσi}. E ref(Rref) is the total potential

energy of interaction computed with the reference method at the nuclear configuration

Rref which corresponds to the equilibrium geometry determined with the reference

method (here MP2/aug-cc-pVTZ). E(R ref) corresponds to the total potential energy of

interaction computed with the DFT electronic structure theory (here with the BLYP

exchange-correlation potential) for the same nuclear configuration as the reference.

FI(Rref) are the ionic forces within the ECP electronic structure theory acting on the

nuclei I, which have to vanish at the reference equilibrium position R ref. For every
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calibration, Eq. (6.3) is minimized by iterative variation of the parameters of the addi-

tional angular momentum channel. All MP2 calculations have been carried out using

the aug-cc-pVTZ basis set [114, 115] as available in GAUSSIAN03 [116]. Sinnokrot

et al. have shown for the benzene dimer that using this basis set a realistic estimate

of the binding energy due to dispersion can be made [98]. For all MP2 calculations

reported here, the counterpoise-correction has been used to account for the basis set

superposition error (BSSE). All DFT calculations have been carried out using the pro-

gram CPMD [82], the xc-functional BLYP [35, 36], and a plane-wave cutoff of 150 Ry

in case of the rare gases Ar and Kr, and 100 Ry in case of the COT and the bromine

systems: DCACPs have not been been used for any of the hydrogen atoms. In the con-

text of the same reasoning as in chapter 3 pseudopotentials of Ref. [56, 57] have been

used for all the calculations even if only LDA pseudopotentials have been available

(specifically for the rare gases and for bromine). No BSSE correction is necessary for

plane wave calculations because the number of basis functions is not modified upon

changing the number of atoms. For all geometry optimizations the residual tolerance

for ionic forces has been set to 0.00045 for MP2, or to 0.0005 a.u. for DFT calculations.

5.2.1 Rare gas atoms

DCACPs for argon and krypton have been calibrated by minimizing Eq. (6.3) so that

the depth and the location of the minimum of the potential energy curves of the homo

nuclear dimers Ar2 and Kr2 are reproduced within an accuracy of ≈ 1 J/mol (Fig. 5.3).

To reach this accuracy, it turned out to be necessary for Kr to use a 2×2 matrix h f
k j

while for Ar, a single hd
11 coefficient was sufficient. The results of the calibration are

presented in Fig. 5.3. After calibration the geometries of all possible dimers and trimers

have been optimized at the BLYP DFT and at the MP2 level of theory. The equilibrium

geometries of all the tetramers have only been obtained within DFT. Imposing a planar

structure, geometries have also been optimized for all TSs on the PES of the tetramers.



64 CHAPTER 5. TRANSFERABILITY OF DCACPS

5.2.2 Cyclooctatetraene

For carbon the DCACPs have been used which had been previously calibrated for the

benzene dimer [63, 117] with r p = 3.28, hp
11 = -0.0035. The equilibrium geometries of

COT in its ’tub-shaped’ D2d and in its ’crown-shaped’ conformation were optimized

using BLYP DFT. In the same way, also the D4h TS geometry for the ring inversion has

been obtained by imposing a planar structure. A view of COT in its TS, tub, and crown

conformation is given in Fig. 5.2.

Figure 5.2: Structures of cyclooctatetraene (COT) C8H8. Left: the ’tub-shaped’ D2d

global minimum conformation. Middle: the local minimum ’crown-shaped’ con-

former. Right: the planar D4h ring inversion transition state.

5.2.3 Bromine compounds

A DCACP for Br has been calibrated by minimizing Eq. (6.3) such that the depth and

the location of the minimum of the interaction energy of (Br 2)2 are reproduced. To this

end, first the geometry of Br2 has been optimized using MP2. Keeping the intramolec-

ular distance of the two molecular moieties fixed, the intermolecular distance has been

varied. Variation of the distance along a D2h-symmetry axis (all atoms in one plane)

results in less binding energy than along a C2v-symmetry axis ("crossed" Br-Br bonds).

Therefore the latter has been chosen for calibration purposes. The equilibrium geom-

etry of the (HBr)2 complex has been optimized using MP2 and DFT. In addition three

TS structures for the hydrogen-bond isomerization have also been investigated. Their

geometries have been taken from Ref. [118].
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5.3 Results and discussion

5.3.1 Rare gas atoms

For the homo nuclear dimers Ar2 and Kr2 the MP2 PES curves (Eint=EDimer-2*EMonomer)

as a function of interatomic distance, the initial BLYP DFT curves and the final DCACP

BLYP DFT curves are shown in Fig. 5.3. The resulting values for the DCACPs are r d

= 2.86, hd
11 = -0.002 for Ar and r f = 3.61, h f

11 = -0.0015, h f
22 = 0.004 for Kr. The

MP2 results (-0.98 kJ/mol and -1.42 kJ/mol for Ar 2 and Kr2, respectively) are in good

agreement with corresponding results obtained from recent literature [119]. As ex-

pected, the initial BLYP DFT curves show a purely repulsive behavior in both cases.

The calibrated DCACP BLYP DFT curves reproduce accurately the minimum of the

reference curves, however in the case of Kr three parameters need to be optimized,

whereas for Ar two parameters are sufficient. While also the repulsive part of the ref-

erence curves is remarkably well reproduced, the characteristic asymptotic 1/r 6 tail of

dispersion interaction is less well described. However, this is not surprising since the

1/r6 behavior is at the moment not included into the penalty functional and since the

chosen functional form of the DCACPs does not necessarily imply a correct dissocia-

tion behavior.

Also the effect of the use of DCACPs on the electronic structure has been inves-

tigated for the case of Ar2. The effect is negligible: upon inclusion of DCACPs, the

integrated absolute electron density difference with respect to the MP2 density is re-

duced by 10−6 a.u. [Fig. 5.4].

Using DCACP BLYP DFT, the total energies of interaction for equilibrium geome-

tries of all possible Ar and Kr hetero dimer, trimers, and tetramers correlate very well

with MP2 calculations (left hand side of Fig. 5.5) within a root mean square deviation

(rmsd) of only 0.41 kJ/mol. Also the interaction energies of the planar TS structures of

all tetramers correlate well with corresponding MP2 values (right hand side of Fig. 5.5)

with a rmsd of 1.27 kJ/mol, even though the slope of a linear fit is not approaching

unity. The scaling for the increasing van der Waals energy for an increasing number

of Kr atoms over the number of Ar atoms is well reproduced. There are two possible
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Figure 5.3: Calibration of Ar and Kr for homo nuclear dimers: the total energy of

interaction (Eint=EDimer-2*EMonomer) as a function of interatomic distance.

planar TSs for the Ar2Kr2 tetramer: the ’crossed’ and the ’parallel’ arrangements, the

result for the ’parallel’ configuration shows the largest deviation (≈ 0.25 kJ/mol) but

is still very accurate with respect to MP2. The slight increase of the rmsd when going

from equilibrium structures to TSs might be due to the fact that for the TSs the MP2

energies result from structures which have been only optimized using DCACP BLYP

DFT or also due to the general tendency of BLYP to underestimate activation energies.

5.3.2 Cyclooctatetraene

The energy barrier for the conformational change leading to a ring inversion of COT

has been determined by computing the energy difference between the conformational

global minimum of COT in its ’tub-shaped’ D2d conformation and its planar D4h ge-

ometry. As presented in Table 5.1, the DCACP BLYP DFT calculations yield a value
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Figure 5.4: Interatomic region of Ar2: the differences between integrated xy planes

of the electron density (∆MP2 − ∆DFT =
R

dxdy[nMP2(r)− nDFT(r)]) is plotted against

z for normal DFT calculations (BLYP) and for dispersion corrected DFT calculations

(DCACP). The atoms are at a distance of 3.8 Å, i.e. at z = 3.1 and 6.9 Å. The integrated

absolute electron density difference with respect to the MP2 density is reduced by 10 −6

a.u. upon use of the DCACPs.

which is significantly closer to CAS [110, 120] or MP2 [121] estimates taken from

literature than the BLYP DFT value. The energetically less favorable ’crown-shaped’

conformer has likewise been geometry optimized and its relative total energy is com-

pared to literature values (Table 5.1). The results indicate that the use of DCACPs

improves substantially the description of conformational barriers and that the effect of

intramolecular dispersion interactions are not negligible for conformational processes.

Furthermore, a certain degree of transferability with respect to the presence of aro-

maticity is demonstrated since opposed to benzene COT does not obey the Hückel rule
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Figure 5.5: Left panel: correlation of the interaction energies for equilibrium structures

of Ar and Kr dimers, of trimers, and tetramers (correlation coefficient: 0.998). Right

panel: correlation of the interaction energies of planar transition states for Ar and Kr

tetramers (correlation coefficient: 0.980). The dotted lines correspond to a linear fit

of the data. Note that for the transition states, the slope is not close to 1. The total

energy of interaction (E int=EDimer-2*EMonomer) has been obtained within BLYP DFT

using DCACPs and within MP2 using the Counterpoise correction. For the dimer

and trimers the geometry is optimized within DFT and MP2, for the tetramers the

geometry is optimized only using DFT. The MP2 interaction energies of the tetramers

have been obtained at the DFT geometry. The root mean square deviation (rmsd =

[1/N ∑N
i (Eint

i (MP2)−Eint
i (DFT))2]1/2) of the equilibrium and transition state geometry

are 0.41 kJ/mol and 1.27 kJ/mol, respectively.

and is therefore not aromatic. However, for relative energy differences between local

geometrical minima on the PES (’tub’-COT, and ’crown’-COT), the dispersion forces

seem to cancel and therefore no improvement can be shown with respect to results in

the literature.
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Table 5.1: Calculated transition barriers for the ring inversion of the ’tub-shaped’ cy-

clooctatetraene (COT) via a D4h planar transition state and energy differences between

’tub-shaped’ and ’crown-shaped’ conformers (TC). Every structure has been geometry

optimized, for the transition states a planar geometry has been imposed. All values are

in kJ/mol.
System DFT1 DCACP DFT1 DFT2 CAS3 G24 CAS5

Barrier 39.3 46.4 48.2 45.6 57.4 45.6

TC 55.3 53.6 - - - 58.0

5.3.3 Bromine compounds

Geometry optimization of Br2 at the MP2/aug-cc-pVTZ level yields an interatomic

equilibrium distance of 2.28 Å. The energy of interaction curves before and after the

calibration of a DCACP for Br are shown in Fig. 5.6. The intramolecular distance has

been kept fixed for the calibration and the calculation of the potential energy curves.

In contrast to the calibration of the rare gas atoms, for (Br 2)2 the tail as well as the

repulsive part of the reference interaction curve are less well reproduced.

After calibration on (Br2)2 a set of four different geometries of the HBr-dimer has

been studied. Using once BLYP DFT and once DCACP BLYP DFT, the geometry of

the equilibrium structure (EQ) of (HBr)2 has been optimized as depicted on the left

hand side of Fig. 5.7. Proceeding likewise for the three TSs on the PES of the HBr-

dimer, (i) the TS for the exchange of the intramolecular proton as depicted on the right

hand side of Fig. 5.7 (TS1) has been obtained. TS1 has been geometry optimized

while keeping the Br-Br distance fixed at 4.07 Å and keeping both HBrBr angles fixed

at 45 degrees. (ii) The linear [H-Br· · ·Br-H] TS has been optimized by keeping the

Br-Br distance at 4.02 Å and imposing linearity (TS2). (iii) Another linear TS [Br-

H· · ·Br-H] has been optimized by keeping the Br-Br distance at 4.33 Å and imposing

1BLYP DFT
2B3LYP DFT results from Ref. [122]
3CASSCF results from Ref. [120]
4G2(MP2) results from Ref. [121]
5CAS results from Ref. [110]
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Figure 5.6: Calibration of Br in the (Br2)2 complex: the total energy of interaction

(Eint=EDimer-2*EMonomer) as a function of the distance between two Br2 molecules.

likewise linearity (TS3). The fixed distances between the Br atoms for the TSs were

taken from Ref. [118]. For all obtained geometries the corresponding MP2 single point

Figure 5.7: Left: the HBr dimer in its equilibrium geometry (EQ): Br-Br distance at 4.1

Å, H-Br-Br angle is 80 or 10 degree, respectively. Right: the hydrogen exchange transi-

tion state with 45 degrees for both H-Br-Br angles (TS1) is presented. Both complexes

are planar.
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Table 5.2: Deviation of total BLYP DFT energies of interaction from MP2 results. The

conformations of EQ, TS1, TS2, and TS3 are explained in the text and in Fig. 5.7. All

values are in kJ/mol and correspond to E int
MP2-Eint

DFT .

Structure EQ TS1 TS2 TS3

DFT1 -4.2 -6.0 -4.3 -4.3

DCACP DFT2 -0.3 -0.6 0.5 -1.2

calculations have been carried out for comparison. The deviation of the resulting to-

tal interaction energies from MP2 calculations are presented in Table 5.2. While the

standard BLYP DFT calculations show a systematic deviation by roughly 4 kJ/mol the

DCACP BLYP DFT calculations compare significantly better and do no longer exhibit

a systematic deviation. All the MP2 calculations carried out with the DCACP BLYP

DFT geometries show more interaction than those carried out with the BLYP DFT op-

timized structures. As in the case of the tetramers of Ar and Kr, also for (HBr) 2 the

energy of interaction of the equilibrium structure compares better with MP2 results

than the results for the TSs.

5.4 Conclusions

Using the standard GGA functional BLYP, an overview of DFT calculations has been

presented for some vdW complexes with and without the dispersion corrected atom

centered potentials. The DCACPs have been obtained by calibration with respect to

simple homo nuclear weakly-bonded reference systems, and could successfully be ap-

plied to other systems without any further changes. Specifically, equilibrium structures

and transition states of all rare gas dimers, trimers, and tetramers consisting of Ar and

Kr have been described. Furthermore, it could be shown for conformers of COT that

the use of DCACPs improves the description of a conformational barrier, while it does

not affect the energy difference between local geometrical minima. The calculation

of the interaction in the hydrogen bonded hydrogen bromide dimer is improved con-

1MP2 results correspond to BLYP DFT geometry
2MP2 results correspond to DCACP BLYP DFT geometry
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siderably for the ground state geometry as well as for transition states on the PES. In

a recent study [63], an accurate description for argon-benzene, benzene-benzene, and

graphite sheets could be shown.

In summary, the results suggest that dispersion forces can be reliably predicted

in a transferable and general fashion within DFT using DCACPs. One can conclude

that for many systems of chemical interest the predictive power of GGA DFT can be

enforced substantially when using DCACPs while leaving the computational cost con-

stant. Work is in progress to test the DCACPs in combination with other exchange

correlation functionals than BLYP, to explicitly include the correct short range repul-

sive and the asymptotic 1/r6 behavior into the penalty functional, to optimize the func-

tional form of the DCACP, and to establish a comprehensive library of DCACPs for

every atom type.



Chapter 6

General rational compound

design

Ernest Rutherford (1871-1937), Frederick Soddy (1877-1956)

In 1901, Ernest Rutherford and Frederick Soddy discovered that radioactivity was a

sign of fundamental changes within elements, and it was Soddy who quickly made the

connection between this and the ancient search for the philosopher’s stone (Soddy

had studied alchemy extensively as a hobby). At the moment of realization that their

radioactive thorium was converting itself into radium, bit by bit, Soddy later recalled

that he shouted out: "Rutherford, this is transmutation!" Rutherford snapped back,

"For Mike’s sake, Soddy, don’t call it transmutation. They’ll have our heads off as

alchemists." [123].

73
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Abstract

A variational particle number approach for general rational compound design (GRCD)

is presented. Within first order perturbation theory, an expression for GRCD is ob-

tained in terms of minimization of a suitably defined penalty functional using molecular

chemical potentials as gradients. The method is applied to the design of a non-peptidic

inhibitor for XIAP proteins which are over-expressed in cancer cells. Starting with a

highly potent peptidic inhibitor, from first principle electronic structure calculations a

non-peptidic and stable structure is derived which exhibits an estimated binding of the

same order of magnitude as the initial structure.

6.1 Introduction

The design of optimized compounds which exhibit desired molecular properties is a

central goal of many product-oriented theoretical research fields in material sciences,

chemistry, and pharmacy. However, even in silico a systematic screening of chemi-

cal space, i.e. the huge molecular space spanned by all the possible combinations and

configurations of electrons and nuclei, for interesting properties is beyond any capac-

ity [24]. Compound design efforts try to establish a mapping of a given initial molecular

system (defined by its Hamiltonian Ĥ ) to the observable of interest (O). If this map-

ping is successful, it is then assumed that key variables can be identified which span a

smaller subspace to which the chemical space can be reduced. I.e. once the information

of how to modify Ĥ in such a way that its observable approaches the target observable

O0 corresponding to the desired molecular property is obtained, the initial mapping (on

the left in Eq. 6.1) can be inverted (to the right):

(
Ĥ �→ O

)
↔

(
O0 �→ Ĥ0

)
. (6.1)

Therefore one tries to identify an optimal system Ĥopt simply via O0 ≈ Oopt �→ Ĥopt.

Within traditional rational drug design for instance, the binding of a given drug to a

protein is often studied in much detail in order to gain knowledge of how the structure

Ĥ of the drug needs to be modified in order to to increase its binding affinity. Thus,
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the underlying interest in a given Hamiltonian is often not due to the system per se,

but due to its interesting properties and how they can be improved by tuning Ĥ in its

chemical space.

Even though there is a large variety of approaches to solve this mapping problem

ranging from empirical-statistical quantitative structure property relationships (QSPR)

to classical force field and semiempirical calculations [124], only for the energetic

approaches a rational inversion of the mapping can be attempted within a physical

framework. The analytical expression for the potential energy in empirical force fields

and the fact that the free energy is an equation of state has motivated much research

connecting different molecules reversibly through a coupling parameter, commonly

called λ. Thermodynamic integration and other approaches to relative free energies

have been successfully carried out ever since Kirkwood’s seminal paper on ’λ-space’

in 1935 [125–129]. However, to declare λ a dynamical variable, including it in a sta-

tistical mechanics scheme, and using it for compound design has been implemented

only recently [130, 131]. Despite these substantial efforts to access the free energy sur-

face space spanned by different molecules, due to the empirical and classical nature of

the potential energy function, chemical space is greatly restricted for these approaches.

Namely to regions where electronic structure effects do not occur and also to regions

for which force fields could have been already established. This implies hence, that

these methods are less appropriate for compound design.

Thus, the predictive power of first principles calculations is being exploited to ex-

plore the full chemical space for Ĥ in order to generally establish Ĥ �→ O. Using

quantum mechanics it should therefore be possible to optimize deterministically Ĥ

anywhere in chemical space and thereby also to carry out de novo compound design in

the sense of Refs. [13, 132, 133]. However, the wide spread use of QSPR approaches

endorses that also the currently employed first principles methods are still too heuristic

in tackling this problem. Consequently, even a detailed and accurate understanding on

the left hand expression in Eq. 6.1 does not yet necessarily lead to an inversion of the

mapping.

Here, the effort is undertaken to address this problem with a non heuristic formula-

tion for a general rational compound design (GRCD). The presented approach inverts
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the mapping in Eq. 6.1 using standard density functional theory (DFT) [20, 26, 30]

within a grand-canonical ensemble (GCE) notation. Namely Eq. (6.1) will be itera-

tively evaluated. For demonstration the GRCD approach is applied to the design of a

non-peptidic inhibitor of the anti-cancer target human XIAP (X-Chromosome linked

inhibitor-of-apoptosis-proteins).

XIAPs regulate the delicate balance between cell proliferation and apoptosis (pro-

grammed cell death) [134, 135] by reversely binding to apoptosis proteins caspases [136,

137]. XIAP activity can be mediated by the binding of the first four N-terminal residues

of SMAC (second mitochondrial-derived activator of caspases) [138], or other pep-

tides containing similar N-terminal sequences. This apoptotic homeostasis is, however,

strongly affected by the over-expression of the XIAPs in cancer cells. Based on SMAC

potent peptidic inhibitors have been devised. However, as small oligo-peptides, the

latter are not suitable as drug candidates since in vivo they would be rapidly cleaved by

proteases. No non-peptidic XIAP inhibitors have been proposed, up to date. The gain

of control of the XIAP activity via non-peptidic inhibitor design constitutes therefore

an important anti-cancer strategy.

6.2 Methods and computational details

Within DFT and using the Born-Oppenheimer approximation for the adiabatic separa-

tion of the nuclear and the electronic wavefunction, any ground state observable O is a

functional of the electron density n(r). The latter is, according to the first Hohenberg-

Kohn theorem [20], for a fixed number of electrons (N e =
R

d3r n) in a one-to-one

relationship to the external potential v. For an unperturbed system, v is a simple func-

tional of the nuclear charge distribution Z(r),

v[Z] = −
Z

d3r′
Z(r′)
|r− r′| . (6.2)

In the classical limit Z(r) = ZIδ(r−RI). ZI is the number of protons at r = RI, i.e. the

atomic number of atom I. The total number of protons is hence, in analogy to the

electrons, Np =
R

d3r Z. Therefore, instead of n(r), also the combination of fixed Z(r)

and Ne can be used as an argument, O(Ne, [Z(r)]).
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In analogy to the variational optimization of atom centered potentials for molecu-

lar properties [63, 107], this allows to define an exact expression for general rational

compound design via a penalty functional P which is to be minimized by variations of

Ne and Z,

min
Ne,Z

P (Ne, [Z]) = min
Ne,Z

∣∣O(Ne, [Z])−O0
∣∣. (6.3)

P (Ne, [Z]) penalizes deviations of O(Ne, [Z]) from a desired reference property O0. If

one considers O(Ne, [Z]) to be the GCE energy functional E(Ne, [Z]), the system Ĥ to

be in contact with an electron and proton particle reservoir, and O 0 = E0 ≤ E(Ne, [Z]),

then Eq. (6.3) reduces to the zero temperature GCE variational theorem [27]. The

electronic GCE energy E(Ne, [Z]) is obtained from the stationary principle for atoms

and molecules at a fixed Z [139]: δ{E(Ne, [Z]) - µeNe} = 0. Where

E(Ne, [Z]) =
Z

d3r n(r)v(r)+FGC[n(r)] (6.4)

= Eext(Ne, [Z])+FGC[n(r)] (6.5)

(see Eq. (2.3) and following). FGC[n(r)] is the universal, only implicitly dependent

on Z, GCE ground-state functional while µe is a Lagrange multiplier attached to the

constraint that Ne =
R

d3r n(r), the electronic chemical potential

µe =
δE(Ne, [Z])

δn(r)
=

∂E(Ne, [Z])
∂Ne

. (6.6)

µe is of central importance in DFT and is greatly exploited within conceptual DFT, as

recently reviewed in Ref. [7]. After minimization of E(Ne, [Z]) with respect to n, the

total potential energy of a system can also be written as a functional of Z:

Etot(Ne, [Z]) = E(Ne, [Z])+
1
2

Z
d3rd3r′

Z(r)Z(r′)
|r− r′| . (6.7)

= Eext(Ne, [Z])+FGC[n]+Eion[Z]. (6.8)

Now, in analogy to the electronic chemical potential, a chemical potential µ n is in-

troduced which measures the tendency of the molecule to vary its ionic structure Z.

Unlike µe, this nuclear chemical potential is not a constant for each molecule but a

(local) function of space because of the discrete nature of the ionic charge distribution,
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allowing for many local (conformational) energy minima for the same N e,

µn(r) =
δEtot

δZ(r)
, (6.9)

= −
Z

d3r′
(

δEext(Ne, [Z])
δv(r′)

δv(r′)
δZ(r)

+
δEext(Ne, [Z])

δn(r′)
δn(r′)
δZ(r)

)

+
δFGC[n]
δZ(r)

+
δEion

δZ(r)
, (6.10)

= −
Z

d3r′
(

n(r′)
δv(r′)
δZ(r)

+ v(r′)
δn(r′)
δZ(r)

)

+
δFGC[n]
δZ(r)

+
Z

d3r′
Z(r′)
|r− r′| , (6.11)

= −
Z

d3r′
(

n(r′)
|r− r′| + v(r′)n(1)(r,r′)

)

+
δFGC[n]
δZ(r)

+
Z

d3r′
Z(r′)
|r− r′| , (6.12)

where n(1)(r,r′) denotes the derivative δn(r′)/δZ(r) and represents the linear change

in the electronic structure n(r′) of the system being induced by a local variation of the

ionic charge distribution Z(r) �→ Z(r)+dZ,

n(1)(r,r′) =
N

∑
i=1

[φ∗(0)
i (r′)φ(1)

i (r,r′)+ φ∗(1)
i (r,r′)φ(0)

i (r′)]. (6.13)

This perturbed density can be computed within CPMD [44] using the density functional

perturbation module [43] and the perturbation Hamiltonian given in the appendix or

Ref. [107]. δFGC[n]/δZ(r) consists of the functional derivatives of the Coulomb energy,

of the KS expression for the kinetic energy of the electrons, and of the exchange-

correlation energy with respect to Z. However, for a discrete ionic charge distribution

and within first order perturbation theory (i.e. assuming the density to be independent

of Z), the derivative of Eq. (6.12) is simply the electrostatic field probed by a positive

charge at r:

µn(r) ≈−
Z

d3r′
n(r′)
|r− r′| +∑

I

ZI

|r−RI| . (6.14)

The derivative of the energy with respect to changes in atomic number was already pre-

sented within first order perturbation theory (or in analogy to the Hellmann-Feynman

theorem) by Wilson and later by Parr and coworkers [140–142]. However, here we

wish to consider the explicit molecular response upon an infinitesimal small variation
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of the nuclear charge distribution everywhere in space, which goes beyond the usual

expression for the molecular response upon a variation in the external potential, namely

δE/δv = n.

For pseudopotential DFT calculations, the nuclear chemical potential at r = R I in

Eq. (6.12) can not be approximated by eq. (6.14) but can be obtained within first order

perturbation theory

µn(r = RI) ≈ E(1)
I = 〈Ψ(0)|Ĥ ′

I |Ψ(0)〉, (6.15)

Ψ(0) is the unperturbed and normalized wavefunction. The perturbation Hamiltonian

is the same as in the appendix and Ref. [107], namely the derivative of the analytical

pseudopotentials of Goedecker et al. [56] with respect to all their parameters {σ i}:

Ĥ ′
I = ∑

j
c j

∂V PP
I (RI,{σi})

∂σ j

. (6.16)

Here, {c j (∈ {1,−1}}) determine the composition of µn in terms of derivatives of the

energy with respect to the σ j parameters. However, for the purpose of the chemical

potential, the perturbation Hamiltonian of the appendix needs to be extended by the

derivative with respect to the atomic number (σ0 = ZI),

∂V PP
I (RI,{σi})

∂σ0
= − 1

|r−RI|erf

[ |r−RI|
σ1

√
2

]
. (6.17)

Note that because of the orbital dependence of the non-local terms in the pseudopoten-

tial, Eq. (6.15) not simply equals
R

d3r n(r)Ĥ ′
I . µn(r = RI) can hence be approximated

by the sum of the first order perturbations of the energy induced by an infinitesimal

variation σ j �→ σ j +dσ j of the jth pseudopotential parameter σ j. Eq. (6.15) has been

implemented into CPMD [44].

Since atomic numbers are simply classical point charges within conventional BO-

DFT, it is intuitively easier to consider them as non-integers than in the case of elec-

trons. The validity of DFT when extended to the unphysical regime of pure electronic

states involving non-integer occupation numbers has been subject to much controver-

sial discussions since the seminal papers of Janak [143] and Perdew et al. [139, 144,

145], but has recently been well established by several authors [146, 147] and even

efficient algorithms for the optimization of occupation numbers have already been de-



80 CHAPTER 6. GENERAL RATIONAL COMPOUND DESIGN

vised [148]. Hence, there are several approximations to the electronic chemical poten-

tial using KS-eigenvalues [7].

6.3 Results and discussion

6.3.1 Atoms

Figure 6.1: Two dimensional total atomic potential energy surface [a. u.] [149] as a

function of the number of electrons Ne and the atomic number Z(r = RI). Only frac-

tional independent changes of 0.2 are considered for electrons and atomic number,

ranging from boron (Ne = 5, Z = 5) up to fluorine (Ne = 9, Z = 9). The total potential

energy of boron (Etot(Ne = 5,ZI = 5)) is set to zero, and all other values refer to it.

To illustrate the variation in the number of electrons and protons in atoms, atomic
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total potential energies E(Ne, [Z(r = RI)]) have been computed [149] for fractional

number of particles (Fig. 6.1). The derivative discontinuity at integer values of N e, as

it would be expected for the exact yet unknown KS-potential [139, 145], is not repro-

duced by the employed generalized gradient approximation to the exchange-correlation

functional [149]. However, the typical convex shape of the isoprotonic curves is repro-

duced. The isoelectronic curves show a concave behavior, in agreement with Ref. [142].

In the zero temperature limit the slope of the E(Ne,Z) surface in Fig. 6.1 corresponds

hence to linear combinations of µn(r = R) and µe. Using Fig. 6.1, one can show that

the set of {c j} parameters in Eq. (6.16) for j = 0,...,5 is {c j} = {1,1,-1,-1,-1,-1} (when

considering µn(R) for second row elements).

6.3.2 Molecules

In order to investigate fractional atomic numbers in molecules, the following globally

isoelectronic and isoprotonic transformation has been studied by varying the number

of hydrogen nuclei as well as the atomic number in the molecules: CH 4 → NH3 →
H2O → HF. Total energies of geometry optimized systems are given for all coupling

parameter λ values in Fig. 6.3. A smooth and continuously decreasing energy profile is

observed for the complete transformation, the expected tendency of a decreased total

potential energy for an increased atomic number of the heavy atom is obtained.

For molecules, µe and µn(r) contain in principle all the ground state chemistry.

Within a GCE they represent the respective response of a given system in contact with

a particle reservoir upon number variation of its electronic or its ionic structure. The

higher derivatives of these chemical potentials can be used to define reactivity response

functions [7]. For ground state systems, further features of µ n can be established: (i)

µn(r �= RI) is related to the proton affinity of a system at r for the given geometry

{RI}. As an illustration, a projection of µn(r �= RI) (according to Eq. (6.15)) onto the

molecular plane of formic acid is presented in Fig. 6.2. As intuition would suggest,

the proton affinity is largest close to the oxygen atoms. (ii) µ n(r = RI=H) measures

a vertical acidity, i.e. the tendency of the molecule to lose the proton, or the tendency

to act as a hydrogen bond donor. (iii) All µn(r = RI) are cusps. They measure the
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Figure 6.2: Three dimensional projection of the electrostatic potential (= µ n(r) within

the first order approximation of Eq. (6.14)) onto the molecular plane of formic acid.

transmutational tendency for each atom I in a molecule. Since intranuclear interactions

are not considered, this quantity represents an unphysical but not meaningless tendency.

It is suggested to call µn(r = RI) an alchemical potential. (iv) Note that pseudopotential

and valence electron density calculations have been used and that hence the results at

r ≈ RI are not representative. As mentioned above they can be obtained within order

perturbation theory by Eq. (6.15).

Fig. 6.3 is an example for smooth transmutational variations in the ionic structure

at a constant global number of protons and electrons in the molecule. Only a linear

combination of the alchemical potentials of the annihilated hydrogens and of the trans-

muted heavy atom can give the gradient of the curve in Fig. 6.3.
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Figure 6.3: Total molecular potential energy [a. u.] [149] for coupling parameter λ

transforming CH4 (λ = 0) → NH3 (λ = 10) → H2O (λ = 20) → HF (λ = 30). λ cor-

responds to the projected annihilation of the hydrogen pseudopotentials and the simul-

taneous transmutation of the heavy atom pseudopotentials. Geometries are optimized

for every λ. All energies refer to CH4.

6.3.3 Compound design

As a model system for the design of a compound, the formic acid dimer has been cho-

sen. The carboxy group of formic acid offers a simultaneous hydrogen bond acceptor

and donor. By using the alchemical potential on the two oxygens of one moiety, pre-

dictions have been obtained of how these two atoms need to be transmutated in order

to maximize the energy of interaction (E int = Ecomplex - ∑Emonomers) of the complex.

Assuming isoelectronic transformations and for the ions only an increase or a decrease

by 1 in the atomic number, 23 complexes are possible. These structures are depicted

in Fig. 6.4. In order to measure exclusively the effect on the electronic Hamiltonian,
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Figure 6.4: All possible formic acid dimers for transmutations of the oxygen atoms

of one moiety for ∆ Z = 1,0,-1. The number of electrons N e is constant (36 valence

electrons), and the total charge is Ne-∑I ZI. Green represents carbon, white hydrogen,

red oxygen, blue nitrogen, and grey fluorine atoms. Alchemical derivatives for the

oxygens and energy of interactions for all mutants are given in table 6.1.

the geometry is only optimized for the formic acid dimer (first row, first column) and

kept fixed for all the mutants. Table 6.1 gives the energies of interaction as well as

the alchemical potentials of the energy of interaction. For all the dimers, the energy of

interaction is predicted to increase upon increasing the atomic number. |µ al | is always

smaller for the alcohol than for the carbonyl oxygen, indicating a higher sensibility of

the energy of interaction for variations in Z in the latter atom. This phenomenon can

be rationalized by the fact that the electron density surrounding the carbonyl oxygen is

decaying faster than the density surrounding the alcohol oxygen. Because of the faster

decay, the interaction of the carbonyl density with the ionic core will be larger than for
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Table 6.1: Total potential energies of interaction (E) and alchemical potentials for its

change: for the left (µl
al) and the right (µr

al) oxygen of the lower moiety of all the formic

acid complexes depicted in Fig. 6.4. Negative values for µ al correspond to a predicted

gain in energy of interaction upon increase of Z. The ordering corresponds to Fig. 6.4.

All values are in atomic units.
row E µl

al µr
al E µl

al µr
al E µl

al µr
al

1 -0.027 -2.9 -3.2 -0.018 -2.9 -3.2 -0.061 -2.9 -3.3

2 -0.043 -2.8 -3.2 -0.015 -2.9 -3.2 -0.057 -2.7 -3.2

3 -0.015 -3.0 -3.4 +0.012 -2.9 -3.3 -0.080 -3.1 -3.5

the alcohol oxygen, leading also to a higher sensitivity, i.e. alchemichal potential.

Starting from the combination oxygen, oxygen (O,O), the derivatives suggest to

go to fluorine for both atoms (F,F). And indeed, the (F,F) species exhibits the largest

energy of interaction for all the dimers. Considering (N,O) the alchemical potential

would suggest that upon change to (N,F) the energy of interaction would increase

which is not the case however. Thus, the potential energy surface is not necessarily

as steadily increasing as it is suggested when regarding the example of the CH 4 → ..

→ HF transformation depicted in Fig. 6.3. Indeed there is little reason to believe that

a penalty functional surface spanned by the number of particles should be generally

smooth and simple to optimize.

6.3.4 A non-peptidic inhibitor for XIAP

When applying GRCD in the form of Eq. 6.3 to inhibitor design, one starts from a

suitable initial structure. In the case of XIAP, effective tetrapeptidic inhibitors have

been identified in vitro through combinatorial screening of the amino acid positions 1,

2 and 4 of the AVPI [see Fig. 6.5(a)] sequence (the first four residues of SMAC) [150].

Although the alternative ARPF [see Fig. 6.5(b)] sequence presents a high affinity (IC 50

sub nano molar concentration [150]), such sequences would be easily cleaved in vivo

by proteases.

To this end, one searches a suitable non-peptidic and inhibiting structure, i.e. sub-
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Figure 6.5: Topological sketches of the inhibitor structures. Upper panel: peptidic [(a)

AVPI: R1 = Ala, R2 = Val, R3 = Pro, R4 = Ile, (b) ARPF: R1 = Ala, R2 = Arg, R3 = Pro,

R4 = Phe], middle panel: first guess non-peptidic ARPF [(c)], and lower panel: final

guess non-peptidic ARPF [(d) np-ARPF]. Only the terminals and the peptidic atoms

are specified. Hydrogens attached to carbon are omitted for the sake of clarity.

strate, Ĥopt that maximizes as observable O the energy of interaction, E int = Ecom-E inh-

Eprot, where Ecom represents the total potential energy of the complex of the inhibitor

bond to the protein, and the E prot and E inh correspond to the energies of the isolated

protein and the inhibitor, respectively. A more comprehensive study would need to

include here the contribution due to the energy of solvation. However, since only small

structural changes are carried out within this study and since the binding affinity needs

only to be determined relative to the peptidic inhibitor, here the effect of solvation is

neglected. The functional derivative, which can be used for gradient based minimiza-

tion of the penalty, with respect to variation in the positive charge distribution of the
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inhibitor (Z inh) is:

δP
δZ

=
δEcom

δZinh − δE inh

δZinh . (6.18)

For the design of a non-peptidic inhibitor derived from the ARPF-XIAP inhibitor,

only independent transmutations are considered for the nine second row atoms (I =

1,...,9) constituting the three peptide bonds which need to be altered (Fig. 6.5). I.e.,

Eq. (6.18) reduces to variations only at the positions of these atoms,

δP/δZ =
9

∑
I=1

(
δEcom

δZI
− δE inh

δZI

)
(6.19)

=
9

∑
I=1

(
µcom

n (RI)−µinh
n (RI)

)
. (6.20)

At a later stage, one would also be interested in following the complete µ also at r �= R I

in order to grow or shrink the compound. However, assessing the performance of such

an approach is beyond the scope of the present study.

In order to be able to compute and follow the 9 alchemical potentials, 5 ns standard

classical molecular dynamics simulation of the human XIAP have been conducted in

order to equilibrate the enzyme-inhibitor complexes for AVPI [Fig. 6.5(a)] and ARPF

[Fig. 6.5(b)] [151]. For GRCD, out of a snapshot of the equilibrated XIAP-ARPF

complex, an isolated cluster has been computed with DFT [149]. This cluster consists

out of the inhibitor and all residues of XIAP within 5 Å distance of the peptidic atoms,

being saturated with hydrogen bonds.

Starting from the highly potent peptide ARPF [Fig. 6.5(b)], the 9 peptidic atoms

have been transmutated according to their alchemical derivatives [Eq. (6.15)] in par-

ticle space [Eq. (6.18)]. I.e. the atomic number of all these atoms has been increased

or decreased according to their alchemical derivative of the compound design penalty.

Allowing changes in ZI of ± 1, out of 39 possible structures one is proposed. This ob-

tained new non-peptidic model compound [Fig. 6.5(c)] exhibits a drastically enhanced

binding affinity corresponding to an increase in the interaction energy of roughly 50

kcal/mol. However, DFT calculations show that it is unstable as a monomer in gas

phase. An iterative procedure following the {µn(RI)} only for one atom per peptide

bond, combined with saturation with hydrogen atoms, and conservation of charge re-



88 CHAPTER 6. GENERAL RATIONAL COMPOUND DESIGN

Figure 6.6: QM/MM [152] optimized geometry of the proposed non-peptidic inhibitor

np-ARPF [Fig. 6.5(d)] solvated in the XIAP binding pocket. Using the alchemical

potential atoms of the three peptide bonds of the ARPF [Fig. 6.5(b)] have been modified

by transmutation to O, C, N, and F (represented respectively by red, black, blue, or

green spheres).

sulted into another stable non-peptidic inhibitor compound: np-ARPF [Fig. 6.5(d) and

Fig. 6.6].

The geometries of the full AVPI, ARPF and np-ARPF-protein complexes have been
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optimized within a QM/MM scheme [152], the inhibitor structures have constituted the

QM region, the protein and the solvent the MM region. With respect to the QM/MM

equilibrated AVPI-XIAP complex, the ARPF and np-ARPF-XIAP (Fig. 6.6) complexes

yield, respectively, averaged interaction energies of -18.9 and -18.5 kcal/mol. Since

only hydrogen atoms have been used to satisfy the valency of the modified peptide

bonds, the entropic contributions to the macroscopic binding affinity to XIAP for ARPF

and np-ARPF are expected to be comparable, i.e. the IC 50 of the np-ARPF is likewise

expected to be in the sub nano molar range.

6.4 Conclusions

In conclusion, GCE DFT calculations have been extended to molecules by the chemical

potential for nuclei µn(r). For r = RI, it is proposed to call this quantity the alchemical

potential. It measures the tendency of a system to transmutate a given atom I. As it

could be shown for the model system of the formic acid dimer, for GRCD purposes,

the gradient based optimization of a penalty can be non-trivial because the penalty

spanned in particle space is expected to be rather rough. However, with the help of

QM/MM calculations combined with stability testing, the suggested general rational

compound design scheme has been successfully applied to the first principle design of

a new non-peptidic XIAP inhibitor with an expected binding affinity comparable to a

highly potent tetra-peptidic inhibitor. Overall, the results suggest that GRCD can easily

be extended and applied to other compound design problems exploring chemical space

in a more rational manner than with the conventional screening methods.

Stronger variations of the compound shape, other geometries and finite tempera-

ture effects, and a thorough inclusion of additional constraints remain to be assessed.

Positive results for these issues would promise relief from the necessarily heuristic

approaches within conventional rational compound design.
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Chapter 7

Conclusions

Don’t worry about people stealing your ideas. If your ideas are any good, you’ll have

to ram them down people’s throats.

Howard Aiken (1900-1973)

In this thesis, atom centered potentials for an improved description or for the design

of molecules within density functional theory (DFT) are assessed.

The fundamental idea of this thesis is introduced in chapter 3 in the form of a simple

gradient based optimization of a general penalty functional in the space of parameters

defining atom centered potentials. In particular, the density functional perturbation

theory module of Ref. [43] in conjunction with the perturbation Hamiltonian given in

the appendix can be exploited [107]. Examples and test cases are given for the electron

91
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density and energetic properties for the systems acetic acid and water. As an ultimate

application of an improvement of the description, the inclusion of London dispersion

forces into the GGA functional BLYP is tackled in chapter 4. The transferability of

the resulting dispersion corrected atom centered potentials (DCACPs) is assessed for

a large variety of molecular complexes, such as the benzene dimer, rare gas clusters,

or the hydrogen bromide dimer in chapter 5. However, establishing and assessing a

library of DCACPs for all atoms in the periodic table is clearly beyond the scope of

this thesis and remains subject to further studies. The same is true for using the same

scheme to address other properties than the London dispersion forces.

The formulation of a penalty for molecular properties of chapter 3 is extended in

chapter 6 to compound design by inclusion of the atomic number in the parameter

space. Following the gradient implies hence transmutational changes. The gradient

of the energy with respect to this extended set of parameters turns out to have also a

physical meaning being closely related to conceptual DFT [7], it measures the local

tendency of a molecule to vary its ionic structure. It is hence proposed to name this

gradient the nuclear chemical potential. For the purposes of the compound design ad-

dressed in chapter 6 the nuclear chemical potential is computed only within first order

perturbation theory. As a test case, the chemical space is screened for the formic acid

dimer in order to predict the compound which yields maximal energy of interaction.

Within QM/MM the scheme is then successfully applied to the drug design of a non-

peptidic inhibitor which is of potential use for anti-cancer therapy. Other applications

of this compound design are subject to current research efforts as well as the realiza-

tion of the electronic and nuclear chemical potentials as ab initio forces which could

be used for sampling in λ space as it is already implemented for empirical forcefield

approaches [130, 131].

In summary, the results presented in this thesis allow to draw several conclusions:

1. Using a pragmatic, that is in this case a molecular, approach to design atom

centered correcting potentials, it is possible to improve the accuracy of DFT.

2. Atom centered corrections which have the form of an effective potential are es-

pecially useful. This can be rationalized by seeing the OACPs as a correcting
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link between the geometrical constraints on the atoms (due to the reference) and

the electronic structure which in return generates ionic forces and thereby the

molecular geometry. However, one has to be careful when defining appropriate

and sufficiently general penalty functionals for optimization.

3. The transferability of OACP has been assessed in some depth for the correction

of London dispersion forces. The DCACPs show a remarkable transferability

to other regions in phase and chemical space. This promises to enable us to

generally remedy the lack of these forces for first principles simulations at finite

temperature in a user friendly manner.

4. A nuclear chemical potential µn(r) for molecules has been presented within DFT.

It measures the tendency of the system to vary its ionic structure at a given point

in real space and is therefore a local property.

5. At the position RI of the ions I of the system, the nuclear chemical potential

measures the transmutational tendency of an atom to vary its atomic number.

µn(r = RI) is called an alchemical potential.

6. Gradients of a property penalty with respect to the ionic structure or the num-

ber of electrons can be defined using the electronic and the nuclear chemical

potential. This allows to explore efficiently and more rationally the penalty hy-

persurfaces spanned in chemical space. The approach has been successfully used

for the design of a non-peptidic inhibitor of XIAP.
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Appendix: Perturbation

Hamiltonian

Here, we give the explicit separable form of the perturbation Hamiltonian in Eq. (3.4)

for a given Goedecker pseudopotential [56] V ECP of maximal angular momentum l

= s. Ĥ ′
j is the analytic derivative of the real space form of the analytic nonlocal and

separable pseudopotential in Eq. (5.2-5.3) with respect to the j th parameter σ j. The

parameters {σ j} are defined in the following order: {r loc,C1,C2,rs,hs11}. Ĥ ′|φ(r)〉 =

∑ j Ĥ
′
j|φ(r)〉 = ∑ j ∂σ jV

ECP|φ(r)〉, where the individual components are given by:

∂
∂σ1

V (loc)(r)φ(r) =

(
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√
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πσ2
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+
r2σ3

σ3
1

(
r2

σ2
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−2

))
exp[− r2

2σ2
1

]φ(r), (7.1)

∂
∂σ2

V (loc)(r)φ(r) = exp[− r2

2σ2
1

]φ(r), (7.2)

∂
∂σ3

V (loc)(r)φ(r) =
r2

σ2
1

exp[− r2

2σ2
1

]φ(r), (7.3)
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l (r,r′)φ(r) =

∂
∂σ5

Z
dr′ V (nl)
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r = |r−RI| on the position RI of nucleus I. φ(r) is a KS-orbital.
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Epilogue

Nur mit flinkem Stift umschrieben,
Angetuscht mit leichten Tönen,
Kaum ein Umriss ist geblieben
All des farbenkräftig Schönen.

Und vorbei noch schattenhafter
Wird euch die Staffage gleiten,
Ein im Schlendern aufgeraffter

Haufe schlichter Menschlichkeiten.

Doch des Malers Bild - gleich jenen
Schwindet’s bald ins Ungewisse.
Sollten sich unsterblich wähnen
Eines Schattens Schattenrisse?

Paul Heyse
(1830-1914)

And I gave my heart to know wisdom, and to know madness and folly:
I perceived that this also is vexation of spirit.

Ecclesiastes
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