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Abstract

Atrial arrhythmias are the most frequent rhythm disorders in humans and often lead to
severe complications such as heart failure and stroke. While different mapping techniques
have provided significant information on the electrophysiological processes associated with
atrial fibrillation (AF), the mechanisms underlying AF initiation and maintenance remain
unclear. Hence the treatment of atrial arrhythmias is still based on empirical considerations.

To assist the study of the complex spatio-temporal dynamics of AF, a realistic-size com-
puter model of human atria was developed. The model geometry was derived from magnetic
resonance images of the human heart. Mathematical models of cell electrophysiology de-
scribing the ionic currents through the cell membrane were used. By representing the domain
as a three-dimensional monolayer, the computational load was sufficiently reduced to allow
the simulation of more than 20 seconds of an arrhythmia.

With this model, simulated AF, i.e. multiple reentrant wavelets, were induced using
different clinically relevant protocols. The model outputs both transmembrane potential
maps and electrograms at any location in the atria, facilitating comparisons of simulation
results to experimental or clinical data. It is also possible to study separately the conditions
leading to the initiation and perpetuation of AF, and, more generally, to uncouple the
phenomena by controlling separately the parameters affecting the simulation.

First, the mechanisms leading to AF initiation and perpetuation were investigated. In
a model of normal conduction in the atria, electrically-induced AF was unsustained and
converted to sinus rhythm after a few seconds. After remodeling (applied as an abrupt al-
teration of tissue properties), however, episodes of sustained AF were obtained. Simulated
AF was observed as several wavelets propagating randomly over the whole atrial surface
and undergoing anatomical and functional reentries, collisions, and annihilation by mutual
interaction. The simulation studies suggest that the restitution dynamics (describing the
dependence of the action potential duration on the previous diastolic interval) and the wave-
length (effective refractory period x conduction velocity) play a crucial role in determining
the duration of AF.

Electrograms were then computed during simulated AF and their morphology was char-
acterized by their amplitude and asymmetry. These simulated electrograms were similar to
those recorded in humans. By simulating wavefront propagation in carefully prepared con-
ditions, is was possible to determine the effect of the different components of AF dynamics
(wavefront shape, collisions, conduction blocks, wavelength) as well as the influence of the

underlying substrate (tissue conductivity, anisotropy, heterogeneity) on waveform morphol-



ogy. Analysis of the amplitude and symmetry of unipolar atrial electrograms is believed to

provide information about the electrophysiological substrate maintaining AF.
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Version Abrégée

Les arythmies auriculaires sont 'un des plus fréquents troubles du rythme cardiaque et
entrainent souvent de sérieuses complications telles que l'insuffisance cardiaque ou des em-
bolies. Bien que différentes techniques expérimentales aient apporté de précieuses infor-
mations sur les processus électrophysiologiques associés a la fibrillation auriculaire (FA),
certaines zones d’ombre concernant les mécanismes d’initiation et de perpétuation de la FA
persistent. Le traitement des arythmies auriculaires reste donc essentiellement basé sur des
considérations empiriques.

Dans le but d’assister I’étude de la dynamique spatiotemporelle complexe de la FA, un
modele numérique des oreillettes humaines a été développé. La géometrie du modele a été
construite sur la base d’imagerie par résonance magnétique. Des modeles d’électrophysiologie
cellulaire décrivant les courants ioniques a travers la membrane cellulaire ont été utilisés.
Gréce a une représentation tridimensionnelle formée d’une fine couche de tissu, le temps
de calcul a été suffisamment réduit pour permettre la simulation d’arythmies de plus de 20
secondes.

A l’aide de ce modeéle, des FA simulées, c’est-a-dire de multiples ondelettes réentrantes,
ont pu étre induites par des protocoles de stimulation réalistes. Le modeéle est capable
d’afficher des potentiels transmembranaires et des électrogrammes pour n’importe quel point
des oreillettes, ce qui facilite la comparaison des résultats avec des données expérimentales ou
cliniques. Il est également possible d’étudier séparément les conditions menant a 'initiation
ou a la perpétuation de la FA, et, plus généralement, de découpler les phénomenes en
contrélant séparément les parametres qui affectent la simulation.

En premier lieu, les mécanismes menant & I'initiation et & la perpétuation de la FA ont été
étudiés. Dans un modele reproduisant une propagation normale dans les oreillettes, les FA
induites par stimulations électriques furent non-soutenues et le rythme normal reprit apres
quelques secondes. Cependant, apres remodelage (appliqué comme une modification abrupte
des propriétés du tissu), des épisodes de FA soutenues ont pu étre obtenus. Durant la FA
simulée, plusieurs ondelettes se propagent aléatoirement sur toute la surface des oreillettes,
subissent des réentrées anatomiques et fonctionnelles, des collisions, ou s’annihilent par
interaction mutuelle. Les simulations suggerent que la dynamique de restitution (décrivant la
dépendance de la durée du potentiel d’action par rapport a U'intervalle diastolique précédent)
et la longueur d’onde (période réfractaire effective x vitesse de conduction) jouent un role
prépondérant dans la détermination de la durée de la FA.

Des électrogrammes ont ensuite été calculés durant la FA simulée et leur morphologie a
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été caractérisée par leur amplitude et leur asymétrie. Ces électrogrammes simulés sont sim-
ilaires & ceux enregistrés sur des patients. En simulant la propagation de fronts d’onde dans
des conditions controlées, il a été possible de déterminer 'effet des différentes composantes
de la dynamique de la FA (forme du front, collisions, blocs de conduction, longueur d’onde)
sur la morphologie des électrogrammes ainsi que l'influence du substrat sous-jacent (conduc-
tivité du tissue, anisotropie, hétérogénéité). Une analyse de Iamplitude et de Pasymétrie
des électrogrammes auriculaires unipolaires est donc susceptible d’apporter des informations

sur le substrat électrophysiologique assurant la maintenance de la FA.
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Chapter 1

Introduction

1.1 Motivations and Problem Statement

Atrial Fibrillation

Atrial fibrillation (AF) is a disorder of heart rhythm (arrhythmia) usually associated with
rapid heart rate in which the upper heart chambers (the atria) quiver instead of beating
effectively.! The abnormal heart rhythm diminishes the delivery of blood and its nutrients to
the brain and other organs, which can cause symptoms such as weakness, fatigue, shortness
of breath, syncope, and palpitations.? While not directly life-threatening, AF has a natural
tendency to turn into a chronic disease, often leading to severe complications. Notably, since
blood is not pumped completely out of the atria, blood clots may form. If a piece of blood
clot leaves the heart and becomes lodged in an artery in the brain, a stroke results.?

According to recent statistics collected in the United States,* AF is the most common
cardiac arrhythmia observed in clinical practice, affecting approximately 2.2 millions of
people. The rate of AF increases with age, from less than 1% among persons younger
than 60, up to 10% for persons aged 80 and older. Treatments of AF include: medications
that slow down rapid heart rate associated with AF (anti-arrhythmic drugs), electrical
cardioversion (an electric shock is applied), radio-frequency catheter ablation used in order
to restrain the pathway of abnormal electrical propagation, and implanted atrial pacemakers
that regulate the heart rhythm.

Integrated Research

While clinical studies and animal experiments have provided significant information on the
electrophysiological processes associated with AF, the mechanisms underlying its initiation
and maintenance remain unclear. Hence the treatment of atrial arrhythmias is still based
on empirical considerations.

In order to facilitate the development of innovative therapeutic strategies, there is a
need to better integrate knowledge and progresses from both clinical research and basic

> Computer models of heart electrophysiology® are an example of such integrated

science.
research. Rooted in mathematics, biophysics, engineering, electrophysiology and cardiology,
these models are constructed from data collected at several spatial scales (ionic channels,

cell, tissue, organ) and help bridge these scales. For instance, the effect of a modification at

1
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the cellular level (such as a pharmacological intervention) on an arrhythmia (organ level)
can be investigated.

Despite their inherent limitations due to trade-offs between accuracy of the representa-
tion of the electrophysiological details and computational requirements, computer models
are believed to provide a framework to test hypotheses and suggest new experimental or
clinical studies. Numerical simulations (experiments performed in silico) would then become
a complementary approach to in vivo and in vitro experimentations.

In Silico Experimentation

The ever-increasing computer power made it possible to simulate models of full organs (ven-
tricles or atria) with a realistic size and a detailed description of the cellular electrophysio-
logical properties.” '! Table 1.1 presents a comparison of the advantages and the drawbacks
of both computer models and experiments, demounstrating their complementarity.

Computer Models Experiments

difficult

Reproducibility yes

Access to data

Tissue preparation (alter-
ation of tissue properties)

Experiment duration

Relevance to human AF

every variable, at any time, at
any location

easy and reliable; clean sub-

strates can be prepared

typically more than 1000 times
slower than real time

questionable; model validation is
crucial

limited to some variables (e.g.,
electrical signals); some regions
may be inaccessible

difficult;
validation

requires a careful

real time; follow-up studies over
several months are possible

some limitations in the case of
animal models

Table 1.1 — Comparison between real and virtual experiment characteristics.

Atrial Electrograms

Clinical assessment of heart electrophysiology mainly relies on electrical signals like elec-

1

trocardiograms.” These signals constitute a natural link between computer models and

experimental data. In the absence of a torso model, electrical signals measured on the
atrial surface (atrial electrograms) are considered, corresponding to (endocardial) catheter
electrode recordings'? or electrical mapping.'?

As an anecdotal illustration of the relevance of mathematical models to studying cardiac
electrograms, Fig. 1.1 displays the result of a recreational problem of number theory, the
so-called “EKG sequence,” showing some (really unexpected) similarities with electrograms

recorded during AF.
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Figure 1.1 — The EKG sequence {a,} is defined by a1 = 1, az = 2 and, for n > 3, an Is the smallest
natural number not yet in the sequence with the property that gcd(an,an—1) > 1, where ged stands for
greatest common divisor (see Peterson'*). For the sake of illustration, the detrended and normalized form
b, = (1 + ) — an/n is plotted for 100 < n < 300.

3lnn

Objectives

The objectives of the present study are:

e to develop a computer model of AF in which the mechanisms of AF initiation and
maintenance can be identified and studied;

e to characterize the dynamics of simulated AF in terms of activation patterns, wave-
length and spatiotemporal organization;

e to compute atrial electrograms during AF and study their time course and their mor-
phology.

The ultimate goal of the project would be to help unlock the mechanisms underlying AF and
propose new diagnostic tools and therapeutic strategies, keeping in mind that cardiology
aims at treating diseases and curing patients.

1.2 Organization of the Dissertation

This dissertation is divided into four parts:

I. Modeling: After a description of the methodology (chapter 2), a bottom-up approach
for cardiac modeling is detailed, from cell models (chapter 3) to an atrial model (chap-
ter 4).

II. Numerical Methods: Spatial and temporal discretization schemes involved to solve
the reaction-diffusion system representing electrical propagation in the heart are pre-
sented in chapters 5 and 6 respectively. Implementation, parameter settings and nu-
merical accuracy are discussed in chapter 7.

ITI. Simulated Atrial Fibrillation: Different mechanisms leading to initiation and
maintenance of AF are isolated and investigated in chapters 8 and 9 respectively.
The resulting dynamics are then analyzed in terms of activation patterns, spatial
organization and wavelength (chapter 10).

IV. Electrogram Morphology: Electrograms are studied to relate features of the signals
to the underlying dynamics and tissue substrate. Chapter 11 concentrates on the
effect of wavefront dynamics (wavefront shape and curvature, collisions, refractoriness,
conduction blocks) on electrogram morphology. Chapter 12 describes the impact of
changes in conduction properties (anisotropy and heterogeneity).
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1.3 Original Contributions
This main contributions® of this work are:

e A reformulation of the finite volume method for handling triangular mesh of 3D-surface
in the context of reaction-diffusion systems.

> Inhomogeneous and anisotropic diffusion can be included.

> The spatial discretization scheme was shown to be stable in the general case.

e A computer model of the atria able to simulate more than 20 seconds of AF.

> The geometry was derived from magnetic resonance images.

> Clinically relevant initiation protocols were used.

> Simulated AF was shown to be inducible even in a uniform tissue.
>

Unsustained and sustained episodes of simulated AF were obtained by including the
effect of remodeling.

> Factors promoting initiation and perpetuation of simulated AF were studied.
> Spatiotemporal organization of simulated AF was assessed.

e Analysis of the factors affecting unipolar electrogram morphology.

> The effects of wavefront shape (curvature), wavelet dynamics (collisions, refractoriness,
conduction blocks) and conduction properties (anisotropy, heterogeneity) were studied.

> A mechanism for electrogram fractionation based on heterogeneity was investigated.

*See also the list of publications at the end of the text.
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Modeling

The first part of this thesis presents the modeling aspects necessary for the
construction of a computer model of atrial fibrillation. In the first chapter
of this part, the basic concepts of cardiac electrophysiological models are
introduced. The next chapter gives a mathematical description of the
cardiac cell models based on the biophysics of ionic fluxes through the cell
membrane. The last chapter of this part finally shows how to integrate a
cell model and a model of electrical propagation into an anatomical model
of the atria.






Chapter 2

Modeling Heart Electrophysiology

The aim of this work is to use computer models to simulate the electrical activity of cardiac
tissues. Models are simplification of the actual physical system and rely on our knowl-
edge and our understanding of this system. We may try to integrate in the model all the
scientific information currently available about heart electrophysiology. However, such a
complex model would be difficult to study and to understand (possibly as difficult as animal
experiments), and, in addition, could be computationally intractable. On the other hand,
too simple models are likely to fail to reproduce basic phenomena. Therefore, the level of
details which should be included in the model depends on the questions we want to inves-
tigate, following the principle of parsimony (“Things should be made as simple as possible,
but not any simpler.” A. Einstein).

The questions investigated in this study concern initiation and maintenance of AF and
analysis of atrial electrograms. The key elements for the construction of such a model

are!® 17
e cell excitability,
e action potential shape,
e impulse propagation,

e restitution properties,

atrial geometry.

This chapter describes the modeling requirements and electrophysiological phenomena we
would like to reproduce in a mathematical model of atrial fibrillation (AF). The ingredients
mentionned above will be separately discussed in the subsequent sections, with a special em-
phasis on modeling concepts. A detailed and mathematical presentation of the construction
of a model of human atria will be given in the next two chapters.

2.1 Cell Excitability

Excitable Dynamical Systems

Cardiac cells are ezcitable. This means that, as a dynamical system, cardiac cells have the
following properties,'® illustrated in Fig. 2.1:

1. There is a globally attracting steady state (rest state).

7
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Amplifying set

Decaying set

Steady state

State variables

Figure 2.1 — Illustration of the properties of an excitable system.

2. The state space can be partitioned into a decaying set and an amplifying set. The
frontier between these sets is called the threshold region. Any evolution starting from
a state in the decaying set returns to the steady state without significant growth in
any of the state variables. In contrast, evolutions starting from the amplifying set can
lead to large changes in one or more of the state variables before return to the steady
state.

Thus, an impulsive perturbation of the steady state that leaves the state in the decaying
set has little impact on the dynamics (subthreshold response). If the state is carried into
the amplifying set, however, a long orbit eventually reaching the steady state will follow
(superthreshold response).

Cardiac Cell Models

In cardiac cells, the steady state corresponds to resting conditions, and perturbations are
applied by injecting current through the cell membrane (electrical stimulation). The cell
response is then observed by measuring the membrane potential (difference in electric po-
tential between the intracellular and the extracellular media). A subthreshold stimulation
(Fig. 2.2, response A) does not lead to cell excitation. A superthreshold stimulation triggers
an action potential (Fig. 2.2, response B) consisting of 5 phases: an upstroke phase where
the membrane rapidly depolarizes (phase 0), an early repolarization (phase 1), a plateau

50—

o
I

Membrane Potential [mV]
én
=}
T

-100 -

Time [s]

Figure 2.2 — Electrical response of a cardiac cell. (A) Subthreshold stimulation. (B) Superthreshold
stimulation. The different phases of the resulting action potential are indicated by a number (from 0 to 4)
and explained in the text.
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phase characterized by a dome (phase 2), a late repolarization (phase 3), and finally the
return to resting potential (phase 4). In atrial cells, phase 2 can be almost inexistent.

Cell excitability changes during the different phases of the action potential. Phases 1, 2
and most of phase 3 are characterized by the impossibility to generate new action potentials
(effective refractory period). After this period, a sufficiently large stimulus can again initiate
an action potential (relative refractory period).

If the state of a cell is described by the membrane potential V,, and by some other
variables merged into a vector variable s, the generic evolution equation is written as

dVp,
el F(Vim,8) + fext(t) (2.1)
S = gV 2.2

where f and g are phenomenological functions of state, and feys is an external driving
force (e.g. representing a stimulation current). This equation expresses that the instanta-
neous variation (time derivative) of the state is a function of state, but does not make any
hypothesis about the underlying processes.

Fig. 2.3 shows a typical example of voltage-dependence of the function f (computed
here from a single cell simulation using the Beeler-Reuter model'?). The shape of the curve
is well represented by a cubic (dashed curve of Fig. 2.3) and characterizes the excitability
property: if Eq. (2.2) is temporarily discarded in order to study the activation process

separately, V;, = —60 mV becomes an unstable fixed point of the evolution equation (the
slope at —60 mV is >0) and represents the threshold for cell activation.20-%2
140 —
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Figure 2.3 — Voltage-dependence of the function f, representing the membrane current as a function of

the membrane potential during the upstroke phase of an action potential simulated using the Beeler—Reuter
model.* In addition, a cubic (dashed curve) is fitted to this curve.

The simplest models accounting for the excitability properties and the depolarization-
repolarization cycle are two-variable models such as the FitzHugh-Nagumo model?3 25 (this

model uses a cubic for the function f) and some of its variations.??26:27

2.2 Shape of the Action Potential

Significant differences in repolarization dynamics are observed for the different cell types
(e.g. ventricular and atrial cells, Purkinje fiber etc.). Since the maintenance of the AF
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activity heavily involves repolarization dynamics,?830 the study of initiation and perpetua-
tion of AF requires an adequate reconstruction of the action potential. Moreover, membrane

31 and a correct

currents are the sources that will be used for computing atrial electrograms,
description of the action potential shape is also necessary to account for the electrogram

morphology observed during AF.

Variations of the membrane potential are actually caused by ionic fluxes through mem-
brane channels, pumps and ion exchangers.?? The development of experimental techniques
such as patch clamp methods? made it possible to study single channel ionic current and
lead to quite accurate single channel models. The changes in membrane potential are then
obtained by summing the contribution of all the channel currents (see next chapter for a
detailed description). Inspired by the work of Hodgkin and Huxley®* on the giant squid
axon, numerous mathematical models of cardiac cells have been developed following this
approach.

The simplest ionic-based models try to reproduce the basic ionic flows (Nat, KT and

Ca?* membrane currents). The Beeler-Reuter model,'?>3737 the Luo-Rudy model®® (some-

times called Luo-Rudy phase I) of mammalian ventricular cells, the McAllister et al. model®”

belong to this class.

Later, a lot of effort was devoted to the construction of a second generation of cardiac
cell models taking into account many specific ionic channels, variations in ionic concen-
trations and intracellular calcium dynamics (in relation to the sarcoplasmic reticulum).

The Noble et al. model,*® the DiFrancesco-Noble model*"4? of Purkinje fiber cells and

143,44

the so-called dynamic Luo-Rudy mode of guinea pig ventricular cell and its revised

45-50

versions were the basis for many other models. Thanks to a large amount of avail-

able experimental data, such models could be constructed for various cell types (atrial and

ventricular cells, Purkinje fiber, sino-atrial node) and species (human, guinea pig, rabbit,

51,52 53,54 1at,55

57-68

dog, etc.). Ventricular cell models are now available for dogs, guinea pigs,

and human cells.’® The research on atrial cells first focused on the sino-atrial node.
More recently, models for human,5%-7! canine™ " and rabbit™ 7" atrial cells and for human
atrio-ventricular node’® have been published. Fig. 2.4 displays the action potential shape

for some of these models. These simulated action potentials are comparable to published

measured monophasic action potentials.” ™

70 69

Luo-Rudy?? Courtemanche et al Nygren et al

Figure 2.4 — Illustration of action potential shape simulated using the Luo—Rudy ventricular model, and
the Courtemanche et al. and the Nygren et al. atrial models. Two stimuli, S; and S», are applied to a single
cell model with a S1—S» interval of 400 ms.
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2.3 Impulse Propagation

An important property of cardiac tissue is the cell-to-cell propagation of membrane excita-
tion.?! The cardiac cell geometry is similar to a cylinder 30-100 xm long and 8-20 pm wide.
The intracellular media of neighboring cells are directly interconnected through gap junc-
tions (see Fig. 2.5). When a superthreshold electrical stimulation applied to a cell triggers a
fast inward flux of sodium (Fig. 2.5, step (1)), the cell membrane depolarizes. The resulting
voltage difference between the intracellular medium of the cell and that of its neighboring
cells generates a current through the gap junctions (step (2)). If the neighboring cell is not
refractory, this cell-to-cell stimulation will be sufficient to induce a depolarization in this
cell (step (2)) and the excitation will propagate further (step (4)).

Ionic channel

T

O]
vy @T}{, Yo

Gap junction

Figure 2.5 — Illustration of the propagation of the electrical impulse in the myocardium. See text for an
explanation of the steps @) to (D).

The propagation of the electrical impulse therefore relies on a cell-to-cell diffusion pro-
cess. Non-linearity in the cell dynamics and cell energy consumption are necessary to enable
wave propagation without damping. Wave propagation in non-linear dissipative systems is
common and arises for instance in burning processes?’ like flame propagation in a candle?!
or like forest fire models.%’

The simplest model of impulse propagation in a cardiac fiber considers a homogenized

tissue structure.b:20:31

Cell-to-cell coupling is present as a diffusion term in the partial
differential equation describing electrical propagation in a fiber (x is the coordinate along

the fiber)

OV 0*Vy,

W =D 8{1,‘2 + f(Vm,S) + fext(t) (23)
where the diffusion coefficient D is associated with the conduction velocity of the resulting
wave.?%8l  This propagation equation can be generalized to two- and three-dimensional

heterogeneous anisotropic tissue® (see chapter 4).

2.4 Restitution Properties

The duration of the effective refractory period (ERP) is a crucial factor for the occurrence of
re-entries and arrhythmias since the cells are not excitable during that period and prevent
any electrical impulse from propagating further. Estimation of ERP requires to stimulate
the cell several times with a different timing until the excitability threshold is found. This
protocol is usually not well adapted for ERP estimation during a simulated arrhythmia.
The action potential duration (APD) is often used instead because it is directly related
to ERP®? and is easily computed from the membrane potential time-course. APD can be
defined as the time interval between the upstroke and the 90% repolarization level,® or,
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S, S,

Stimulation

current

Membrane

potential Dl

B EE——_
APD

Figure 2.6 — S:-S> protocol for computing restitution curves. Diastolic interval (DI) and action potential
duration (APD) are shown to illustrate the definition.

more simply, by the time the membrane potential remains above a given threshold, —60 mV
for instance.%?

The APD depends on the preceding diastolic interval (DI), defined as the time inter-
val between the end of the previous action potential and the upstroke of the current one
(see Fig. 2.6). This dependence is described by the APD restitution curve revealed by ap-
plying a so-called S;—S9 stimulation protocol (see Fig. 2.6). For the sake of illustration,
a S51-959 protocol was applied at the extremity of a one-dimensional fiber of length 1.5 cm
whose membrane kinetics was simulated using either the Luo-Rudy?® or the Courtemanche
model.”? Fig. 2.7A-B displays the resulting ERP and APD as a function of the DI. The
conduction velocity (CV) of the wavefront initiated by the Sy stimulus is also affected by
the preceding DI and is represented in Fig. 2.7C-D.

Restitution properties have an important impact on depolarization wave dynamics. It

Luo-Rudy Courtemanche
400 400
B
— 300 — 300
[%} o |\ 7 _ - - - _
E E -
o 200 a 200 e
o [ ,
i8] iN) /
100 100
0 0
0 200 400 0 200 400
DI [ms] DI [ms]
100 c 100 D
@ @
£ £
S, KE
5 50 5 50 r‘
0 0
0 200 400 0 200 400
DI [ms] DI [ms]

Figure 2.7 — Example of restitution curves computed on a 1D cable (length 1.5 cm, space step 150 pm,
resistivity 200 2 cm) using the Luo—Rudy (panels A and C) and the Courtemanche model (panels B and
D). (A)-(B) ERP restitution curve (solid curve) obtained using an additional Ss stimulation, and APD
restitution curve (dashed curve) computed with a threshold at —60 mV. (C)—(D) Conduction velocity (CV)
restitution curves.
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has been shown that the stability of re-entries and spiral/scroll waves depends on APD
restitution.?® 3% For instance, the analysis of the conditions promoting APD alternans®3-5
demonstrated the influence of the steepness of the APD restitution curve.868 Based on
a systematic study of the relations between APD restitution and the resulting electrical
activity, different dynamical regimes or spiral phenotypes (stable spirals, quasiperiodic me-
andering spirals, chaotic hypermeandering spirals, spiral breakups) and routes from simple
toward complex dynamics were exhibited.®¥9092 The relevance of these results for drug
development has been assessed.?% 93795

Since APD restitution curves have been experimentally measured in the ventricles?®
and in the atria,” cardiac cell models can be adjusted to a particular clinical condition,
experimental setup, or dynamical regime. When investigating questions dominated by the
effect of restitution, the formulation of the cell kinetics can even be simplified, while keeping

the restitution properties intact, leading to reduced models.?3:97,98

2.5 Atrial Geometry

From the anatomical viewpoint, the atria are complex structures including non-propagating
regions due to blood vessels and valves. Fig. 2.8 shows a representation of human atria
constructed from segmented magnetic resonance images of a normal human subject. This
figure highlights the anatomical structures behaving like obstacles (or like holes) for cardiac
impulse propagation.

Anterior view LAA Posterior view

LSPV

RSPV
SvC
£ — *
\ 3cm RIPV
v
Figure 2.8 — Geometry of human atria constructed from MR images: anterior view (on the left) and

posterior view (on the right). The left/right atrium appendages are indicated by LAA/RAA. Anatomical
obstacles are shown: triscupid valve (TV), mitral valve (MV), inferior vena cava (IVC), superior vena cava
(SVC), left/right superior pulmonary vein (LSPV/RSPV), left/right inferior pulmonary vein (LIPV/RIPV),
and coronary sinus (CS). In this display, the valves are too large here as a result of the difficulty to segment
the region in contact with the ventricles.

Several models of electrical propagation in the atria have been recently developed.” 999100

They differ in the accuracy of the representation of electrophysiological and anatomical de-
tails. This helped demonstrate that the topology and the geometry play an crucial role
in the occurrence of (anatomical) reentries and atrial arrhythmias, confirming the results
based on simpler geometries including holes. 01,102

The atria are thin-walled. Unlike the ventricles, where transmural effects (intramural
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28,103-105

re-entries, scroll waves, etc.) are present during ventricular fibrillation, counsidering

the atria as a monolayer surface folded on a 3D structure seems to be a reasonable assump-

81,100 4t least as a first approximation. This hypothesis underlies several published

8,9,99

tion,
atrial models and will be assumed throughout this work. On the other hand, anatomi-
cal structures such as Bachmann’s bundle, pectinate muscle and crista terminalis have been
shown to have an impact on the activation sequence.” Even a small thickness may also
affect the electrogram time-course. The limitations due to the effect of 3D structures will

therefore be discussed.

2.6 Conclusion

This chapter briefly overviewed the major elements which will have to be included in a
computer model of atrial fibrillation. It appeared that a bottom-up modeling approach was
adequate for such a complex dynamical system. According to this approach (see Fig. 2.9),
the modeling process starts at the microscopic scale with membrane models. Cell mod-
els are then integrated into a tissue structure to eventually reconstruct heart geometry.

/

10cm —

icm —+ *
100 ym — *
10um — *

Figure 2.9 — Schematic representation of the bottom-up approach for cardiac modeling, with an order of
magnitude of the corresponding spatial scale. The curved arrow represents a top-down adjustment of the
membrane parameters.

Considerations about restitution properties finally highlighted the interest of a complemen-
tary top-down modeling in which membrane parameters are adjusted in order to reproduce
observed macroscopic dynamics.

A bottom-up construction of a model of human atria is presented in detail in the next
two chapters.



Chapter 3

From Ion Electrodiffusion
to Cell Models

Cardiac electrophysiological modeling is generally performed by following a bottom-up ap-
proach. The procedure starts at the molecular level, where channel gating kinetics is mod-
eled. lonic currents, pumps and ion exchangers are then integrated into a model of membrane
(membrane level). The contribution of each ionic current is summed up, and its effect on
ionic concentration is taken into account (cell level). Afterwards, the cells are coupled in
order to form a tissue (tissue level). Tissue structure is constructed to reproduce the cardiac
anatomy (organ level). Finally experimental setups (e.g. electrical mapping) are simulated
in the model (experimentalist’s level).

This chapter explains the development of single cell electrophysiological models based on
a biophysical model of their constitutive elements (ionic channels, pumps, ion buffers, etc.).
The construction of a computer model of anatomical structures like the atria is the topic
of the next chapter. The approach taken here gives an emphasis on the concepts, methods
and mathematical formulations common to most of the published models rather than on
the characteristics and physiological relevance specific to each model. As a result, the text
will concentrate on the description of the models, and less on a detailed presentation of

m IKr IKur IKs ki Tk Iy, INab

Lk Ik ki T INa =
i e o T-:w:-% He
j SN
“T Jsl:j }' Les

A  Luo-Rudy B Courtemanche

Figure 3.1 — Schematic representation of the Luo-Rudy ventricular cell model and Courtemanche et al.
human atrial model. (A) The Luo-Rudy model includes 6 membrane currents listed in Table 3.1. (B) The
Courtemanche et al. model includes 16 membrane currents, listed in Table 3.2, a fluid compartment model
composed of the intracellular and extracellular media, and a sarcoplasmic reticulum (SR) subdivided into
the network SR (NSR) and the junctional SR (JSR).
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Symbol  Current Direction
Sodium channel

Ina fast inward NaT current E—1
Potassium channels

Ik, time-independent outward Kt current I-E
I, time-independent outward background Kt current I-E
Ik, time-independent outward plateau KT current I-E
Ik time-dependent outward KT current I-E
“Calcium” channel®

I slow inward current E—1

& Actually, I is a generic slow inward current driven by the gradient of calcium

electrochemical potential.

Table 3.1 — Ionic currents defined in the Luo—Rudy phase I model. In the column “Direction”, E stands

for extracellular space and I for intracellular space, e.g. E— I means for inward current.

Symbol  Current Direction
Sodium channels

Ina fast inward Na™t current E—I
INab background Na™ current E—I
Potassium channels

Lio transient outward K+ current I-E
Ik, rapid delayed rectifier Kt current I-E
Ixur ultrarapid delayed rectifier KT current I-E
Ik slow delayed rectifier KT current I-E
Iy inward rectifier Kt current E—1
Calcium channels

Ica L-type inward Ca?t current E—1
IGab background Ca?* current E—1
Pumps

Iy ca sarcolemmal Ca** pump current I-E
INak Nat-K*T pump current I-E
Ion exchanger

INacCa Nat/Ca?t exchanger current E—1
Sarcoplasmic reticulum fluzes

Leak Ca’t leak current NSR — 1
Lup Ca”* uptake current I—+NSR
Iir Ca’T transfer current NSR — JSR
Lo Ca’t release current JSR —1

Table 3.2 — Ionic currents defined in the Courtemanche et al. model.

The column “Direction” indicates

the origin and the destination of the flux. Abbreviation of compartment names: E stands for extracellular

space, I for intracellular space, NSR for network sarcoplasmic reticulum and JSR for junctional sarcoplasmic

reticulum.

the underlying physiological phenomena or topics such as structure and characterization

of membrane channels, which can be found in reference textbooks (Hille,>? Stein,'% and
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DeFelice®?) and in review articles (Catterall,!?"1% Yellen,'” Roden!!? and Sabah!!!"111).

The step-by-step description of the typical equation set included in electrophysiological
models will be illustrated by a presentation of the Luo-Rudy (phase I) ventricular cell
model?® and Courtemanche et al. human atrial model,’® as well as, in some instances, other
models. The former model includes 6 membrane currents and one time-dependent ionic
concentration (8 variables in total, that is, 8 differential equations), while the latter, more
detailed, takes into account 16 membrane currents, 5 time-dependent ionic concentrations
and a two-compartment model of sarcoplasmic reticulum (21 variables in total). In order
to give a brief overview of the components included in those cardiac cell models, Fig. 3.1
displays a schematic representation of currents and fluxes. Their membrane currents are
listed in Table 3.1 and 3.2.

3.1 Molecular Level : Kinetics

The processes taking place in cell membranes are generally induced by macromolecule (e.g.
proteins) dynamics. Their kinetics is of critical importance for membrane current modeling.
This section presents the tools used as a starting point for building complex chemical kinetic
models, in particular formulae for reaction rates.

3.1.1 Chemical Kinetics and Markov Models

Signals representing current flow through a single channel of a membrane are apparently
randomly fluctuating.®? Typically, random transitions between a few discrete levels are
observed. Statistical signal processing provides appropriate tools for modeling those signals,
in particular (continuous-time) hidden Markov models.!!®

Let us assume that the value of a signal I(t) (e.g. a single channel current) depends on
an internal “hidden” state. To each possible (discrete) state s;, ¢ = 1,... n, is associated
a value I; for the signal. Usually, I; = 0 for some “closed” or “deactivated” states and
I; =I5« for the other “open” states. The evolution of the internal state is supposed to be
a Markov random process, so that the probability p(s;, ) for the system to be in state s; at
time ¢ satisfies

d n n
Pt = D kinip(sit) — plsut) Y kisy (3.1)
j=1 j=1

where k;_,; is the transition rate (probability of transition per unit time) from state s;
to state sj. The first term represents an evolution toward state s; and the second one
transitions from the state s;. The ensemble-averaged value of the signal reads

n

(L) = plsi,t) I; (3.2)

=1

and is compared to the corresponding experimental averaged signals. This parametric sta-
tistical model is defined by the number n of states, the signal values I; and by the transition
rates k;_,;. The number of states is chosen as small as possible by considering the following
remark: a n-state system is characterized by n — 1 independent relaxation times.3? Parame-

ter estimation can be performed by Bayesian estimation from a set of experimental data.'
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In the case of reactions arising in cell membrane, the transition rates may depend on the
membrane potential or on the presence of drugs or inactivators.

In addition to signal modeling counsiderations, a physical interpretation is possible. In
the language of statistical physics, the states s; are microscopic configurations, the set of all
p;’s define the macroscopic state, I(t) is an observable, and Eq. (3.1) is called the master
equation and describes the relaxation toward thermodynamic equilibrium. The detailed

balance equation'!™ 11 relates the forward and backward rates
kisj Gj—Gi
= - 3.3
ko P\ RT (3:3)

where G; is the free energy per mole of the state s;, R the universal gaz constant and 7" the
temperature, reflects the microscopic reversibility of the underlying processes.

120

Despite some studies on chaotic deterministic channels*“* and stochastic fractal chan-

nels,'?%122 the vast majority of the published membrane kinetic models uses Markov mod-

ols.38,43,52,53,69,70,123,124

3.1.2 Reaction Rates

Once the different states are identified, transition rates have to be determined. Their voltage
dependence is of particular relevance for membrane kinetics. This subsection gives some
arguments to justify the fitting formulae found in the literature.

Transition-state theory

In 1935, the chemists H. Eyring, M. G. Evans and M. Polanyi proposed a theory of reaction

125-12T For an elementary®

rates now referred to as conventional transition-state theory.
reaction A + B — C, they assumed the existence of an activated complex C* associated
with an energy barrier such that the reaction mechanism is A + B = C! — C, where
A+ B = C% is at chemical (quasi)equilibrium and C* — C is described by a classical
motion over an energy barrier (see Laidler'?” for more details about the hypotheses and
the methods). Under these hypotheses, the absolute reaction rate k& was calculated using a

semi-classical statistical mechanical approach and lead to Eyring’s formula
kT AGH
k= k-2 exp <——) (3.4)
iy

where AG? is the Gibbs free energy of activation, kp the Boltzmann constant, % the reduced
Planck constant and & is called the transmission coefficient, often equal to 1. Notice that the
form of Eq. (3.4) is compatible with the general constraint imposed by the detailed balance
relation (3.3).

In presence of an electric field, AGt = AG% + 2FA¢t where z represents the electric
charge participating to the reaction, A¢! is the difference of electric potential between the
initial condition and the region of the energy barrier, and F' is the Faraday constant. When
the reaction takes place in a cell membrane, the potential A¢! is assumed to be a fraction
n of the membrane potential V;,, that is, A¢* = nV},. The dimensionless parameter 7, the

*An elementary reaction is a reaction that occurs in a single step, with no experimentally detectable

reaction intermediates.'?”
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electrical distance, is related to the position of the energy barriers. The voltage dependence
of reaction rates of elementary reactions in membranes now appears to be

B zFV,,
"TRT

k(Vin) = ko exp ( (3.5)
where kg is a voltage-independent constant. This relation explains the presence of numerous
exponentials of V,,, in the equations of models describing membrane kinetics (see for instance
Luo-Rudy*? or Courtemanche et al.™).

Composite Reactions

The mono-exponential form for the voltage dependence of the reaction rates holds only for
elementary reactions. More complex kinetics are observed during composite reactions. In
this paragraph, two simple examples of possible mechanisms for the reaction A = B are
briefly examined:

e Competition between two routes for the transition (e.g. two different pathways for a
membrane protein folding). If the forward and backward reaction rates are k; and k_;
for the routes ¢« = 1, 2, the reaction kinetics is now governed by a linear combination

of rates'!?

d[A]

g = Prkoy+pako2) [B] = (piky + pok) [4] (3.6)
where p;, the probability of the route i, is related to the difference AG, between the

activation free energies of the routes by’

1
1+ exp(—AGy/RT)

p1 and  py=1-p (3.7)

so that the route with the lowest activation energy will be more frequently chosen.

e Transition through an intermediate step. The process A = I* = B, with reaction
rates k1 and k_; (resp. ko and k_») associated with A = I* (resp. I* = B), obeys

in the steady-state regime ([I*] = const.) the equation!'?”

dl4]  k_1k_s Bl _ ki1ko
At k_q + ko k_1+ ko

[A] (3.8)

In both cases, if the elementary reaction rates k; are written as exponential function of the
voltage, the reaction rates of A = B have a voltage dependence expressed as a rational
function of exponentials. Most models use this kind of voltage dependence for the transi-
tion rates arising in channel gating kinetics (see for instance Luo-Rudy?? or Courtemanche
et al.’%). Gating kinetics will be considered in subsection 3.2.2 and some explicit examples
will be given.

3.2 Membrane Level : Channels, Pumps and Exchangers

The electrical activity of excitable cells is the consequence of ion fluxes through the cell
membrane. This section describes how mathematical models of ionic channels, pumps and
ion exchangers are derived. A membrane model, and later a cell model, will be built by
combining those elementary components.
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3.2.1 Ionic Channels

Tonic channels are the elementary excitable elements of the cardiac cell, capable of producing
or transducing ionic fluxes through the cell membrane.?? The structure of a channel is
modeled by a sequence of independent elements, each one associated with a specific function:

1. a selectivity filter: only a restricted set of ion types (in most models, a single type) is
allowed to go through the channel;

2. an aqueous pore, whose properties are summarized by an intrinsic voltage-current
relation Iore(Vin);

3. a gate that randomly opens and closes: a statistical signal modeling of the probability
of opening (using the tools of section 3.1) is used to account for these stochastic
fluctuations similar to a “random telegraph” signal;'”

4. possibly receptors for channel inactivation (e.g. drug-receptors or calcium-induced in-
activation mechanism).

The single-channel electric current Ichannel 18 equal to Ipore(Viy) if the channel is neither
closed nor inactivated, and zero otherwise. The ensemble-averaged single-channel electric
current (Ichannel) is therefore given by

(Ichannel) = Prob{Open} - Prob{Not inactivated} - Iore(Vin) (3.9)

provided that inactivation is independent from the gating process. The usually large number
of membrane channels (order of magnitude 102-103 channels per ym? are not uncommon,
although it strongly depends on cell and channel type3?) allows the use of the law of large
numbers'® to calculate the membrane ionic current Iy, generated by the given channel
from the ensemble-averaged single-channel current??

Iembr = #{Channels} - (Icpannel) (3.10)

where #{ Channels} is the number of channels on the cell membrane. Each factor of Eq. (3.9)
will be studied separately in the following subsections.

3.2.2 Gating Kinetics

A gate can be either open or closed/inactivated. The probability for the gate to be open is
usually modeled using a Markov model, as described in section 3.1. There may be several

closed or inactivated states, 23,124,128

while most models include only one open state. The
simplest case with a single closed state will be presented first in this subsection, and then

it will be shown how those models are combined to build more complex models.

Two-State Model

The simplest gate y can be either in the open (O) or the closed (C) state.?? If the forward
(resp. backward) rate of the reaction C' = O is denoted by «, (resp. fy), Eq. (3.1) leads to
the following equation for the fraction y(t) of open gates at time ¢

dy Yo — Y

W= ey By = (3.11)
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where
! d ! (3.12)
Ty = ——— an Yoo = ————F— - .
ay + By 1+ By/ay

A variable satisfying Eq. (3.11) will be called a gating variable.
At equilibrium, the ratio of the probability y., for the channel to be in the open state
and the probability 1 —y. for the channel to be in the closed state is given by the Boltzmann

distribution!!8

AG
Yoo _ exp d
1 — Yoo RT
The quantity AG, denotes the free energy difference between the open and closed state
and can be expressed as AG, = AGS + 2y F'V,,. The first term AGS is due to the con-
formation energy and entropy changes while the second term z,F'V;, is associated with the

(3.13)

redistribution of charge during the transition.'' The voltage dependence of y finally reads

1
1+ Ay exp(=by Vi)

Yoo (Vim) (3.14)

where A\, = exp(—AGY)/RT) and b, = z,F/RT. The rates oy and S, and therefore the

relaxation time 7,, can be modeled by one of the formulae suggested by subsection 3.1.2.

ExampLE: The Courtemanche et al. model™ includes 12 voltage-dependent gating variables. Nine
of them, namely o,, 0;, U4, u;, ., s, d, f and w, have a steady-state value given by Eq. (3.14).
The three remaining gating variables (m, h and j), associated with the fast inward sodium
channel Iy,, have a more complex voltage dependence identical to the Luo—Rudy phase I
model.?® In particular, the transient outward KT current I, depends on two gating variables
0, and o; (the index a stands for activation and i for inactivation), whose kinetics is determined
by the steady-state values 0., and 0; «, and the relaxation times 7,, and 7, :

Vin 4+ 2047\1 !
Oa,00 = |:]. + exp <_W):| (315)
1 (3.16)
Toa = .
KQw (aoa + ﬂoa)
Vim + 10 Vi, —30\17*
a,, = 0.65 [exp (—7'1875) + exp <_mT>] (3.17)
A+ 82\17"
B,. = 0.65 [2.5 +exp (1/177;8” (3.18)
[ o+ 431\
Oico = |l+exp Vo +43.1 (3.19)
: I 5.3
1 (3.20)
T, = —— .
s Kq,, (a0i + /801')
[ Vi, +113.7\171
[ Vi, +1.26\]*
Bo, = _35.56 + exp (—T)} (3.22)

where Kq,,, a temperature scaling factor, is equal to 3. Fig. 3.2 displays these curves as a
function of the membrane potential V,,.
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Figure 3.2 — Representation of the parameters describing the gating kinetics of the transient outward Kt
current in the Courtemanche et al. model. (A) Steady-state curves, and (B) relaxation times for the gating
variables o; (solid curves) and o, (dashed curves).

Gate Models Combined in Series

Let us combine in series two statistically independent gates y; and yo following the first-
order kinetics (3.11). The resulting gate is open if and ouly if both y; and y, are open.
The probability for the gate to be open is thus y; - yo. The combined gate has 3 relaxation
times 7y,, 7, and 7y, 7y, /(Ty, + Ty,), but only two are independent.*? Combination of gates
in series enables the construction of complex gating models with many different relaxation
times, while keeping the number of independent parameters moderate.

In the particular case where n independent identical gates y are combined in series, the
number of states can be reduced from 2" to n + 1. Since only the number of open gates
matters, the states are redefined as the number of open gates (from 0 to n). Then, if a gate
is open with probability y, the combined gate is open with probability y™.

EXAMPLE 1: The Hodgkin—Huxley model®** of a giant squid axon includes 3 currents: a sodium
current In,, a potassium current I, and a leakage current I1,. The gate of Iy, is of the form
n* where n is a gating variable (two-state gate). The diagram of the kinetic states reads

n0=n1=n3=n3=

The state ng means that k gates out of 4 are open. The box indicates an open state. The
kinetics of the K* channel depends on two gating variables m and h with a m>h kinetics. The
diagram of the kinetic states is now

mohy = mihy = mohy = mshyg
1 1 1 1l

m0h1 = mq hl — mghl — ’ITL3h1

When h = 0, the channel is inactivated. Finally, the leakage current I, has no gate.

EXAMPLE 2: The Luo-Rudy phase I model®® includes 6 gating variables, namely m, h, j, z, d, f,
and 2 additional gates at steady-state, z; and k;. The current Ix, has a gate kinetics m3hj,
Ix has a kinetics zz;, and Iy has a gate kinetics d f. The currents Ixi, Ixp, and Iy, are
time-independent, i.e. have no gating kinetics (just possibly a gate at steady state like Ik1).
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ExXAMPLE 3: The Courtemanche et al. model™ includes 15 gating variables: m, h, j, 04, 0;, ua,
Uiy Tpy T, d, f, fCa, u, v and w. The current In, has a gate kinetics m3hj, Iy, a kinetics o2 o;,
Ixur a kinetics u3u;, Ik, a kinetics z,, Iks a kinetics 2, and Ica 1 has a kinetics d f fca. The
transition rates of the gating variables are rational functlons of exponentials of the membrane
potential as described in subsection 3.1.2 (see the original paper™ for the complete set of
equations). An exception is the calcium-induced inactivation factor fc, of the L-type Ca®T
current which depends on the intracellular calcium concentration. In the membrane of the
sarcoplasmic reticulum, the current I has a gating kinetics u2vw.

3.2.3 Pore Conductance

This subsection explains the derivation of most of the popular channel current-voltage rela-
tionships, including Ohm'’s law, classical electrodiffusion and barrier models.

Reversal Potential

At equilibrium, the membrane potential is negative inside the cell, because the intra- and
extracellular media contain different concentrations of each ion. Collective ionic movement
is driven by gradients of electrochemical potential, combining the effects of both electric
field and thermic diffusion. For a dilute solution of the chemical species S of valence zg, the

electrochemical potential reads (see Callen'??)

ps(T,[8],¢) = ps(T) + RT I[S] + 25 F'¢ (3.23)

where T is the temperature, ¢ the electric potential, and p%(7') an intrinsic chemical po-
tential, so that the equilibrium condition pus(T, [S]o, o) = us(T, [S]i, ¢i) between the intra-
cellular (index i) and extracellular (index o) medium becomes

= E In Sl
 2gF [S]:

bi — do =FEg . (3.24)
The potential Eg associated with the ion S is known as the Nernst potential. When
Vin = Eg, the current through a pore perfectly selective to ion § is zero, because the
electrochemical potential of the ion § is the same inside and outside the cell. This potential
at which the current vanishes is called reversal potential.

ExXAMPLE: In the Courtemanche et al. model,”® the reversal potentials of the Na™, KT and Ca?*
membrane currents are respectively given by
RT . [Na), RT = [K], RT [Cal,

E In E In d E In
Na = T MNa) K=F Yk, ™ Ca = [Cal;

(3.25)

An exception is the reversal potential of the L-type calcium current I¢, 1,, whose dependence
in calcium concentration is neglected. An experimentally-measured fixed value, 65 mV | is used
instead of formula (3.24).

The case of pore permeable to several ions is much more difficult because it belongs to
the class of equilibrium problems that cannot be solved using only equilibrium theory.??
Electrochemical transport has to be considered (see below the Goldman-Hodgkin-Katz
voltage equation).
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Ohm’s Law

Since the current through the pore vanishes at reversal potential Ei.,, the simplest phe-
nomenological current-voltage relation linearly depends on the deviation from the equilib-
rium value (Ohm’s law)

Is = gS(Vm - Erev) (3'26)

The parameter gg is the pore conductance. Because of its simplicity, this relation is com-

monly used in ionic channel models.

ExaMPLE: The currents Ina, Iy, and I of the Luo-Rudy phase I model®® verifies an Ohm’s law.
In the Courtemanche et al. model,”® the membrane currents Ina, Iy Nay Tto, Ixs, Ica,L, Ib,ca
are based on Ohm’s law.

Nernst—Planck Electrodiffusion

Classical electrodiffusion theory states that the ionic flux density Jg of a substance S follows
the gradient of electrochemical potential, according to the Nernst—Planck equation coming
from Eq. (3.23)

F[S
where Lg is a coupling constant®. The expression LgRT is shown to be equal to the diffusion
coefficient Dg by comparison with Fick’s law of diffusion Jg = —DgV/[S] valid in absence of
electric field. The electrical current density is then calculated using the relation Is = zgF'Jgs.

Goldman—Hodgkin—Katz Equations

Between 1943 and 1949, Goldman, Hodgkin and Katz developed a formalism for describing
membrane selectivity and permeability based on classical electrodiffusion. They assumed
that ions cross independently an homogeneous pore where a constant electric field is present.
Under these hypotheses, the Nernst—Planck equation (3.27) is integrated over the mem-
brane thickness to give the electrodiffusion current generated by an ion S through a pore

(Goldman-Hodgkin-Katz current equation)3?

F2V,, [S]F — [S]} exp(—2zsF Vi, /RT)

)

RT 1 —exp(—zsFVy,/RT)

Is = Ps2% (3.28)
The membrane permeability Ps = Dg// is the diffusion coefficient Dg divided by the mem-
brane thickness ¢. The concentration [S]F (resp. [S]}) is the concentration of S just at
the entrance (resp. at the exit) of the pore and is generally written as [S]; = 7;[S]; (resp.
[S]5 = 7Y0[S]o) where y; (resp. 7,) is the partition coefficient, often set to 1. The resulting
current-voltage curve is non-linear and accounts for the rectification observed experimen-

tally.''? A similar theory was developed for Mott transition in semiconductors.!3%

EXAMPLE: Eq. (3.28) is used for instance in the dynamic Luo-Rudy model*® for the L-type calcium
current Ica, L.

*The factor [S] has to be included since Js is a flux per unit volume while us is a Gibbs free energy per

mole (see Callen'??).
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In a pore permeable to several ions, the total electric current is the sum of the separate
contributions of each ion (independence hypothesis). The reversal potential of that pore
is obtained by setting this sum to zero. For the monovalent ions Na®, K* and Cl~ with
partition coefficients set to 1, the reversal potential is given by the Goldman-Hodgkin—-Katz

voltage equation?

g _ BT P [Nat], + Pk [K*], + Pc [C17);
F 7 Pya [Nat); + P [Kt]; + Py [CL ],

Note that only ratios of permeabilities are needed.

(3.29)

EXAMPLE: The Luo-Rudy phase I model®® uses this formulation for the reversal potential associated
with the time-dependent outward K current I, in order to take into account the permeability
to the Nat ions. The dynamic Luo-Rudy*®#* adds a non-specific current I, permeable to
both NaT™ and K*. The chlorine is, however, discarded in both cases.

Energy Barrier Models

Energy barrier models suppose that the pore has one or several internal binding sites. An
ion has to successively bind to them before getting out of the pore. For a channel with a
single binding site X processing oune ion at a time, the steps for permeation are

X+S,=XS=X+S5; (3.30)

where S; (resp. S,) represents the ion S inside (resp. outside) the cell. The forward and
backward reaction rates are called k1 and k_; for the first reaction and ky and k_o for the
second one. Steady-state current, i.e. when %[X S] = 0, is obtained from chemical kinetics®?

k_lk_Q[S]i — /ﬂk‘Q[S]o

Is = zgF [ X 3.31
s = T e ST + kST -
The current Ig vanishes at Nernst potential because Ig = 0 implies
[S]o k_l k,‘_g ZSFVm
- 2=z _ 3.32
S~ k1 ks P\ RT (3:32)

where the last equality comes from the detailed balance relation (3.3). The flux saturates at
high concentrations. However if the ion S is assumed to stay only a very short time in the
pore, Le. if k1 4+ ko > k1[S], + k_2[S];, the saturation effect is negligible and the formula
becomes

Is = zF[X] % ([S]i—[S]Oexp(—zSFVm/RT)> (3.33)
= 5P IX] o 1) (1—exp (= 2P (Vi ~ B)/RT))  (334)

Some convenient approximate formulae can now be derived assuming that the voltage de-
pendence of the rates k; is exponential. For instance, after linearization of the last factor,
the current-voltage relationship can be expressed as

gs
— - E .
1+ Xexp(bVp,) (Vi s) (3.35)

with gg, A and b being three parameters, and is equivalent to an Ohm’s law combined with a

Is

two-state gate at steady-state, as suggested by DeFelice.?® In contrast to Eq. (3.28), notice
the positive sign (A > 0) in the denominator.
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EXAMPLE: In the Courtemanche et al. model,”® the time-independent K+ current Ix; and the
rapid delayed outward rectifier KT current Ik, have a current-voltage relationship following
Eq. (3.35). The ultrarapid delayed rectifier KT current I, uses a similar formula (a constant
conductance is added). In the Luo-Rudy phase I model,*® the time-independent outward
potassium current Ik, is also formulated as Eq. (3.35).

3.2.4 Active Transport

In order to maintain the ionic concentration imbalance between intra- and extracellular me-
dia necessary for cell excitability, ionic pumps use the chemical energy provided by ATPase
to carry ions against the concentration gradient. The molecular structure and functional
mechanism of these carriers are different from ionic channels. Their kinetics model, however,
are similar except that the ionic flux is usually smaller (=~ 10* instead of 10° ions/s).32:106
A simple model of pump can be described by?3?

Iyump = #{ Transporters} - Prob{Occupied entrance site(s)} - Iiransporter(Vim)  (3.36)

The flux Iiransporter 15 associated with the duration of the transport of an ion through
the membrane. The probability of having an occupied entrance site is responsible for the
behavior at low concentration near the entrance site.

Receptor-Ligand Reaction

Before being transported through the membrane, an ion S usually has to bind to the car-
rier X. This process can be modeled by the Hill’s equation!3! for the receptor-ligand reaction
nS+ X = 5,X at equilibrium leading to

1
L4 (Kum,s/[S"

The parameter K,, s is the equilibrium constant of the reaction. The exponent n is called

Prob{Occupied site} = (3.37)

the Hill’s coefficient. It is generally fitted to an experimental curve, and may be non-integer
for that reason.

Ionic Pumps

The simplest pump model uses a voltage-independent current and processes one ion at a
time (n = 1). In this case, the pump current (3.36) becomes*

I S(max)
[ o — — poimax) 3.38
P51 K5 /[S] (3.38)

where I, g(max) 18 the maximal value and K, s the concentration at half-saturation value.

ExAMPLE: In the Courtemanche et al. model,”® two pumps ensure low Ca?t concentration at rest
in the intracellular medium, I, ca and Iy, the former releasing Ca’* in the extracellular
domain and the latter in the uptake compartment of the sarcoplasmic reticulum. Both follow
Eq. (3.38)

I a(max Iu max
p,Ca( ) p( ) (339)

d IL,=————""—+— .
1+ Ky ca/[Ca?T]; . P14+ Kyp/[Ca?t];

Iy ca =

*This equation is very similar to the Michaelis-Menten equation for enzyme action rate.>
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Na'™-KT Ionic Pump

The Nat™-KT pump carries simultaneously Na™ and K' in the opposite direction in or-
der to maintain stable low intracellular concentration [Na't]; and low extracellular con-
centration [K*], at rest. While 3 Na® are moving outside the cell, 2 KT are entering.
The probability of occupied entrance sites now factorizes into Prob{Occupied Na sites} x
Prob{Occupied K sites} since the mechanism needs both the ions Na™ and K* to proceed.
Formula (3.37) can be used to model these probabilities.

EXAMPLE: In the Courtemanche et al. model,™ the Hill coefficient is 3/2 for Na™ and 1 for K*:

1 1
1 = INaK(max v 3.40
NaK NaK( a; ) fNaK( m) 1 _l_ (Km7Nai/[Na»+]i)3/2 1 +Km’Ko/[K+]O ( )
where INak(max) 18 @ constant and the current-voltage relationship reads
fnax = (14 0.1245 exp(—0.1FV,,, /RT) + 0.03650 exp(—FV;, /RT)) " . (3.41)

Moreover, a dependence in the extracellular sodium concentration [Na™]  is included through
the parameter o = £ (exp([Na*],/67.3) — 1), where [Nat]  is expressed in mM.

3.2.5 Ion Exchangers

Ion exchangers alternately bind ions on opposite sides of the membrane, so that the flow of
an ion one way across the cell membrane is coupled with another ion flowing in the opposite
direction. In cardiac cells, most notable among these is the Na®™/Ca?" exchanger which
uses the energy of Na™ influx (along its electrochemical gradient) to remove Ca?" from the
cell. During each cycle, one ion Ca?" leaves the cell while 3 ions Na™ enter the cell, or the
opposite, leading to a net charge flux.

A simplified way to describe this process is to consider the chemical equation
Ca; —NCX —3Na, = 3Na; —NCX - Ca, (3.42)

where NCX denotes the Nat/Ca?" exchanger and the indices i and o are related to intra-
and extracellular binding sites. The current associated with the forward reaction (outward
Ca?* flux and inward Na™t flux) is expressed as

Ica = — [NCX]F - k7 (V,,) - Prob{Occupied Na, sites} Prob{Occupied Ca; site}
x Prob{Free Na; sites} Prob{Free Ca, site} (3.43)

where [NCX] is the concentration of ion exchangers, k™ the forward reaction rate and F' the
Faraday constant. A minus sign is present, because in this case the net current flow is inward-
oriented, and, by convention, outward currents are positive. The probabilities express the
fact that the exchange is possible only if 3 ions Na™ are bounded at the extracellular side
of the membrane, one Ca?* ion is bounded in the intracellular side, and if free sites are
available on the opposite sides of the membrane. These probabilities can be estimated using
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Eq. (3.37) with Hill’s coefficients corresponding to the stoichiometry:
1

Prob{Occupied Na; sites} = T+ (KN )PP ~ ([Na*],/KNa)® (3.44)
. . 1
Prob{Occupied Ca; site} = T Koo [Ca2T], ~ [Ca’"),/Km,ca (3.45)
1
Prob{ Occupied Na, sites} = 3.46
{Qccupied N S} = 5 (R /N1 (349
1
Prob{Occupied Ca, site} = (3.47)

1 + Ky ca/[Ca?t],

and obviously Prob{Free site} = 1 — Prob{Occupied site}. Because intracellular Na™ and
Ca?* concentrations are small, saturation effects are neglected as shown by the development
in Egs. (3.44-3.45), and Prob{Free intracellular sites} is considered to be 1. The ionic
concentration explicit dependence of the Nat/Ca?t exchanger current appears now

INaca = — [NCX] F - k77 (Vi)

y 1 [Ca?T], 1
L+ (Kmxa/[Nat]p))?  Km,ca 1+ [Ca2t],/Kpca

Equivalently, the current associated with the backward reaction (outward Na® flux and

(3.48)

inward Ca?" flux) reads

aca = [NCX]F - k5 (Vi)
1 1
<N ) R e, TR N Ry O

Further simplifications are made possible by the detailed balance relation (3.3)
k= k™ = exp(—FV,,/RT) . (3.50)

By superposition, INaca = Ixhca + Iiaca 1eads to the following form for the Na®/Ca?*

exchanger current:

exp(FV;,/RT) [Na't]; [Ca?t], — [Nat]; [Ca?t],
(K3 .+ [Nat]3) (K ca + [Ca2t],)

m,Na

INaca = [NCX] F k7 (V)

(3.51)

ExAMPLE: The dynamic Luo-Rudy?? ** model and the Courtemanche et al. model™ both include
a Nat/Ca?t exchanger based on Eq. (3.51). The forward reaction rate is modeled by

INaCa(max)
ksat + eXP(UFVm/RT)

where kg, and 7 are non-dimensional constants. This formula is characterized by a saturation
at low V,,, and, at higher V,,, by a behavior similar to a single energy barrier as shown by
comparison with Eq. (3.5).

[NCX]F k7 (Vi) =

(3.52)

3.3 Cellular Level : Cell Models

Membrane models were assembled using the elementary components presented above: ionic
channels, pumps and ion exchangers. This section shows how balance equations for charge
and mass lead to cell models which account for variations in membrane potential and in
ionic concentrations (possibly in several compartments including ion buffering).
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3.3.1 DMembrane potential

The cell membrane, consisting of a dielectric lipid bilayer, acts as a capacitor. The electric
charge @, = Cp,V,,, accumulated at the membrane surface (per unit area of membrane) of
an isolated cell is proportional to the membrane potential V,,,, with Cy,, being the membrane
capacitance per unit area of membrane. The total ionic current Ij,, (again per unit area
of membrane) through the channels, pumps and ion exchangers (by convention, positive
currents are outward currents) is responsible for the variations of V;, according to the
evolution equation

dVy,

Cm? = _Iion(VmaS)+Istim(t) (3-53)
ds
i g(Vin,s) (3.54)

where s summarizes all dynamical variables of the cell (gating variables, ionic concentrations)
and the function g describes the dynamics of those variables, e.g. gating variable equations
(3.11) or ion balance equation (see next subsection). An external stimulus current Iy, is
used to trigger an action potential.

EXxAMPLE: In the Courtemanche et al. model,”® I, is the sum of all NaT, KT and Ca™t currents
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Figure 3.3 — Timecourse of the membrane potential and of the 12 membrane currents of the Courtemanche

et al. model recorded in a single cell simulation after 10 s of stable pacing with a cycle length of 1 s. The
currents are given in pA/pF, as in the original paper, because they actually represent currents divided by
the membrane capacitance Cl,.
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including pumps and ion exchangers

Lion = INa + INa,b +  Ix1 + Lo + Ixs + Ike + Ikur
+ Ica,L+ Iy cat+lcap +  INak + INaca  (3.55)

The time-course of these 12 membrane currents during slow and stable pacing are shown in
Fig. 3.3. Then, s is the vector formed by concatenation of 15 gating variables and 5 ionic
concentrations (see next subsection).

3.3.2 Fluid Compartment Model

Membrane currents are generated by ionic fluxes through pores, channels, pumps and ion
exchangers. These fluxes alter the corresponding ionic concentrations and may significantly
modify reversal potential or gating inactivation of channels. The cell models take this
possibly important effect into account by considering several compartments or domains
(typically intra- and extracellular spaces) that exchange ions. Then ionic concentrations
become state variables of the cell.

Division in Compartments

Since the ionic concentrations of Nat, Kt and Ca?* are significantly different inside and
outside the cell, at least two domains have to be considered: the intra- and the extracellular
space. The intracellular space may also include additional compartments to account for
complex features of the calcium dynamics related to the sarcoplasmic reticulum (SR).

The common complexity levels of fluid compartment models are listed below and are
schematically represented on Fig. 3.4:

e Reduced or qualitative models: all ionic concentrations are constant (e.g. FitzHugh—

23-25 97);

Nagumo, reduced Priebe-Beukelman

e Single compartment model: the variations in intracellular Ca?T are taken into account.
Other intracellular concentrations and extracellular concentrations, however, remain
constant. (e.g. Beeler-Reuter,'® Luo-Rudy?®®);

e Simplified SR model: in addition to the intracellular Ca?* concentration, the Ca?" in
the SR is considered (e.g. Fox et al’!);

e 2-compartment SR: the SR is now divided into two sub-compartments: the network

43,44

and junctional SR (e.g. dynamic Luo-Rudy, Courtemanche et al.”);

e 2-compartment SR and cleft concentrations: the cleft concentrations (extracellular
region close to the membrane) are now time-dependent while the bulk concentrations
(far from the membrane) are still constant. (e.g. Rassmusson et al.,%%7% Lindblad
et al.,”" Nygren et al.®?).

A compartment model defines the dynamical variables corresponding to ionic concentrations.

ExAaMPLE: The Courtemanche et al. model”™ incorporates a 2-compartment SR model like in
Fig. 3.4C. Five ionic concentrations are time-dependent: the intracellular concentrations
[Nat];, [KT]; and [Ca?*];, the concentration [Ca®T]y, in the uptake compartment (network
SR, NSR) and the concentration [Ca?"], in the release compartment (junctional SR, JSR).
The extracellular concentrations [Na*],, [K*], and [Ca?*],, however, remain constant.
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Figure 3.4 — Schematic representation of fluid compartment models of increasing complexity. (A) 2 domains:

intra- and extracellular space; (B) 3 domains: intra- and extracellular space, and the sarcoplasmic reticulum;
(C) 4 domains: the sarcoplasmic reticulum (SR) is divided into two compartments, the network (NSR) and
the junctional (JSR) sarcoplasmic reticulum compartment; (D) 5 domains: the cleft space represents the
region in the vicinity of the membrane.

Evolution equations for these variables have to be derived by considering mass conser-
vation. But the ionic flows between compartments will be discussed first.

Ionic Flow Between Compartments

Compartments communicate through channels, pumps and ion exchangers current. In mem-
branes where the effect of electric field can be considered negligible as a first approximation
(like the membrane of the sarcoplasmic reticulum), ionic flow through channels is induced
by a gradient of ionic concentration. The flux Ig,_,;, of a substance S from a compartment

a to a compartment b is written as
Is 4—b = ka—sp Prob{Open channel} ([S], — [S]s) (3.56)

where k,_,p is the flow rate and the probability accounts for a possible gating mechanism of
the channel connecting the compartments.

ExAMPLE: In the Courtemanche et al. model,”® calcium can flow between the intracellular, uptake
and release compartments, as illustrated by Fig. 3.4C. The leak current [}, leaving the uptake
compartment is modeled by

[Caz+]ur>

Neak = —577——
[ca2+]up(ma><)

Tup(max) (3.57)
where Iup(max)/[Ca2+]up(max) is the (constant) flow rate. In contrast with Eq. (3.56), the
concentration [Ca*"]; is not included because it remains much smaller than [Ca**],, at any
time during a cardiac cycle.”® This current is compensated by a pump I, (uptake current)
given by Eq. (3.39). In the same model, the uptake and release compartments exchange CaZ*
ions through the transfer (or translocation) current described by the simple formula

Ca2+]up - [ca2+]rel

Ttr

Itr:[

(3.58)

where 7y, is a diffusion relaxation time. The release current I from the release compartment
is intended to introduce a calcium-induced calcium release in the intracellular space and is
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formulated according to Eq. (3.56)
Itel = kret w?ow ([Ca**]ie — [Ca®t];) (3.59)

where ke is the flow rate and u, v and w are gating variables controlling the release of Ca?t.
The transition rates of the gating variables u and v are functions of the sarcoplasmic Ca?*
flux signal*

2F \ 2 )
The coefficients 1/2 and 1/5 as well as the absence of the calcium currents I, ca, In,ca, lup and
T1eax reflect their relative importance with respect to calcium-induced calcium release. This
trigger mechanism results in a transient activation of the SR Ca?* release current in response
to a suprathreshold Ca?T flux. and is a convenient alternative to the formulation including
explicit thresholds proposed by Luo and Rudy.*®> The voltage-dependent gating variable w
inactivates the channel at high membrane potential. Notice finally that I, and e, are
expressed in mol s™1/V,, and I and I, in mol s71/ V.

1 1 1
Fn = relIrel - <_ICa,L - _INaCa> (360)
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Figure 3.5 — Time-course of the membrane potential, the ionic concentrations and the intracellular ionic

fluxes in the Courtemanche et al. model recorded in a single cell simulation after 10 s of slow and stable
pacing with a cycle length of 1 s.

Ionic Balance

From mass conservation of the substance S, the variation of the concentration [S] is due to
either outward fluxes Jg g,y of the substance or to chemical reactions producing or absorbing
S inside the compartment at a rate Jg, rx,

d

a[s] = _JS,ﬂux + JS,rxn (361)

*The prefactor 10~ 2 present in the original paper™® was left out here for the sake of clarity.
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The flux Jg quyx is related to the total current Ig 4o flowing out of the compartment by the
equation Jg fux = Is t0t/25F Vept, where zg is the valence of the ion S, F' is the Faraday
constant and Vp is the volume of the compartment.” The source term Jg x, usually arises
in presence of ion buffering (see next paragraph).

EXAMPLE 1: In the Beeler-Reuter'® and Luo-Rudy®® models, the intracellular Ca?* concentration
is computed according to the simplified equation

E[C 2], = — Vi [Caz+]eq —[Ca*");
dt ¢ 2FV; T

(3.62)

where « represents the fraction of the slow inward current I; that carries calcium, and V; is
the volume of the intracellular compartment. The second term ensures that the concentration
eventually comes back to its equilibrium value [Ca2+]eq with a relaxation time 7.

EXAMPLE 2: In the Courtemanche et al. model,”® variations in Nat and K% intracellular con-
centration, and in Ca?t concentration in the uptake compartment (NSR) are governed by the

equations
d —3INak — 3INaca — Ib,Na — INa
—[Na™], = : 3.63
& a, e (3.63)
d 21 — Ix1 — Lo — Ixs — Ixr — Ikur
E[K-’f—]z — NaK K1 t}v Ks K K (3.64)
K3
d . ‘/rel
—[Ca®up = Lup — Deak — —Iir (3.65)
dt up up ea Vup

where V; (resp. Viel and Vi) is the volume of the intracellular compartment (resp. release
and uptake compartment), and Jya,rxn = JK,rxn = JCayp, rxn = 0. Recall that the fluxes I
and [jeay are expressed in mol s™1/V,, and Iy, in mol s71/Vie. The ratio Viel/Vip accounts
for the dilution of Ca?t when flowing toward a compartment with a different volume. The
stoichiometric coefficients are taken into account for pump and exchanger currents.

Ion Buffering Dynamics

Buffering is a mechanism for temporarily storing an ion S in a binding site B so that it
becomes unavailable for electrodiffusion through the cell membrane. Its kinetics can be
simply modeled by the reaction B + S = BS. Because the ions S leaving the binding site

are released in the compartment, the reaction flux is calculated from Jg rvn = —d[(is].
Assuming first-order kinetics, the variation of buffered S is given by
d|BS
455} _ auls) (] - BulBS) (3.66)

After introduction of the occupancy number Op = [BS]/[B]max, where [B]max is the con-
centration of binding sites, the kinetics is expressed in terms of only [S] and Op

dO
d—tB ap[S|(1 — Op) — OB (3.67)
B dOp
JS, rxn = — [B]max dt (368)

*In models where the membrane currents are expressed as current per unit membrane area, this relation
becomes Js, aux = Acapls,tot/2sF Vept, where Acap is the capacitive area of the cell membrane.



34

From Ion Electrodiffusion to Cell Models Chapter 3

When two different ions (e.g. Ca?t and Mg?T) can be bound to the same buffer, the
system is straightforwardly generalized for the equations B+ S; = BS; and B+ S, = BSs.
Compartment models incorporating several buffers are built by linear superposition of the
corresponding fluxes.

ExAMPLE: The Rassmusson et al.,5%7¢ Lindblad et al.,”” Nygren et al.% models all include a
buffering dynamics in the intracellular space. Calcium can be buffered in calmodulin-CaZ*
buffer, troponin-Ca?* buffer and troponin-Mg?*t buffer. Differential equations describing this
process are derived from (3.67).

Ion Buffering at Equilibrium

If the buffer is supposed to be instantaneously in equilibrium with the rest of the compart-
ment, the equations are reduced by adiabatic elimination of the occupancy number. The
equilibrium occupancy number Op ¢4 is obtained by setting ddo—tB =0 in Eq. (3.67) so that

[5]

OB,eq = Kors 151 (3.69)
o dOB,eq o [B]rname,B d[S]
JS,an - [B]max dt - (Km,B+[S])2 dt (370)

where K, p is defined as fp/ap. Then the reaction flux (3.70) can be integrated directly
in the mass conservation equation (3.61). This gives a concentration equation corrected for
taking into account buffering

d o [B]mame,B -
E[S] = — (1 + m) szﬂux . (371)

The variations of [S] are therefore slowed down by the presence of buffers.

ExaMPLE: The Courtemanche et al. model® incorporates two Ca?t buffers in the intracellular
compartment: Troponin (Trpn) and Calmodulin (Cmdn) buffers. As a consequence, the in-
tracellular Ca2T concentration verifies the equation

d [Ca2+]' — _ (1 [Trpn]mame,Trpn [cmdn]mame,Cmdn

dt ([Caz'*‘]i + K, 1rpn)? ([Caz'*‘]i + K, Cmdn)

-1
dt 2 > JCal- JHux - (372)

In the junctional sarcoplasmic reticulum compartment, only one buffer, the Calsequestrin
(Csqn) buffer, is present, leading to the following equation

d

Csqn]max K,
el 24 =— (1 [ Al max £ m,Csqn
dt [Ca ]rel < + ([

Caz+]rel + Krmqun

-1
)2) Joa, flux - (3.73)

The outward Ca?T fluxes are given by

—2INaca + Ip cat+ lcaL + Ibca Vup
Joa; flux = ; : ’ Iy — 1 - —1, 3.74
Ca;,flu 2FV + Vi ( up leak) i el ( )

JCarehﬂux = Irel_Itr- (375)

‘/rel

Recall that I,,;, and Ijeax are expressed in mol sfl/Vup and I, and Ii; in mol s’l/Vrel.
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3.4 Conclusion

In this chapter, a mathematical description of the cardiac cell electrophysiological models
used in the present study was given. In summary, the cell state is defined by the membrane
potential, gating variables and ionic concentrations. These state variables are coupled as
followed (see Fig. 3.6):

1. Channel gates are voltage-dependent (subsection 3.2.2).

2. Ionic currents are driven by channel gates and include ionic channels (subsection 3.2.1),
pumps (subsection 3.2.4) and ion exchangers (subsection 3.2.5).

3. lonic channels depend on the membrane potential through their intrinsic current-
voltage relationship (subsection 3.2.3).

4. Variations in membrane potential is due to ionic currents (subsection 3.3.1).
5. lonic currents produce changes in ionic concentration (subsection 3.3.2).

6. Ionic concentrations have an impact on ionic currents through the Nernst potentials
(subsection 3.2.3).

Membrane

Potential \1‘

Channel
Gates

6
Tonic 7~ *" Tonic /
Concentrations |» | Currents 2
5

Figure 3.6 — Schematic view of the relations between the state variables of a cell: membrane potential,
gating variables and ionic concentrations. The nature of the coupling is explained in the text in the point
corresponding to the number near the arrow on the figure.

Despite the increasing accuracy of the included experimental data and the electrophys-
iological properties successfully reproduced, these models modestly confirm R. Feynman’s
words: “Theory is the best guess.”
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Chapter 4

From Cell to Organ

In this chapter, the last three levels of the bottom-up approach for cardiac electrophysiolog-
ical modeling are presented. At the tissue level, the equations of electrical propagation are
derived. At the organ level, the anatomy is described, including the geometry, the conduc-
tion properties and the fiber structure. Finally, at the experimentalist’s level, simulation of
electrical mapping is considered.

4.1 Tissue Level : Propagation Equations

The first step from cell models toward full organ electrophysiological modeling is the deriva-
tion of the equations describing the propagation of the electrical impulse on a fiber or a piece
of cardiac muscle. This section explains how spatial homogenization of diffusion through
gap junctions leads to the bidomain and monodomain continuous propagation models.

4.1.1 Cell-to-Cell Coupling

A gap junction is a channel (aqueous pore) of large diameter and low selectivity bridging
the intracellular medium of two neighboring cells.3>33 It provides a cell-to-cell coupling
through a direct inter-cellular pathway.

132,133 and theoretical models'®* have demonstrated that the

Experimental evidences
instantaneous and the steady-state current-voltage relationship of a gap junction coincide
and are linear provided the voltage difference between the neighboring cells is no greater
than about 10—20 mV. During normal propagation, the order of magnitude of the maximal
voltage difference is estimated by: upstroke maximal slope X cell size / conduction velocity
~ 10> mV/ms - 107! mm - 1 ms/mm ~ 10 mV (actually only a fraction of this voltage
difference applies across the gap junction due to the intracellular medium resistivity). A
gap junction channel will therefore be reasonably modeled by a resistance, leading to a
linear cell-to-cell diffusion of the charges. More complex gap junction models including gate

kinetics have been proposed and are useful for the study of pathological conduction.!3%:135

4.1.2 Spatial Homogenization

From the electrical point of view, a cardiac tissue is a set of excitable cells interconnected
with their neighbors through gap junctions. lonic current can flow directly from cell to cell
by this pathway, or through membrane channels between the intracellular space and the

37
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Figure 4.1 — Decomposition into three domains underlying the spatial homogenization process: the in-
tracellular medium, the cell membranes and the extracellular medium will become three continuous media
occupying the same physical space.

extracellular or interstitial space. Moreover, current flows inside both the intra- and extra-
cellular media. Models taking into account the discrete nature of the electrical propagation
require a lot of information about the tissue microstructure (cell geometry, fiber structure,
distribution of gap junctions). They are generally restricted to linear strands of cells.!35 138

Excitable media are generally modeled by continuous models resulting from a local spa-
tial homogenization.!3 The intracellular medium, the cell membranes and the extracellular
medium are virtually extracted from the cardiac excitable tissue (see Fig. 4.1) and then
homogenized by mesoscopic averaging™? so that the three domains occupy the same con-
tinuous physical space called ,c4ive- The intracellular potential ¢;, the cell state s and the
extracellular potential ¢, of the cells now become fields ¢;(x), s(x) and ¢e(x) defined on
Qactive- Charge diffusion in the intra- and extracellular media is described in the continuous
media by coarse-grained conductivity tensor fields o;(x) and o.(x) which summarize all
the information about the microstructure and the distribution of gap junction over the cell
membranes, including anisotropic properties of the tissue.

Wave propagation in such a continuous excitable medium is eventually described by
partial differential equations (see next subsection). Solving those equations numerically
requires a spatial discretization of the domain, but the discrete elements composing the
mesh can now be designed without having to fit their size and shape to real cardiac cells
(e.g. triangular elements significantly larger than a real cell).

4.1.3 Bidomain Theory

The bidomain theory® 139

states the propagation equations in a continuous model of excitable
tissue composed of an intra- and an extracellular medium. The evolution equations are

simply derived from the law of conservation of charge.

Conservation Laws

If the intracellular medium is considered continuous, the current flows are described by a
continuity equation expressing the conservation of electric charge
9p;

E +V .]z = Isrc,i (4-1)
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where p; is the charge density, j; is the current density in the intracellular medium and I
is a current source term. A similar equation holds for the extracellular medium.

The charge density is given by p; = V,,,CSy, that is, charge density per unit volume
= membrane potential X membrane capacitance per unit area of membrane X area of
membrane per unit volume. Assuming a linear relationship between gradient of potential
and current density, Ohm’s law reads

ji=—0oiVg; (4.2)

where o; is the symmetric positive definite conductivity tensor. Finally, the source current
(inward current) per unit volume Iy ; is given by —IipnSy, the ionic current through the
membrane (by convention, outward-oriented if positive) per unit area of membrane x area
of membrane per unit volume, leading to the equation

Cm _a;/tm = S;l V.-o;iVg; — Lipn - (4.3)

In the extracellular medium, the charges are located on the other side of the capacity, so
that pe +p; = 0 and g o + Igrc; = 0. The current density is also supposed to satisfy Ohm’s

law jo = — 0¢ Ve, and the continuity equation becomes
R AT (4.9
The complete system is generally written as
SIV.o; Ve = Cp % + Lion (4.5)
V- (oiVeitocVee) = 0 (4.6)

where V,,, = ¢; — ¢o. The former equation is a parabolic reaction-diffusion equation, while
the latter is an elliptic equation.

Boundary Conditions

These equations have to be solved simultaneously in the domain Q,.ive representing the
active tissue. No current can flow out of the intracellular medium through gap junctions,
that is, a von Neumann boundary condition is used

n'- oVoi = 0 on  Iuctive (47)

where n is a unit vector normal to the boundary 0Qctive. In the extracellular medium, how-
ever, current can flow outside the active cardiac tissue, provided the surrounding medium
(called hereafter the bath) is conductive. In this domain Qp,p, characterized by a conduc-
tivity tensor field o}, and by the absence of any current source, the electric potential ¢,
satisfies the elliptic equation

V-,V =0 in Qpath - (4.8)

On the exterior boundary Q¢ of the bath domain Qpyen, a no-flux boundary condition

is also assumed, as it is the case for instance when 9QX, corresponds to the body surface

n'-oVe, = 0 on OO (4.9)
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Other boundary condition are possible,% 39 for instance when modeling defibrillation. The
link between the active tissue and the bath is established through a continuity condition for
potentials and currents

¢p = ¢ and opVey = oV in 0Qctive - (4'10)

The final set of equations describing a bidomain model with a surrounding bath is composed
of the partial differential equations (4.5), (4.6) and (4.8), the boundary conditions (4.7) and
(4.9), and the continuity conditions (4.10). Moreover, the current Ij,, depends on the
membrane state s(x,t) which has also to satisfy a set of ordinary differential equations.

4.1.4 Monodomain Approximation

If the anisotropy ratios are equal, i.e. if o.(x) = ko ;(x) where & is a constant, the bidomain
equations (4.5) and (4.6) can be decoupled. Only one medium has then to be considered,

leading to the so-called monodomain propagation equation.5>13°

Equal Anisotropy Ratios

Under the assumption of equal anisotropy ratios, the linear combination (x + 1)7'sx x
[Eq. (4.3)] — (k+1)7! x [Eq. (4.4)] gives the monodomain propagation equation
OV

Cm, el S,V -0 VVi, — Lion + Istim (4.11)

were the effective conductivity tensor is defined as o'

=o'+ 0; ! An externally driven
stimulation current Igiy, (%) is introduced to overcome the impossibility to apply stimulations
from the extracellular space in this reduced formulation. The boundary condition (4.7) is

then expressed as
T _ -1 T .
n -oVV, = —(k+1) " n 0.V in 0Quctive - (4.12)

In order to completely decouple the membrane potential equation from the other equations
involving the extracellular potential, the following no-flux boundary condition will be used
instead

n' - oVV, =0 in Octive - (4.13)

This equation is equivalent to the previous one in the limit £ > 1 of large extracellular
conductivity.
Extracellular Potential

Once the membrane potential V,,, has been computed using the monodomain propagation
equation, the extracellular potential (and bath potential) can be determined from the mem-
brane potential. Eq. (4.6), when expressed in terms of V;,, and ¢., becomes

V-0,V =-V-oVV,, . (4.14)

This equation has to be solved simultaneously with the bath equation (4.8) and the boundary
conditions (4.9) and (4.10).
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The bath equation and the extracellular potential equation can be merged together. If
I, is defined as S, IV . 0 VV,, in Qaciive and 0 everywhere else, o is defined as o in
Qpath and o in Qactive and ¢g is defined as ¢y in Qpaen and @ in Qactive the equations are
summarized as

AV (o 0] V¢o = —SU Im . (4.15)
Current Source Approximation

If the conductivity tensor oy can be considered homogeneous and isotropic, i.e. o9 = oI,
an explicit formula can be derived for an infinite bath domain. The solution of the Poisson

equation
oo Vigo = =Sy Iy (4.16)
with boundary condition ¢y(x,t) — 0 when ||x|| — oo is
1 Sy In(y, t
bo(x,t) = —— / dy So In(y,1) (4.17)
47TUO Qactzive ||X - y”

and will be referred to as the current source approximation.?! This equation will be used
to simulate electrical signals measured by electrodes.

4.2 Organ Level : Anatomy

The previous section described the propagation equations for a given tissue geometry with
known conduction properties. This section will be devoted to the construction of an anatom-
ical shell model of human atria. Methods to introduce a simplified fiber architecture and
some heterogeneities will be also presented, assuming a monodomain approach.

4.2.1 Geometry

In order to define the tissue domain ,ctijve, medical imaging modalities such as magnetic

7,9,11,141

resonance imaging (MRI) have already proved their usefulness. Here, the steps

involved in the construction of a model of human atria are detailed:

e Data acquisition: MRI acquisition was performed in vivo on a normal human male
subject.”

e Segmentation: The epicardial surface of the atria was semi-automatically segmented
slice-by-slice and a 3D atrial structure was reconstructed, resulting in a coarse trian-
gular mesh. This mesh, however, suffered from several geometrical problems'®: badly
segmented valves and appendages, mesh irregularities, and ambiguously defined septal
wall (see Fig. 2.8). High level correction were therefore necessary to make the model
suitable for partial differential equation solvers.

o Surface design: The surface was smoothed and parametrized using 3D splines.! The
sizes of appendages, veins and valves were corrected and set to values corresponding
to the literature.'?7144 A septal wall was created.'®

“The raw data were kindly furnished by Ryan Lahm, Dr. Josée Morisette and Dr. Arthur Stillman
(Medtronic Inc.). The segmentation was also done by the same group.
"The software Ideas (SRDC, Inc.) was used for the 3D geometrical manipulations and meshing.
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Figure 4.2 — Geometry of human atria based on MR images: anterior view (on the left) and posterior
view (on the right). The left/right atrium appendages are indicated by LAA/RAA. The major anatomical
obstacles are included: triscupid valve (TV), mitral valve (MV), inferior vena cava (IVC), superior vena cava
(SVC), left/right superior pulmonary vein (LSPV/RSPV), left/right inferior pulmonary vein (LIPV/RIPV),
and coronary sinus (CS). A cut of the septum is represented with the fossa ovalis (FO). The location of the
sino-atrial node (SAN) is represented as a black dot.

e Meshing: From the parametrized surface, several triangular meshes at different spatial
resolutions were generated. The discretization and the resulting mesh quality will be
discussed in chapter 7.

The final geometry is a monolayer 3D-surface shown in Fig. 4.2. It includes right and left
atrial chambers, and openings corresponding to the location of veins and valves. The surface
area of both the mitral and tricuspid valves is 4.5 cm?, the surface area of the superior and
inferior vena cava are 2.8 cm? and 3.1 cm?, respectively, the surface area of each of the
pulmonary veins is 1 cm? and the surface area of the coronary sinus is 0.5 cm?. The septum
has a hole (non-propagating zone) of 1 cm? for the fossa ovalis (see Fig. 4.2). The total
excitable area of the right atrium (resp. left atrium) is 84 cm? (resp. 72 cm?).

4.2.2 Conduction Properties and Fiber Orientation
Isotropic Conduction

The monodomain propagation equation requires the definition of a conductivity tensor field.
When no a priori information is available about the conduction properties, or for the sake
of simplicity, it is natural to choose an isotropic homogeneous conductivity tensor

o=p 'l (4.18)

where p is the scalar resistivity. This passive resistivity determines the conduction velocity
(CV), according to the approximate power law p o CV 2 (see Winfree®!). The value for p
was selected as a function of the target conduction velocity, because numerous data for the
conduction velocity exist. 45148
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Anisotropic Conduction

Because anisotropy is expected to have an impact on both wavefront propagation and

electrical signals,'4?
144,146,150-152

a fiber structure was included. Using data from histology on excised
atria, a gross fiber structure was manually drawn on the atrial surface, as in
Zemlin et al.” and Vigmond et al.® The fiber orientation was determined by the following

steps:

e The trajectory of some selected fibers (about 15) covering the whole surface were
drawn on the surface as a sequence of points (Fig. 4.3A).

e Omn each point of a fiber, the fiber orientation was computed as the unit vector oriented
toward the next point of the fiber (Fig. 4.3B).

e The unit vectors describing the fiber orientation were then interpolated on each vertex

h,'?3 a nearest

of the mesh. Since this is a difficult task on a large unstructured mes
neighbor interpolation was used. Each resulting fiber orientation vector was projected

on the plane tangent to the surface and is normalized (Fig. 4.3C).

e The vector field is finally smoothed using a (spatially low-pass) nearest-neighbor filter
(Fig. 4.3D) and is again projected on the tangent plane and normalized.

The fiber orientation included in the atrial model is represented in Fig. 4.4.
The conductivity tensor can be calculated from the longitudinal (along a fiber) resistiv-
ity p;, the transverse (across a fiber) resistivity p;, and the local fiber orientation unit vector
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Figure 4.3 — Illustration of the different steps from a fiber trajectory to a complete fiber orientation field.
(A) Trajectory of a fiber. (B) Orientation vector along the fiber. (C) Field interpolation. (D) Field smooth-
ing.

Figure 4.4 — Representation of the gross fiber structure included in the model: anterior view (on the left)
and posterior view (on the right). The fiber orientation is represented at some selected locations by a segment.
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a according to the formula'!
o=p I+ (p ' —p )aa’ (4.19)

where the transverse coupling is assumed to be the same in all angular directions orthogonal
to the fiber axis. The ratio ,ol_1 o Uis called anisotropy ratio and reported experimental

values lie in the range 1:1 to 10:1.146,148

4.2.3 Heterogeneities

The presence of heterogeneities is expected to be an arrhythmogenic factor.'®» 1% It may
also impact the electrical signals. Although the literature reports the electrophysiologi-
cal properties (conduction velocity, ionic channels alterations) of various types of hetero-
geneities, little is known about their spatial distribution. As a consequence, most numerical
studies have assumed simple heterogeneity distributions like spatially weakly correlated

156,157 158,159 160,161

random distributions, or smooth

74,162

rectangular/circular patches, gradients

transitions. In this study, the purpose was to generate, on a general 3D-surface, ran-

dom patchy heterogeneity distributions depending only on a few control parameters.

Random texture generation is a well-known topic in image processing and pattern recog-

163,164

nition. Simulation of Markov and Gibbs random fields was previously used for that

165,166 and image restoration.'®” Fig. 4.5

164).

purpose with applications notably in segmentation
presents a few examples generated on a square grid by such method (see Cross et al.

w7 A &

D E F

Figure 4.5 — Distribution of heterogeneities in a 150-by-150 2D-grid using Markov random fields. (A-F)
successive states after 1, 15, 100, 1000, 5000, 10000 iterations.

Although Markov random fields can also be defined and simulated on any surface, it
was more convenient to use another method a bit closer to the reaction—diffusion systems

168 Basically, a spatially uncorrelated random dis-

describing biological pattern formation.
tribution was generated on the surface. After application of a Gaussian filter introducing a

spatial correlation, regions were selected by thresholding. More precisely,

e A random field ug(x) is generated on the 3D-surface. The random variables uy(x) are
independent and uniformly distributed on [0, 1].

e Filtering is performed through a parabolic partial differential equation to be solved in

the time interval [0, 7]

ou
5 =V-DVu (4.20)

with a no-flux boundary condition and u(x,0) = up(x) as initial condition. Solving this
equation is a difficult task, but the solvers developed for the monodomain propagation
equation can be used directly.
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Figure 4.6 — Distribution of heterogeneities using isotropic (A-C) and anisotropic (D-F) diffusion. The
spatial length scale of the heterogeneities is 2 mm (A,D), 1 cm (B,E) and 2 cm (C,F). In the anisotropic
case, the fiber orientation field was taken from Fig. 4.4.

e The region {x|u(x,T) > uy,} was finally chosen as a target for alteration of the tissue
properties. The threshold wy, was automatically selected so that this region has a
given area (a percentage of the total area).

The resulting random patterns are specified by only two parameters: the characteristic
length scale of the patches (v D -T') and the area of the region. Examples of such patterns
computed from the same initial condition but different length scales are displayed on Fig. 4.6.
In this procedure, locally anisotropic diffusion can be included (Fig. 4.6D-F).

4.3 Experimentalist’s Level : Electrical Mapping

The last level considered in our bottom-up approach of cardiac modeling is the experimental-
ist’s level and concerns the numerical counterparts of the various experimental measurement
setups.

4.3.1 Optical and Electrical Mapping

Most of the information about tissue depolarization and repolarization dynamics collected

1169 113, 170

in animal experiments come from optica and electrica

171

mapping, sometimes both
simultaneously:

e Optical mapping visualizes the wavelet dynamics. The cardiac tissue is stained with
fluorescent voltage-sensitive dyes. Through appropriate illumination, variations of
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membrane potential are detected as variations in fluorescence by a high-speed CCD
video camera. If necessary, the fluorescence maps are converted into phase maps to

better reveal the depolarization-repolarization cycle.'™

e FElectrical mapping focuses on the depolarization process. A set of electrodes, some-
times arranged in a grid, are directly applied on the epicardium (e.g. spoon-shaped
grid of electrode!®) or on the endocardium (e.g. basket catheter'?), and the electric
potential is recorded.

In computer experiments, a direct access to membrane potentials, and therefore to phase
maps, is available, so that comparison with optical mapping data is relatively easy. The
remaining of this section will focus on simulation of electrical mapping.

4.3.2 Model of Electrode

A wunipolar electrode is modeled by a point measurement of the (extracellular) electric poten-
tial. In contrast to experimental sensors, this idealized electrode cannot damage the tissue
or cause disruptions, and it cannot in any way alter the current sources or the propaga-
tion of depolarization waves. Moreover, its application on the tissue does not modify the
tissue surface geometry. The reference electrode (zero potential) is located at infinity. The
distance to the surface (typically 1 mm, see section 7.2) can be understood as a parameter
controlling the characteristic length of the region the electrode considers for averaging. It
is actually the only parameter describing the model of electrode.

A bipolar electrode is modeled as the difference in electric potential between two points
close to each other (typically 2 mm) and both at the same distance from the tissue surface.

4.3.3 Simulated High Density Mapping

The objective of this section is to design a simulated electrical mapping system similar
to experimental setups. Digital cardiac mapping systems'" 180 typically include 240-256
channels with a sampling rate of 1-2 kHz. For instance, Konings et al'3170:181 yged
a handheld spoon-shaped mapping electrode to record unipolar electrograms sampled at
1 kHz in the right atrium free wall in Wolff-Parkinson-White patients undergoing cardiac
surgery. The mapping system consisted of 244 unipolar electrodes in a spoon of diameter
3.6 cm and an inter-electrode distance of 2.25 mm. A silver plate in the thoracic cavity
served as reference electrode.

In order to enable comparisons between computer model data and experimental mapping
data, unipolar electrograms were computed in the model at approximately the same location
as those recorded in the human patients of Konings et al.'® Fig. 4.7A represents the virtual
spoon-shaped electrode used in computer simulations. The diameter of the virtual spoon
was 3.2 cm with an inter-electrode distance of 2 mm and 256 unipolar electrodes in total.
The electrodes are positioned 1 mm from the atrial surface. Since the surface is curved,
this condition is in competition with the constant inter-electrode distance of 2 mm. As
a consequence, a trade-off was necessary to limit the distortions of the grid of electrodes
projected on the curved surface.

Figs. 4.7B-C show examples of visualization created from the simulated mapping data:
fiber orientation in the mapping area, and an electrogram map during normal sinus rhythm.
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e T o |
/ "\Mappingarea ? B :

Right atrium free wall

Figure 4.7 — Electrodes configuration in the simulated high density mapping. (A) Position of the mapping
area in the right atrium free wall. The electrodes are located 1 mm from the tissue. (B) Representation
of the fiber orientation in the mapping area. (C) Example of electrogram waveforms during normal sinus
rhythm.

4.4 Conclusion

This chapter ends the presentation of the bottom-up approach to cardiac modeling, from cell
membrane electrodiffusion to full heart modeling. The construction of a computer model of
human atria was explained. The different possible levels of detail in the description of each
layer were highlighted:

e Jonic currents: reduced model, simple generic model, or detailed specific model;
e Jonic concentrations: constant or time-dependent, compartmental model;

e Tissue physical model: monodomain or bidomain model;

e Tissue structure: discrete (microstructure model) or continuous, presence of fiber
orientation or heterogeneities;

e Anatomy: 2D sheet or anatomical model, shell or full 3D model;

e FElectrograms: current source approximation or torso model.

Each choice influences the complexity of the model, and therefore the computational ex-
peunse of its numerical implementation. Results obtained on a complex model may also be
more difficult to interpret. In this work, we will usually start by studying the simplest
models capable of demonstrating the phenomena we would like to reproduce, before trying
to generalize to more complex situations.
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Part |l

Numerical Methods

This second part concerns the discretization methods involved to solve
numerically the partial/ordinary differential systems presented in the pre-
vious chapters. Spatial and temporal discretization are considered sepa-
rately for a better readability. The first chapter of this part presents a
mathematical description of the spatial discretization schemes applied to
cardiac modeling in this work. The second chapter shows how the time
discretization can be performed, notably with the help of adaptive time
steps. Finally, in the third and last chapter of this part, examples of
practical computer simulations are given, with a special emphasis on the
selection of parameters, on the assessment of accuracy and mesh quality,
and on the simulation of electrograms.
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Chapter 5

Spatial Discretization

The topic of this chapter is the discretization of the diffusion equation with no-flux boundary
condition
0
8—1:=V-DVu+f in Q (5.1)
n-DVu=0 in 09 (5.2)

defined on a domain €2 with boundary 0€2 (n is a unit vector normal to the boundary). This
system will be reduced to the semi-discretized form

d
Md—‘t‘+Ku = s (5.3)

where u gives a finite-dimensional approximation of the field u associated with a mesh
constructed on the domain {2 and s is a source term related to f. The matrices M and
K are called mass matriz and stiffness matriz respectively. It is often more convenient,
although restrictive, to have a mass matrix M easy to invert in order to enable efficient
explicit time integration. This chapter will focus on this particular case.

The main spatial discretization approaches used in cardiac modeling are briefly over-
viewed in section 5.1. Then, sections 5.2 and 5.3 describe the numerical schemes used in the
present study for structured meshes (2D grids) and for unstructured meshes (triangular mesh
of a 3D-surface). Section 5.4 finally presents a possible extension to multi-layer structures.

5.1 Discretization Strategies

The development of a numerical scheme for the diffusion equation involves several steps:

1. Definition of the domain: it can be a 1D cable, a 2D rectangular sheet, a 3D box or
a surface or volume derived from various medical imaging modalities. In this chapter,
in addition to 1D/2D models, a shell model (3D-surface) of human atria based on a
MRI dataset is considered.

2. Mesh construction: the domain has to be meshed in order to define the discretized
field u. For this purpose, different approaches are available: structured meshes (2D /3D
grids, possibly distorted) or unstructured meshes (triangular or tetrahedral elements).
The method chosen depends on the shape of the domain and its boundaries, and on
the original data format used to code the geometry. Numerical methods may also
impose restrictions on the geometry of the mesh (e.g. Delaunay triangulation).

ol



52 Spatial Discretization Chapter 5

3. Discretization of the diffusion operator: a discretization scheme is used to derive the
matrices M and K of Eq. (5.3). Many possible methods (finite differences, finite vol-
ume, finite elements, etc.) exist and have been extensively studied and applied notably
in structure mechanics, fluid dynamics and heat transfer. The main discretization ap-

Reference Geometry/Methods

Structured meshes

Finite difference!8? 183
> Fenton et al.?® 3D anisotropic parallelepiped
> Saleheen et al.!8%18° 3D bidomain

100

> Gray et al 1D, 2D, 3D grids, 3D anatomical model of canine ven-

tricles and simplified model of the atria (all with regular

cubic elements)

> Winslow et al.'®

186

Y

Huf(f ¢ o] 141 3D anisotropic ventricular models (regular cubic
olden et al.

Panfilov et al."! clements)

Huiskamp'®?

99

> Blanc et al simplified shell geometry of the atria

Finite volume!88

> Harrild et al.”>18%-1%0 3D model of human atria (hexaedral mesh)

Finite elements!?1-192

> Samie et al.>* 2D grid using Lagrange polynomial elements®
> Rogers et al.'??
Hunter et al.'?*

> Oniboni et al.'®® 1D finite elements with proper orthogonal decomposition

collocation-Galerkin finite elements method

Adaptative mesh
> Quan et al.'%®
> Cherry et al.'®7 adaptative mesh refinement algorithm

domain decomposition

Unstructured meshes

Generalized finite differences?

> Zemlin et al.® 3D shell model of human atria (triangular mesh)
Finite volume-based methods
> Rose et al.'® method for triangular meshes

> Zozor et al.'?? 3D shell model of human atria (triangular mesh)

Finite Elements
> Vigmond et al.>*° 3D first-order tetrahedral elements

Other approaches

Interconnected cable network
> Leon et al.?°?
Vigmond et al.?°%-20

> Vigmond et al.® multilayer model of canine atria

2D /3D anisotropic model

® see especially the online material.
b here the term finite volume method is reserved for methods involving a complete tiling of
the surface.

Table 5.1 — Main discretization approaches used in cardiac modeling with some selected
references. However, most of the simulation studies found in the literature are still based on
finite difference discretization of structured meshes.
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proaches (with some selected references) used in cardiac modeling are summarized in
Table 5.1.

4. Time integration: finally, a time-stepping scheme has to be proposed to solve Eq. (5.3).

In the remaining of this chapter, the geometry and the mesh (step 1 and 2) are supposed
to be already generated, so that the text will focus on discretization of diffusion operators
(step 3). Time integration (step 4) will be the topic of the next chapter.

5.2 Structured Mesh

This section recalls the standard finite difference methods used to discretize a diffusion
operator applied on a one- or two-dimensional rectangular structured mesh (an extension
to the third dimension is straightforward in this simple case). Explicit formulae for the
matrices M and K of Eq. (5.3) are given.

5.2.1 Spatial Discretization

Consider a rectangular sheet of size L, X L, regularly discretized. The mesh is composed
of points x; ; = (i - Az, j - Ay) with i =1,...n,, j = 1,...ny where (n, + 1)Az = L, and
(ny+1)Ay = L,. The discrete potential field u = (u; ;) gives an approximation to u(x; j,t).
The diffusion tensor field is also discretized, i.e. D; ; = D(x; ;).

5.2.2 Finite Difference Operators

Forward and backward finite difference operators in the  and y direction are defined as

(Oetw)ij = tigry —ugy  and  (Gp-u)ij = uij — ui—1,; (5.4)

(Oy+w)ij = wijy1 —uiy  and  (Gy-w)ij = uij — uij1

where the von Neumann no-flux boundary conditions are taken into account by setting
U, = Ulj, U0 = Uil Uny+1,j = Un,,j and Ujn,+1 = Uip,. The centered finite difference
operators are given by

The second order centered finite difference operators are defined by

02 = 0p40p— =050z and 02 =0y 0y = 6y_0yy - (5.7)

5.2.3 Approximation of Diffusion Operators

Finite difference operators help build approximations to differential operators. Some com-
mon finite difference formulae for second order derivatives are listed in Table 5.2. A com-
bination of them is sufficient to solve the problems encountered in this study. For instance,
the equation

ou 0%u 0%u
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Discretization formula Order

Second order partial derivative

Loulxij) = =z (02u)iy + O(Az?)
2D-Laplacian

Vu(xij) = z=(0iw)iy+ xz (0w + O(Az?)

Mixed partial derivatives

2
Bg—ayu(xi;j) = ﬁAy (0z 5yu)i,j + O(Az?)

Inhomogeneous diffusion operator

2DL2u(xij) = (624D )i + O(Ax)
%Da%u(xi,j) = m((sxD(Syu)i,j + O(Ax)

Table 5.2 — Finite differences discretization formulae for second order derivatives.?® 152183 Here the operator
D has to be understood as a point-wise multiplication, i.e. (Du); ; = (D); j(u);,;. The method’s order given
here assumes Ay = O(Ax).

is approximated by du/dt = Au + f where

A= g5 0+ AD—Jz 0y and  fij= f(xij) (5.9)

that is, the discretization scheme is defined by M =1, K = —A and s = f in Eq. (5.3).

5.2.4 Stability and Resistor Interpretation

The source-free discretized system du/dt = Au is said to be stable?®® if and only if the
eigenvalues of A have a non-positive real part and the eigenvalues with zero real part have
equal algebraic and geometric multiplicity. The former condition prevents exponential di-
vergence and the latter polynomial divergence. This property can usually be shown in finite
difference-based discretization schemes through a resistor interpretation.

Namely, if u is a constant field, Au = 0 because the gradient of a constant is zero.
The sum of each line of A is therefore zero. If, moreover, the matrix A is symmetric with
non-negative off-diagonal elements, its elements can be written as

Apn = Tmn = Tum > 0 if m#mn (5.10)
A = =Y 1mp <0, (5.11)
p
leading to the system
du
d—tn = Zrnp(up —Up) . (5.12)
p#n

This system can be interpreted as the evolution equation of the potential in a circuit of
resistors, where wu,, is the potential at node n and r,,, is the resistance of the connector
between nodes m and n, each node being connected to the ground through a unit capacity.
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This matrix is clearly diagonally dominant, i.e. for all n,

[Annl > 7 [Any| (5.13)
p#N

Its eigenvalues are then shown to be real non-positive?”* when the diagonal elements are
negative. Since A is diagonalizable, algebraic and geometric multiplicities are always equal
and the system is stable.

5.3 Triangular Mesh

This section presents a discretization scheme based on a finite volume approach to solve a
general inhomogeneous anisotropic diffusion equation on a 3D-surface defined by a triangular
mesh, reformulating and extending some results from Zozor et al.'®’ and Shao.?® The
resulting discretized system is shown to be stable without any restriction on the mesh.

5.3.1 Spatial Discretization

A triangular mesh on a 3D-surface is described by a set M of N vertices indexed by .
Vertex i € M is located at x; € R3. A neighborhood relation is introduced through the set
N; containing the nearest neighbors of the vertex 7. A vertex cannot be its own neighbor
(¢ ¢ N;) and the neighborhood relation is symmetric (j € N; <= i € N}). An edge is
a couple of vertices (i,7) such that j € N;. The corresponding edge vector is denoted by
X;j = Xj — X;. The maximal edge length is denoted by Az in this section. A triple (4, j, k)
forms a triangular element of the mesh if (i,7), (j,k) and (k,7) are edges, that is, when
j € N and k € N;NN;. The set of all triangles is denoted by 7. The number of elements
of the set N; NN}, denoted by |[N; N Nj|, determines the local topology around the edge
(4,7): if [NjNNj| =1, the edge is a boundary of the domain (Fig. 5.1A); if |N; NNj| = 2,
the edge is located in the bulk (Fig. 5.1B), and finally if |A; N Nj| > 2, the edge belongs to
a connection line where several surfaces are meeting (Fig. 5.1C).

The scalar fields v and f are approximated by vectors u and f whose components are
u; = u(x;) and f; = f(x;). For each triangle (7,7, k), the 3x3 diffusion tensor evaluated at

Figure 5.1 — Nearest neighbors and local topology of a triangular mesh. The white circles represent the
vertices i and j, while the filled circles represent the set N; N Nj. (A) [N NN;| =1, i and j are on a
boundary; (B) |[N;NN;| =2, i and j are in the bulk of the surface, and (C) |N; N Nj| = 3, i and j are in the
intersection of two surfaces.
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the center of gravity of the triangle is called D;jx. Two independent eigenvectors of D
are assumed to be in the plane defined by the triangle.

5.3.2 Semi-Discretized Equation

Following a finite volume approach, the surface is tiled by assigning a region to each vertex.
The flux conservation equation is then applied to each region and leads to the desired matrix
form (5.3) for the evolution equation.

Tiling of the Surface

The surface € is decomposed into N disjoint regions €; of area |©;| and boundary 0€2;, for
each 1 € M. For this purpose, each triangle is divided into 3 quadrilateral domains of equal
area. The division lines are drawn from the center of gravity of the triangle to the midpoint
of each edge (Fig. 5.2A).

The segment between the center of gravity of (4, 7, k) and the midpoint of (7, j) is denoted
by S;jx and its length by £;;,. The vector n;j;i is defined as the unit vector perpendicular
to the segment S;j;;, contained in the plane (4, j, k) and outward-oriented with respect to i,
i.e. so that ng;k
j € Njand k € N;NNj, and the vectors n;;, are normal to that contour and outward-
oriented (Fig. 5.2B-D).

x;; > 0. In summary, the contour J€); is the union of all segments S;;, with

B C D

Figure 5.2 — Domain associated with a vertex. (A) In the triangle (i,j, k), the 3 medians are drawn with
dashed lines. The segment S;; is the thick black line between the gravity center and the midpoint of (i, j).
The arrow illustrates the unit vector n;j,. The gray zone is the domain assigned to the vertex i. (B) domain
associated with a vertex in a boundary, (C) domain associated with a vertex in the bulk, and (D) domain
associated with a vertex in the intersection of two surfaces.

Application of Flux Conservation

The flux conservation equation derived from the diffusion equation (5.1) with the help of
the divergence theorem and applied to the domain €2; reads

d .
(gz +Ji=s;, (5.14)

that is, variations of the charge (); present in €2; come from the total outward flux J; or
from the source s;. These quantities are defined as

Qi:/dQu , si:/de and Ji:?{ d¢n'-j (5.15)
Q; Q; 0Q;

3 3
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where d€2 is an infinitesimal surface element, d¢ is an infinitesimal length element, n(x) is
normal to the boundary 0€2; at point x, and j = —D Vu is the flux density. Since those
integrals are linear with respect to w or f, their discretized forms are expressed as vector
equations

Q=Mu , s=Mf and J=Ku (5.16)

where M and K are identified with the mass and stiffness matrix of Eq. (5.3). These matrices
M and K are obtained through approximate quadrature formulae.

Mass Matrix

The integrals defining ); and s; are estimated by a first-order quadrature formula exact for
fields that are constant in €;, leading to the lumping approximations*

/ dQu=Qu+O(Az)  and / A0 f = O fi+O(Az) . (5.17)
Qi Qi

Under these assumptions, the mass matrix is diagonal
M:Q:dlag(Ql, ,QN) (518)

and therefore easily invertible. More accurate quadrature formulae would lead to a non-

diagonal mass matrix.

Stiffness Matrix

The integral expressing the flux J; splits into a sum of integrals over each segment Sy

Ji=> > /S dlnj - . (5.19)
ijk

JEN; keN;NN;

In order to approximate these integrals, the flux j and the diffusion tensor D are considered

205 Consequently, the gradient of u in the triangle (4,4, k) is

constant in each triangle.
evaluated by linear interpolation of the values of u at x;, x;, and x;. Because the gradient
is a linear operator, its (local) discrete form is written as

Vu (B24%) = v, 00 + O(Ax) (5.20)

where Vi is a 3XN sparse matrix. A more explicit expression is derived in the next
subsection. The flux integral over the segment S;;x now becomes

/S dlnj, -j = —lypnj, Digp Vipu + O(Ax) . (5.21)
ijk

After summation over j and k, an approximation for the flux J; is obtained

J;, = - Z Z Lijk n;;k D;jr Vijru + O(Az) . (5.22)
JEN; kEN;NN;

*When no confusion is possible, the area of the domain ; is also called ;.
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We are now able to write down the expression of the stiffness matrix K of Eq. (5.3) using
the canonical basis {e;} of R as well as the notation Lijr = Lijpngj

K = =Y > Y etDijVi. (5.23)

ieM jeN; keN;NN;
Each term of the sum is of the form (Nx1)(1x3)(3x3)(3xN) = (NxN). Thus, K is a
NxN time-independent sparse matrix. The quantities €, £;;x, n;j, and V;j;, are geomet-
rical parameters depending only on the mesh, while D;j; is associated with the diffusive
properties.

5.3.3 Structure of the Stiffness Matrix

After simplification of Eq. (5.23), the stiffness matrix K will appear to be symmetric positive
semidefinite. The stability of the discrete system will be deduced from this property.

Element-based Symmetric Form

Each term of Eq. (5.23) depends only on the triangle (7, j, k). We are going to group together
the terms corresponding to the same triangle, so that the structure and the symmetries of
the matrix will naturally appear.

The sum over i € M, j € N, k € N;NNj, is a sum over the set 7 of all triangles, each
of them considered 6 times, one for each permutation of ijk

Z Z Z ajjr = Z Z A (i) (G) (k) (5.24)
IEM JEN; KEN;NN; (i,4,k)€T meS3(1,5,k)

where the permutation group of {i,j,k} is called S3(4,7,k). The matrices D;j and V,j
are invariant under the permutations of 45k. Thus, the symmetrized form of the matrix K

reads
K = — > Lk Dijk Vij (5.25)
(4,5,k)ET

where the N x3 matrix L;j; is defined as

-
Lijk = ). i) Lxiya(i)ath) (5.26)

7r€53(’i,j,k)

= e (L + L) +ej (Ll + 1) +ex (L + L) - (5.27)

The gradient V;j;u and the normals vectors £;; have now to be calculated in terms of
the local coordinate system {x;;,x;;}. However, because these vectors are covariant, their
components are more naturally expressed in the dual basis of the basis {x;;,x;,} associated

206

with the triangle edges, a tool widely used in crystallography,2°6 solid state physics?°7 and

signal processing?’® when dealing with non-orthonormal bases.
Dual Basis

Let (a, b) be an ordered basis in a plane of an euclidean space. Its dual basis (a*, b*), in

the same plane, is defined by the relations?’

a'a*=b'b*=1 a'b*=b'a*=0 (5.28)
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and is computed using cross-products (see Fig. 5.3)

b
a*—bAc and b*—cAa  where c=-202 (5.29)
la A bl

Notice that the unit of a* (e.g. cm™!) is the inverse of the unit of a (e.g. cm) and that any

Figure 5.3 — Illustration of the construction of the dual basis: (a*, b*) is the dual basis of (a, b), and
reciprocally (a, b) is the dual basis of (a*, b*). Notice that a* is perpendicular to b and b* is perpendicular
to a.

vector v in the plane generated by {a, b} can be written as
v=(a'v)a*+ (b'v)b* . (5.30)

The following identity will turn out to lead to important simplifications

lall _ Il _
Io ]l = Jla]

laAbl| (5.31)

and is proved by noting that
Ib*]l - laAb|l = [[b* A (a Ab)| = [la(bb") — b(a"b*)|| = |a] . (5.32)

206

The metric tensor"® in the dual space will also be needed. Some trigonometrical and

algebraic manipulations lead to
-1
a*’a* a*'b* | ([ a'a a'b B 1 Ibl? —a'b
b*Ta* b*'b* / | b'a b'b ~Jlaablz\ —a'b |al?

(e ferree e ) o
~Jlanb|| \ —coty ||b||||as‘i|nv ~ JlaAb] — coty cot vy + cot 3 '

where « is the angle between a — b and —b, (8 is the angle between b —a and —a, and + is
the angle between a and b (see Fig. 5.3).

Discrete Gradient Operator

The vector V;j,u is easily expressed in the dual basis using (5.30)

Vijru = (xiTjVijku) x;; + (xiTkVijku) X = (uj — ;) X35 + (g — ug) Xjp (5.34)
A matrix form is obtained using u; = e/ u
Viji = —(xij + xip)e; + X;'kjejT + x5 (5.35)

a matrix directly constructed with the components of the dual basis vectors.
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Discrete Divergence Operator

Let £; (resp. £; and £;) be the vector perpendicular to x;j (resp. x; and x;;), outward-

oriented with respect to the triangle (i, , k) and with a norm ||&;|| = ||xx|| (resp. [[£;] =
|xik || and ||€]| = [|xi;]|). Since for a closed curve in a plane § d¢ n = 0, then
Lijr + Ligj + % £; + % £, =0 (5.36)

The matrix L;;, can then be written as

Lige =~ (e (6] +£0) + e (&] +4]) + e, (6] +£])) (5.37)

*

The covariant vector £; is easily expressed in the dual basis {xzj,x;‘k} using the identity
(5.31). Because E;xik = 0, £; is proportional to xj;

*

£j = —|lxixll ||Xij|| = —Ixij Axill x5 = =2 Qi x5 (5.38)
ij

where €2 is the area of the triangle (i, j,k). This vector is outward-oriented since Zg—xij =
—2€; < 0. Similarly, simple formulae for £; and £; are obtained
Ly = —2Qu X (5.39)
Ei = —Ej —Ek = 2Qijk (ij +X2<k) . (5.40)

The matrix L;;; now reads
Lige =~ (= e (i +x50) + e x5 + enxy) (5.41)
and reveals its structure
Lijk = — Qe Vi - (5.42)

Note that in the derivation of this result, we only used the fact that the boundary of €;
crosses each segment at its midpoint. The other point defining the boundary (located at
the gravity center of the triangle) could be moved anywhere else in the triangle. Actually,
the boundary could even be curved inside each triangle.

Final Expression

The final expression of the stiffness matrix K is obtained by collecting the results of
Egs. (5.23), (5.25) and (5.42) :

K= > Qi VieDijk Vi - (5.43)
(irj,k)ET

The diffusion tensor D;j; is symmetric positive definite, so that there exists a symmetric

positive definite square root matrix D;j/,? . The matrix

/2 pl/2 Vijk)T(Ql/2 D,/ Vijk) (5.44)

T _
Qijik Vz’jk Dijk Vijk = (Qijk ijk ijk ijk

is clearly symmetric positive semidefinite. This property is preserved under the addition of
such matrices. Therefore, K is symmetric positive semidefinite.



Section 5.3 Triangular Mesh

61

5.3.4 Practical Formulation
Since the mass matrix is invertible, the semi-discretized equation (5.3) can be written as

du

a formulation more convenient both for time integration and numerical implementation
provided that M is easily invertible. The matrix A is given by

A=-M'K = -9 Y Qy Vi Dijk Vige - (5.46)
(3,5,k)ET
The matrix —V;;k Dijr Viji is a (local) discrete form of the differential operator V - DV.
Notice the minus sign due to the fact that the diffusion operator (on a bounded domain
with appropriate boundary conditions) has non-positive eigenvalues.2** The ratios ijr/
reflect the interplay between the vertex-centered balance equation and the element-centered
estimation of the flux.
This formulation (5.45-5.46) will be used as a starting point for the development of time
integration schemes and then for the resulting computer implementations.

5.3.5 Stability

Recall that the discretized system du/d¢ = Au is said to be stable if and only if the eigen-
values of A have a non-positive real part and the eigenvalues with zero real part have equal
algebraic and geometric multiplicity. The structure of the final expression (5.43) will show
that the system is stable for every mesh and for every diffusion tensor field.

Since M is symmetric positive definite, M2 and M ~1/2 are well defined. The congru-
ence transformation®’*

K = K =M1'?KM/? (5.47)
does not preserve the eigenvalues, but preserves their sign (Sylvester Law of Inertia?0%).
Then, the similarity transformation®’*

K — M Y?K'MY?=M7'K=-A (5.48)

preserves the eigenvalues. Thus, the eigenvalues of A are all real and non-positive.

Finally, the only eigenvalue of A with zero real part is zero. The algebraic and geometric
multiplicity of zero as an eigenvalue of K are equal because K is diagonalizable. But
the similarity and congruence transformations preserve the algebraic multiplicity of zero
(Sylvester Law of Inertia) and the geometric multiplicity of zero (rank(A) = rank(K)).
Therefore, the eigenvalues of A are real non-positive, the algebraic and geometric multiplicity
of zero are equal, and the system is always stable.

5.3.6 Computing the Matrix A

In summary, the construction of the matrix A is performed as follows:

e Inputs: read vertex positions x; and the list of triangles (7, j, k) with the corresponding
diffusion tensor D .
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e Initialization: A< 0 and Q; < 0for:=1,... N.
e Loop: for each triangle (i,5,k) € T
— compute the local basis (x;;,%;x), its dual basis (x}‘j,xz‘k) using Eq. (5.29), and the
area (2;;;, of the triangle.
— update the elements area: € < Q; + €Q;1/3 for | =4, 5, k.

— construct the 3x3 block matrix Vi, = (= x}; — x| x}; | x3)
T
ijk S
N-dimensional space and subtract it from A, thatis, A + A — PiijijkPi}—k where
P;j, is defined as P, =€; (100)+e; (010)+e; (001).

— compute the product f(ijk = Qijkﬁ D @Uk embed the resulting matrix in the

e fori =1,... N, divide line ¢ of A by ;.
e Output: write matrix A.

Any entry A;; of the matrix A is zero as soon as i # j and i ¢ Nj. The storage format for
this matrix has to take into account its sparsity.

5.3.7 The Isotropic Case

When the tissue conduction properties are isotropic, i.e. when D;jr = D[, the algorithm
of the last subsection is simplified. In that case,

(x}; + ka)T(ij +x7) —(xj; + X?k)Tij —(x}; + x5) X,

= .. _ T A * kT ok k| ok
Viik Vigk = X} (Xij +x73) X X} X Xk (5.49)

* | (¥ * kT ok kT ok

—x, (x7; + %) Xk Xij Xik Xk

is evaluated using the components of the metric tensor (5.33) in the dual space and gives

.
Kijk = QijkDijkVijk Vijk

D cot Omj + cot ejik — cot Okij —cot Ojik
= %k — cot 9]“']' cot Okij + cot eijk —cot Oijk (5.50)
— cot ejik — cot Oijk cot Gjik + cot Oijk

where 0, = 0;;; is the angle between x;; and x;;. This formula with the cotangents now
appears to be consistent with Zozor et al.'% and Shao.?%

Some off-diagonal coefficients may be negative if 6;;;, > 7/2, although one can directly
verify that this matrix is always positive semidefinite. Thus, a resistor interpretation (as in
subsection 5.2.4) is hard to formulate. This is due to the fact that the gradient is estimated
using a three-point formula and not a two-point formula as we would expect for a network

of resistances.

5.4 Multi-Layer Triangular Mesh

A simple way for adding thickness to a monolayer geometry (shell model) is to replace
each vertex by a cable (1D structured mesh) and complete the connections in each layer.
This procedure is mathematically formalized using a tensor product (see Fig. 5.4) and is a
first step toward full 3D modeling. This tool will enable us to evaluate the impact of wall
thickness on cardiac impulse propagation and on electrical signals, without having to build
a 3D mesh of a complex 3D structure.
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Figure 5.4 — Construction of the vector space of scalar fields on a multilayer structure using a tensor
product. A field on a monolayer surface including N vertices is in RY | a field on a cable of length L is in

RE | and a field on a multilayer structure including N vertices and L layers is in RVL | which is isomorph to
RY @ R".

5.4.1 Spatial Discretization

Suppose that L layers have to be created with a distance Az between them. It is assumed
that the thickness LAz is small compared to the size of the geometry. The layers are labeled
by an index k from 0 (epicardium) to L — 1 (endocardium), that is, k € £ ={0,... L —1}.
To each vertex ¢ € M of the 3D-surface mesh (epicardial mesh) are associated L vertices
located at
xgk) =x; — kAz - n(x;) (5.51)
where n(x;) is a unit vector normal to the surface at x; and outward-oriented. It is more
robust, although approximative, to set
X — X
n(x;) = (5.52)
where X is a reference point inside the atria, typically at the center of gravity (a different x
can be selected for each atrium).
If u®) € RN represents the discretized field « in the layer k for all k € £, the complete

discretized field in the whole structure is constructed as a tensor product (see Fig. 5.4)
u=> u e € RY @R = RVE (5.53)
kel

where {e;} is the canonical basis of RY. Reciprocally, every field can be written in this
form. A similar construction holds for the source term f.

5.4.2 Semi-discretized Equation

If the discretized diffusion operator Agus of Eq. (5.46) acts on the vector space RY, and if
the 1D diffusion operator (see subsection 5.2.3)

Ap = £5 62 (5.54)

acts on RF, then the semi-discretized equation on the multi-layer geometry reads again
du/dt = Au + f where the NLxN L-matrix A is now given by

A= Asurf I + I® AlD (555)

and is computed through Kronecker products (matrix direct products). The former term
accounts for diffusion in each layer and the latter for the diffusion between the layers.
Because of this formulation, however, the fiber orientation vector is restricted to lie in the
tangent plane of the surface.
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5.4.3 Stability

The stability of the system du/dt = Au directly derives from the following formula express-
ing the evolution operator*

exp(At) = exp(Agut ® It + I® Aipt) = exp(Agurt) @ exp(Aipt) (5.56)

because a system is stable if and only if any orbit u(¢) = exp(At)u(0) is bounded for
t — +o0. Therefore, if Agyr and Ajp define stable systems (it was shown to be the case),
so does A.

5.5 Conclusion

In this chapter, discretization schemes for reaction—diffusion equations were presented. Both
structured and unstructured meshes were considered. Methods based on finite differences
and finite volumes lead to algorithms for computing the mass matrix and the stiffness
matrix. A new mathematical reformulation of a discretization scheme for a triangular mesh
of a general 3D-surface was notably developed. This scheme has by construction several
advantages:

e the weight matrix can be easily and efficiently computed,

e a true tiling of the domain is constructed so that no-flux boundary conditions are
correctly taken into account,

e inhomogeneous and anisotropic diffusion properties can be introduced,

e exact conservation of current is ensured for all mesh resolutions (this is of particular
importance to compute electrograms based on those current sources),

e the finite-dimensional dynamical system resulting from the spatial discretization was
shown to be stable when no reaction term is present,

e efficient explicit time integration schemes can be implemented.

The most important properties of diffusive systems, namely conservation of current and
stability, are therefore preserved after spatial discretization. This means that in both the
continuous and the discretized model, whatever the initial condition, the solution tends
toward a homogeneous state in the absence of reaction and external stimulation.

Finally, a simple extension to multi-layer structures was proposed as a first step toward
full 3D modeling.

*It relies on the identities: exp(A + B) = exp(A) exp(B) if AB = BA, and exp(A®I) = exp(4) ® L.
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Time Integration

After spatial discretization, the monodomain propagation equations for an active tissue
become an initial value problem of the form (see subsection 3.3.1 and 5.3.4)

du
— = A f 1
7 u+ f(u,s,t) (6.1)
ds

— .2
= = glus) (62)

where u represents the membrane potential field, s the state of all cells, A the discretized
diffusion operator, f the aggregate membrane current and g is associated with the membrane
kinetics. Numerical integration of these equations is performed through a time discretization
t=0, At, 2At, 3At... and an iterative scheme of the form

(u®,60) o (alked ste0) 63)

where u®) (resp. s(*)) is an approximation of u(k At) (resp. s(k At)).

This chapter describes the schemes used in the present study to solve Eqgs. (6.1) and
(6.2). An operator-splitting method is introduced (section 6.1) in order to divide the problem
into a diffusion step (section 6.2) and a reaction step (section 6.3).

6.1 Operator Splitting

In some situations, it is fruitful to consider separately reaction and diffusion. This is a
common procedure in advection-reaction—diffusion systems arising in atmospheric pollution

209 210,211 511d in viscoelastic fluid mechanics.?'? Similar methods

modeling,**” reacting flows
were introduced in cardiac modeling by Qu et al.?'® and applied to a 3D ventricular model
by Yung.'% 86 The resulting scheme enables an adaptive choice of the time step, a property
highly desirable when a large range of time constants are present, like in cardiac tissue

models.

6.1.1 Principle

Let us consider a dynamical system which splits into a sum (see Lanser?”? or Budd?!*)

i_’: — h(x) = hy (x) + ha(x) (6.4)

65
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Here h; may represent the diffusion term and hy the reaction term. If we assume that a
convenient or efficient method is known to solve both dx/d¢ = h;(x) and dx/dt = hy(x)
through an updating scheme x(**1) = U(Alt) (x®)) and x(+1) = U(Azt) (x(*)) respectively, we
would then suggest to solve Eq. (6.4) by combining both schemes

xb+1) = g (u(;t) (X(k)>> or  x®) —y® (u(Alt) (x(k)>> : (6.5)

that is, by alternating the updating schemes U(Alt) and U(Azt). The remaining of this section
will show why and how such a method is applicable to reaction-diffusion systems. Some
mathematical notations concerning ordinary differential equations will be first introduced.

6.1.2 Flow Operators

The flow operator (I)(A}.lt) associated with an ordinary differential equation dx/d¢t = h(x) is a

function defined by the relation®'®

x(t+ At) = P (x(t)) (6.6)

where x(t) is a solution of the differential equation. When the equation is linear, i.e. if
h(x) = Bx, the flow operator is given by @glt) (x) = exp(BAt)x. In the general non-linear
case, it is surprisingly still possible to write the flow in an exponential form. This form,
briefly explained below, turns out to be crucial for the derivation of splitting methods.
The Lie derivative (associated with the vector field h) of a function F(x) is a function

defined as

(DWF)(x) = 7% () (6.7

X

where OF /0x is the Jacobian matrix. Using that definition, the successive Lie derivatives
of the identity function I(x) = x are

0

X

(Pnl)(x) =h(x)  and (foln) (x) (Dlgﬂ) h(x) . (6.8)

When evaluated at x(t), a solution of dx/dt = h(x), Eq. (6.8) becomes

DD () = hex(t) = 2 (6.9)
k 1X
(PE11) ) = & ((ok1) eity) = L2 (6.10)

The flow operator can now be calculated from its Taylor expansion with respect to At

kx k k
o) (x(t) = 3 XA 5 B (Dh1) (xit) = (exp (2t Dw) 1)x(t)  (6.11)
k>0 >0

and the desired exponential form appears
Q(h) = exp (At Dy) I
At ( h) (6.12)

General splitting methods are based on this formula.



Section 6.1 Operator Splitting

67

6.1.3 Splitting Formulae

A splitting formula is an approximate relation between @glt1+h2), <I>(Aht1) and (I>(Aht2). In the
linear case h(x) = Bix + Bax, those flows are respectively exp(At(B; + Ba)), exp(At By)
and exp(At By). Those three exponentials are related through the following splitting for-

mulae209214,216

eBITBAL  _  (BIAL o BaAL | 0 A42) (6.13)

eBIAL/2 (BoAt (BIAL/2 4 (A3 (6.14)

The former approximation is known as Lie—Trotter splitting and the latter Strang splitting.
Both are a direct corollary of the Baker—Campbell-Hausdorff’s formula?0 214217 for factor-
ization of exponentials. This formula reads exp(hX) exp(hY) = exp(hZ), where Z is given
by
h h? 3
Z=X+Y+3X.¥]+ E([X, X Y]] + [, [V, X])) + 0%) (6.15)

and the commutator is defined as [X,Y] = XY - Y X.

In the general case, by analogy with the linear case, the Strang splitting naturally gen-
eralizes to

ol ) = o) o ol o o) + O(Ar) . (6.16)
As a matter of fact, using the exponential form (6.12), the left and the right hand side of

Eq. (6.16) become

o) oxp (At Dy, + At Dp,) T (6.17)
o), 0 &) 0 o) = exp(AtDy, /2) exp (At Dy,) exp (At Dy, /2) I (6.18)

since Dn, +hy, = Dn, + Dp,. Baker—Campbell-Hausdorft’s formula also applies in this case*
and leads to the result anticipated above.

6.1.4 Application to Reaction—Diffusion Systems

Let us now apply this operator splitting procedure to the reaction—diffusion system (6.1)—

(6.2). First, since the differential system depends ezplicitly on time, a new state variable

7 associated with the equation ‘31—; = 1 has to be included in order to make the system

autonomous. The state vector is now x = (u,s, 7). With these notations, Egs. (6.1) and
(6.2) become

dx Au f(ua 5, T)
i h;(x) + ha(x) where h;(x)= 0 and ho(x) = | g(us,7) | . (6.19)
0 1
If the flow operators are written
exp(AAt)u pat(u,s, 1)
o) (x) = s and dP)(x) = | yar(us,7) |, (6.:20)
T T+ At

*Although in Eq. (6.15) X, Y and Z were implicitly supposed to be matrices, Baker-Campbell-

Hausdorff’s formula is still valid in general Lie algebra with the exponential map defined accordingly (see

Varadarajan®'")
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Figure 6.1 — Block-diagram view of the time stepping scheme for the two first time steps. Diffusion step 1:
only diffusion is considered during At/2; this step is divided here into two sub-time steps. Reaction step 1:
only reaction equations are solved (separately for each cell); here this step is divided into 5 sub-time steps
in a sub-group of cells and performed in a single step for the others. Diffusion step 2+3: two successive
diffusion steps are combined together. Reaction step 2: reaction equations are again considered . ..

then the Strang splitting (6.16) leads to

u(t+At) = exp(AAL/2) qﬁAt(exp(AAt/Z)u(t), s(t), t) +O(AP)

(6.21)
s(t+At) = hay (u(t), s(t), t) + O(At?)
where 7(t) = ¢ has been substituted.
Section 6.2 will be devoted to find approximations of exp(AAt), and section 6.3 to find
approximations of the functions ¢a; and 1.

6.1.5 Adaptive Time Steps

Most cardiac cell models are described by a set of stiff>'® ordinary differential equations.
This usually requires a very small time step to solve the stiff reaction equations. Operator
splitting enables us to choose small time steps only when and where necessary.

In practice, the splitting time step At can be divided into an integer number of sub-time
steps usually different for diffusion (subsection 6.2.3) and for reaction (subsection 6.3.2).
Moreover, since cell coupling is present only in the diffusion equation, a different number
of reaction sub-time steps can be associated with each cell. Typically, cells in the fast
activation phase will be attributed smaller sub-time steps than cells in the slow recovery
phase. The time stepping scheme becomes therefore space- and time-adaptive. Its sequence
of operations is illustrated in Fig. 6.1.

6.2 The Diffusion Step

The purpose of this section is to integrate the diffusion equation du/dt = Au in the time
interval [t,t + At]. The analytical solution is known to be u(t + At) = exp(AAt)u(t). This
section is therefore devoted to the construction of appropriate approximations F', of order
n + 1, for the exponential operator

eAA = F(AAL) + O(AL™HY) (6.22)
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|a=0 q=1
p=20 1-=2

1
o 1 1—2/2
p=1] 17 1=z

Table 6.1 — Lowest order Padé approximants of e™*.

in order to define a time integration scheme*
u(t + At) = e?hu(t) = F(AAt)u(t) + O(A Y . (6.23)

The function F' will typically be a rational function.

6.2.1 Padé Approximants

183,219

Padé approzimants of a function f(z) are rational local approximations of the form

np.q(2)/dp 4(2) satisfying the relation

Tpq(2) 1
fz) = 2B+ O(|=7T) (6.24)
dpq(z)
where n, 4(2) and dp 4(2) are polynomials of degree ¢ and p respectively.
Numerical schemes can be easily derived from the Padé approximants of the exponential
function e™# around z = 0 listed in Table 6.1:

eAA =, (—AAE) T n, o (—AAL) + O(APTITY) (6.25)

The corresponding scheme, of order p + ¢, is consistent if p + g > 0, implicit if p > 0, and
unconditionally stable if p > q (see Varga?'® and Strikwerda'®?). Table 6.2 summarizes the
most common schemes based on Padé expansions with p < 1 and ¢ < 1: forward Euler,
backward Euler and Crank—Nicholson. The forward Euler scheme will typically be used with
complex unstructured meshes for which the sparse structure of the matrix A would require
specific (and possibly computationally extensive, i.e., slower) tools for implicit integration
(bandwidth reduction, iterative solvers, ... ). Structured meshes, however, enable an efficient
use of the Crank—Nicholson scheme with the help of a mathematical development presented
just below.

6.2.2 Alternating Direction Implicit

Suppose that the matrix A splits into a sum of two commuting matrices A; and As. Then
A1A2 = A2A1 - eAAt = eAlAt eAQAt (626)

This is the case when an (orthotropic anisotropic) diffusion operator is discretized, i.e. when
Ay = D, 6% and Ay = D, 55. Eq. (6.26) is however verified up to the second order in At
even if A7 and A, do not commute.

*Notice that in spite of an error term in O(A¢"*!), this scheme is of order n in At since 2080w -

AAL)— n
EARDL 4 O(AL™)
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p=0,g=1 Forward Euler scheme
Approximation: et =T+ AAL + O(AL?)
Scheme (1st order): ulfF D) = (I 4+ AA¢L) ul®
p=1,q¢g=0 Backward Euler scheme
Approximation: e = (T - AAL) L + O(At?)
Scheme (1st order): (I — AAL) ub+D) = uk)
p=1,g=1 Crank—Nicholson scheme
Approximation: B = (I — AAt/2)7! (14 AAt/2) + O(A)
Scheme (2nd order): (I — AAL/2) kD) = (T + AAL/2) u®)
Other formulation: (I — AAL/2) uk+1/2) = u(k)

ak+D) — 9 uk+1/2) _ (k)

Table 6.2 — Well-known schemes based on lowest-order Padé approximants: Forward Euler, Backward Euler
and Crank-Nicholson. Thanks to a mathematical trick, Crank-Nicholson scheme reduces to a backward Euler

step followed by a linear combination (like a predictor-corrector scheme), thus increasing the backward Euler

scheme’s accuracy with little additional computational effort.”?’

A1 At As At

The factors e and e can be approximated separately. A Crank—Nicholson ap-

proximation of each one

M = (- A, A/2) 7 (T+ A A/2)(I - ApAt/2) ™" (T4 ApAL/2) + O(AS)  (6.27)

leads to the second order Peaceman—Rachford scheme!8%219,221,222

(I — AjAt/2) u*+Y2) = (T4 A At/2) u) (6.28)
(I — ApAt/2) u*+D) = (14 AyAt/2) uk+1/2) (6.29)
The variable u**1/2) should be thought of as a temporary variable and not as an approxi-

mation of u at time ¢+ At¢/2. This method is widely used for 2D parabolic problems,?%3-224

28,97 Extension to three-term splitting for 3D diffusion

and in particular in cardiac modeling.
is straightforward.?® 219

In a rectangular 2D geometry with homogeneous diffusion properties, A; = D, 62 and
Ay =D, 55, and there exists a permutation matrix P such that both A; and Af, = P~ 1A,P
are tridiagonal matrices in a certain basis. The scheme is now based only on tridiagonal

systems
(I — A At/2) u* YD = (14 A At/2) u®) (6.30)
u(k+1/2) — P*lu(k+1/4) (631)
(I — ALAt/2) u 3% = (14 ALAL/2) uk+1/2) (6.32)
u(k+1) _ Pu(k+3/4) (633)

It is called Alternating Direction Implicit?*® because the first step involves only diffusion
in the z-axis, and the second step in the y-axis. This method and its variants are popular
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because solving a tridiagonal systems and permuting the components of a vector are easily

and efficiently implemented. 82224

6.2.3 Time Step Subdivision

Suppose an approximation F(AAt), of order n + 1, for the exponential exp(AAt) is known.
A more precise approximation (but of the same order) is obtained by Ny iterations:

exp(AAL) = FNa (ATA;) NIN G (6.34)
For instance, the refined forward Euler scheme reads
N,
exp(4At) = (T+484) ™" + O(A2/Ny) . (6.35)

This formula is useful when the splitting time step At does not give an adequate accuracy for
the diffusion step or even when At is larger than the stability limit (in the case of an explicit
scheme). Although higher order explicit schemes with the same number of matrix multipli-
cations are available (e.g., Taylor expansion of the exponential), approximation (6.35) has
an advantage: the stability limit for At is multiplied by N4. The number Ny of time step
subdivisions is generally time-independent, and will be typically set to 3 in practice when
dealing with a large unstructured mesh (see next chapter).

6.3 The Reaction Step

Because the cells are coupled only through the membrane potential u, the reaction equations
can be solved independently for each cell in the time interval [t,t + At]

du ds
i f(u,s,t) and i g(u,s,t) (6.36)

where s represents here the state of a single cell. This enables a refinement of the time
discretization only when and where needed.

6.3.1 Forward Euler Update

The main requirement for the corresponding numerical scheme is a high efficiency, while
only a moderate accuracy is needed.??® Since the functions f and g are usually very time
consuming, their evaluations have to be limited. Although high-order schemes have been

proposed, including Newton method with Steffenson optimization'%

and variants of Runge—
Kutta,??> the explicit Euler scheme satisfies these conditions and has been widely used for

this purpose:
uktD = ) L Ap L f (u(k),s(k),t> (6.37)
sk = B L Ar . g (u(k),s(k),t> _ (6.38)

The structure of some equations, in particular gating variables (subsection 6.3.3), makes
possible an improvement in accuracy without increase of computational effort. On the
other hand, some slow variables (subsection 6.3.4) can be integrated with larger time steps
so that the computational time is reduced without significant decrease in accuracy.
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6.3.2 Time-Adaptive Stepping

Suppose Un; gives an updating scheme to solve Eq. (6.36)
(a0, 8541) = 14 (w60 (6.39)
More accuracy can be achieved by iterating this scheme [V times
(5D 54 = 2y o o Usg) (15,59 (640

The number of sub-time steps N may be time-dependent (as indicated by the index k).
It is usually an integer between 1 and 10. The choice of Ny can be related to the time
derivative of the potential®'?

Ny, = Loz | du J (6.41)

where « is a scaling constant, together with the constraint 1 < Ny < Npaz-

But the range of du/dt is wide because of the steep upstroke so that this method tends
to select most of the time N, = 1 and N = Npee- It is therefore more convenient to
choose only two different sub-time steps, one for the upstroke and the other one for the
repolarization phase.”” Selection is done by thresholding

1 if d_z; < ’[//thres
Ny = = . (6.42)
max if d_z; > Uthres

6.3.3 Gating variables: Rush—Larsen Scheme

A gating variable y satisfies an equation of the form (see subsection 3.2.2)

d _
dy _ yol) =y (6.43)
dt Ty (u
If the dependence in u in the gate equation can be neglected in the time interval [¢,t 4+ At],
an analytical solution is obtained

Y(t+ At) = Yoo + (y(t) — yoo) € 2™ . (6.44)
This suggests the Rush-Larsen scheme?26:227
— 7y (u(F)
Y = g () - () — g (uh))) =B (6.45)
= ay(u®, A1) y® + b, (), A1) (6.46)

where ay(u, At) = e” A7) and by (u, At) = yoo(u) (1 —e‘At/Ty(“)). This method has
several decisive advantages:

1. Accuracy: the scheme accuracy only depends on the variations of u in the time interval
[t,t + At] and not on the time derivative of y. As a consequence, the time step can
be chosen regardless the time derivative of the gating variables. This is of special
importance during the repolarization phase where the membrane potential v decreases
slowly while some gates may open or close quickly.
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2. Stability: if 0 < y*®) < 1, then necessarily 0 < y+1) < 1 (under the natural assump-
tions 0 < yoo < 1 and 7, > 0).

3. Efficiency: if At is limited to a restricted set of values (e.g. only two), lookup tables
of both ay(u, At) and by, (u, At) can be created for each possible time step. The result-
ing updating step includes now only one multiplication and one addition (plus some
IMeImory accesses).

6.3.4 Slow Variables

If the component s; of the cell state vector s varies very slowly, an update every At may
not be necessary. A forward Euler update every Ny, time steps is then formalized as

(kt1) N, At - g; (s®,¢) if k=0 (mod Ny,)

S; = s(k) +
! ! 0 otherwise

(6.47)

For instance, the slowly drifting Na® and KT intracellular concentrations belong to that
class of variables. A time-dependence of Ny, can be easily introduced if more accuracy is
needed during the upstroke phase (e.g. for variables associated with the Ca?" dynamics).

6.4 Conclusion

When dealing with a large set of stiff differential equations, an efficient time integration
scheme is necessary. By considering reaction and diffusion separately, the operator splitting
procedure leads to adaptive time stepping schemes capable of speeding up computations
during the slow repolarization phase, while keeping a sufficiently accurate description of the
depolarization process.

The diffusion step can be performed using the common forward/backward Euler or
Crank—Nicholson schemes. Explicit or implicit time integration is preferred depending on
the computational effort required to solve the linear system involved. For instance, the
alternating direction implicit scheme is adequate for structured meshes, but an explicit
Euler scheme may be faster for a complex triangular mesh when the stability limit for the
time step is not too small.

The reaction step generally consists in a simple forward Euler update because of the
large number of computationally expensive functions involved. Gating variables and some
slowly drifting variables are given a special attention since a better trade-off between speed
and accuracy is possible.
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Chapter 7

Numerical Methods in Action

This chapter describes how the numerical methods presented in the two previous chapters
were used in this study. The whole process of simulation from parameters configuration to
post-processing is illustrated by a simple example, a simulation of normal sinus rhythm in
a computer model of human atria. A special emphasis will be given to the computation of
electrograms and to the analysis of numerical accuracy.

7.1 Running Simulations

The steps involved in a computer simulation of electrophysiology are briefly overviewed in
this section. Guidelines for the selection of parameters are presented and illustrated in an
example of sinus rhythm.

Selection of the Mathematical Model

First, the full set of equations governing the system dynamics has to be selected. This
implies the choice of a geometry (and thus a mesh describing this geometry), a cell model,
and a framework to combine cell excitability and impulse propagation, here the monodomain
formulation.

In the simple example of sinus rhythm, a monodomain tissue model based on the normal
Courtemanche et al. human atrial cell model was used on a geometry of human atria based
on MR images.

Definition of Tissue Properties

The equations of the mathematical model depend on many electrophysiological parameters
characterizing the substrate: conduction properties (tissue resistivity), anisotropy (fiber
orientation), cell membrane (membrane capacitance, channel conductances, parameters of
the channel gates, ...), and also the presence of heterogeneities possibly both in conduction
and membrane properties. Typical value of some of the generic parameters are reported on
Table 7.1 and are used by default.

An advantage of computer models is precisely that these parameters can be easily and
reliably assigned to any value at any location in the tissue. In our example of sinus rhythm,
an isotropic homogeneous tissue with a resistivity of p = 80 € cm and based on uniform un-
modified cellular properties was considered. The resistivity was chosen so as to obtain a ho-

75
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Parameter Symbol Value
Membrane capacitance Cm 1 puF/cm?
Cell surface-to-volume ratio Sy 0.24 pm~*
Tissue resistivity P 80-800 2 cm
Table 7.1 — Typical tissue parameters for sirnulations.
228,229

mogeneous conduction velocity of about 90 cm/s corresponding to normal conditions
(see section 4.2.2).

Stimulation Protocol

Most simulated dynamics, from sinus rhythm to atrial fibrillation, were initiated by a pro-
grammed stimulation protocol (no model of sino-atrial node and ectopic beats was included).
Stimulations are applied by injecting intracellular current through the membrane.

In the case of sinus rhythm, a stimulus current of amplitude Iyim = 80 pA/cm? and
duration 2 ms is periodically applied to a region with an approximate area of 3 mm? and
located near the anatomical location of the sino-atrial node. The cycle length was set to
500 ms.

Spatial Discretization

The mathematical problem is well posed and numerical approximations of the solution have
to be found. The choice of appropriate solvers depends on the geometry, and therefore on
the mesh. In a two-dimensional rectangular geometry discretized using a regularly spaced
structured mesh, a finite difference method combined with an alternating direction implicit
scheme was used because of the efficiency and the stability of its semi-implicit time inte-
gration. For the unstructured triangular mesh representing the atrial surface, the finite
volume method proposed in section 5.3 was preferred because it enables fast explicit time
integration by avoiding having to solve a large linear system.

4x4-cm sheet Atrial geometry
Az N Ax N
1000 pm 1.6k 1000 pm 17k
800 pm 2.5k - pm -
600 pm 4.4k 600 pm 50k
500 pm 6.4k 500 pm 68k
400 pm 10k 400 pm 100k
300 pm 17.8k 300 pm 200k
200 pm 40k 200 pm 400k
100 pm 160k - pm -
Table 7.2 — Average spatial resolution (Ax) and approximated number of vertices (N) for each mesh of a

4x4-cm sheet of tissue and for each mesh of the atrial geometry used in the present study (atrial meshes
with Az = 100 or 800 pum were not constructed). The suffix k means 1000, i.e. 100k=100 000.
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After the choice of a numerical scheme, the spatial resolution Az has to be carefully
selected. In the general case, Az is defined as the average edge length of the mesh. In a
regular structured mesh, Az is simply the size of a square element. For both the rectangular
geometry and the atrial model, meshes with spatial resolution ranging from 100 to 1000 pm
were constructed and their accuracy was analyzed and compared (see below, section 7.3).
Table 7.2 shows the relation between the spatial resolution and the resulting mesh size.
The final choice of Az is a trade-off between accuracy and computer power requirements.
Standard simulations are run with Az =150-200 pm in the rectangular sheet of tissue and
with Az =400 pym in the atrial model. Finer meshes are used to check the consistency of
the results and to ensure the absence of artifacts.

Time integration

Operator splitting was used to separate diffusion and reaction. In this case, several time
steps are defined. The splitting time step Aty is subdivided into several diffusion time
steps Atgigr (sub-time steps for the diffusion part), into several reaction time steps At eacit
during the upstroke phase (sub-time steps for the reaction part) and into several reaction
time steps Atpeacr) during the repolarization phase.

Table 7.3 shows the values of the time steps used in the present study. Qu and Garfinkel
verified that a splitting time step of Atg,;;; = 100 ps leads to sufficiently small splitting
error.?!3 This value is therefore used for structured meshes. The diffusion time step may
be, however, restricted to smaller values because of the stability limit when explicit time
integration is chosen. For instance, in the triangular mesh of the atria, the diffusion time
step was reduced from 17 to 10 ps and the splitting time step from 50 to 30 pus when the
spatial discretization is refined from Az = 400 to Az = 300 or 200 pm. The reaction time
step was always in the range 10-12.5 ps during depolarization, and to the largest admissible
value (Atreact] = Atgpliy) during repolarization. These remarks are consistent with those of

Yung et al.'% 186

Time step Structured mesh Triangular mesh Triangular mesh
(Az > 350 pm) (Az < 350 pm)

Atgpli 100 ps 50 ps 30 us
Atgi 100/1 = 100 ps 50/3 = 17 ps 30/3 = 10 us
Atreactt 100/8 = 12.5 us  50/4 = 12.5 pus 30/3 = 10 us
Atreact] 100/1 = 100 ps 50/1 = 50 s 30/1 = 30 us

Table 7.3 — Time steps used in the present study for structured and unstructured meshes: splitting time step
(Atspiis), diffusion time step (Ataig), and reaction time steps during upstroke (Atieactt) and repolarization
(Atreacty ) Because the scheme for triangular meshes is explicit, the time steps have to be reduced when Ax
is decreased.

Computer Simulation and Implementation

The simulation code was written in C/C++ and is composed of modules corresponding to
cell models, geometries and numerical schemes. This modular approach was found to be
efficient and flexible. Membrane kinetics computations were optimized by look-up tables.
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On a standard single processor PC (Pentium III Xeon, 1.4 GHz running Linux), 2 hours of
CPU time and 48 MB memory are required for a one-second simulation on a 100k-nodes
mesh whose membrane kinetics is given by the Courtemanche et al. model. The speed
is roughly doubled when the Luo—Rudy model is used instead because of its simplified
membrane kinetics. The solver spends approximately 25% of the CPU time for the diffusion
part and the remaining for the reaction part (Courtemanche et al. model). This fraction
increases up to 55% when the Luo—Rudy is used. Although parallelization can be efficiently

230,231 we limited ourselves to sequential processing because

applied to this class of problems,
very often a large set of simulations with similar protocol and settings had to be launched

at the same time on several processes.

The program is able to output the time-course of membrane potential or any other cell
variable recorded at any point of the tissue, membrane potential maps dumped typically
every 5 ms, activation times, unipolar/bipolar electrograms or electrical mapping data, and
finally a dump of the complete tissue state for starting later new simulations with this state
as initial condition.

Visualization of Results

The output files are finally loaded in Matlab® (The MathWorks, Inc.) for post-processing
and plotting. Visualization of potential maps and generation of image sequences were per-
formed in a specific tool written using the OpenGL® library (see www.opengl.org).

Fig. 7.1 displays the activation pattern and isochrones in our example of sinus rhythm.
The sinus beat propagates from the right to the left atrial tissue. Atrial activation terminates
in the left lateral wall below the appendage, where the wavefronts converge. The total
activation time is about 110 ms. Despite some differences due to the absence of specialized
conductive structures like Bachman’s bundle or crista terminalis, the global behavior of

232

the activation maps is comparable to those available from experimental data®’* or other

anatomical models.”

0 20 40 60 80 100
Activation time [ms]

Figure 7.1 — Activation map and isochrones during normal sinus rhythm activation initiated from the sino-
atrial node (SAN). Isochrones are drawn every 10 ms. The points denoted by Ei and E, represent the
location of unipolar electrodes (see next section).



Section 7.2 Computing Electrograms

79

7.2 Computing Electrograms

Extracellular or bath potential can be estimated in a monodomain formulation by assuming
a superposition of potential fields from each of the transmembrane current sources.?!»?33
This approach has been used by Spach et al.?** to compare simulated and experimental
signals in thin tissue, and more recently by Gima and Rudy?3® in an inhomogeneous cable.
In our case, it is assumed that the tissue is thin and lies in an extensive conductive bath,
and that the current sources are located at the surface of the tissue.

Unipolar electrograms are computed according to the current source approximation (4.17)
adapted for monolayer models with constant thickness. The extracellular (or bath) potential

at x is given by
1 S I (y, 1)
bo(x,t :—/ dy § Zv-md> 7.1
(8 = T Tyl (1)

epi
where Qi represents the epicardial surface, dy is an infinitesimal surface element, ¢ is the
(small) thickness of the tissue, o¢ the surrounding bath conductivity, I,, the current source
per unit area of membrane surface, and S, the cell surface-to-volume ratio. Numerical
quadrature of this integral is performed by lumping the sources. On a mesh M containing
vertices ¢ located at x; and associated with a region of area €2;, the approximation reads

po(x,t) = S0 > In(xi, 1) + O(Ax) (7.2)

where the factor S,d/4mog is a constant. Since only I, is time-dependent in the right
hand side, a unipolar electrogram is computed as a linear combination of current sources.
The membrane current I, is obtained by applying the diffusion operator to the membrane
potential field, so that the electrogram is also a linear combination of membrane poten-
tials.31 199 Fig. 7.2 shows unipolar electrograms computed during sinus rhythm at sites E;
and E9s whose location is displayed on Fig. 7.1.

Only one parameter characterizes a simulated electrode: its distance d to the epi- or
endocardial surface (see subsection 4.3.2). This parameter determines the length scale of
the averaging effect, i.e., roughly speaking, the region an electrode can see. A value of

A

c —p———4— b T
500 ms
Figure 7.2 — Examples of simulated unipolar electrograms (arbitrary unit) during sinus rhythm with a cycle

length of 500 ms. The electrodes are located in the right (A,C) and in the left (B,D) atrium at sites E1 and
E> respectively (these sites are shown on Fig. 7.1), 1 mm (A-B) or 5 mm (C-D) from the atrial surface.
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50 ms

Figure 7.3 — Comparison of simulated and clinical bipolar electrograms, both during sinus rhythm. (A)
Simulated bipolar electrogram (normalized amplitude) measured in the right atrium. (B) Clinical bipo-
lar electrogram (normalized amplitude) measured during routine intracardiac mapping. In both case, the
distance between the unipolar electrodes is 2 mm.

d = 1 mm was used to simulated electrodes in contact with the cardiac tissue, in order
to compensate the fact that the model of electrode is point-shaped. Notice that this value
corresponds to the order of magnitude of the diameter of the sensor in the decapolar catheter
electrode (7 French, BARD catheter) which was used to record experimental signals during
routine intracardiac mapping for comparison with simulated signals (see below). The choice
of the distance d was motivated by the following constraints:

e Validity of the formula: The 1/r weighting assumes an infinite homogeneous volume
conductor. This approximation, used for the sake of simplicity, is only valid for lo-
cations close to the heart surface, where the volume-conductor boundary effects and
conductor heterogeneities have a limited impact, say, d < 1 cm.

o Numerical quadrature: Comparison with equivalent problems in electrostatics shows
that, at a distance of about 1-2 times the average distance Az between the sources
considered as punctual, the field is comparable to that generated by a distributed

236) . So, a value d > 2Az would be enough to sufficiently

source density (see Feynman
reduce the differences (in amplitude notably) observed between an electrode located

right over a source and an electrode equidistant to two or three sources.

o Comparison with experimental signals: Finally, the decisive criterion is the comparison
with real electrograms. The distance d determines the width of the peak observed
during an activation (a small distance d gives a marked peak with large amplitude
and short width, see Fig. 7.2) and is adjusted in order to lead to the experimentally
measured peak width.

Fig. 7.3 shows a comparison of simulated bipolar electrograms with 2-mm spacing with
those obtained from a decapolar catheter (7 French, BARD catheter with electrode spacing
of 2 mm and a sampling rate of 1 kHz) during routine intracardiac mapping of the atria. The
simulated and clinical electrograms show an excellent agreement, in particular concerning
their shape and peak width, and justify the choice d = 1 mm.

7.3 Numerical Accuracy

In every area of numerical analysis, it is of crucial importance to be informed on the accuracy
of the numerical solution. In this section, mesh quality and convergence of the numerical
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solution are assessed using physiologically relevant quantities.

7.3.1 Mesh Quality

Partial differential equations solvers require a sufficiently regular mesh. Assessing mesh
quality is usually performed by geometrical measures depending on mesh elements. It is,
however, interesting in specific applications to relate mesh quality to some meaningful phys-
ical quantities. For instance, using exactly the same meshes as in the present study, Blanc!'®
computed the maximal time step allowed for explicit time integration of the propagation
equation, leading to a global measure of mesh quality. Here, we start from the requirement
that homogeneous isotropic conduction properties should lead to a regular homogeneous
wavefront propagation (curvature effects excepted). For this purpose, the safety factor for
conduction is introduced as a tool to detect and localize mesh irregularities susceptible to
generate wavefront propagation artifacts (local mesh quality) and as a tool to assess the
global mesh quality through the dispersion of safety factor.

Safety Factor

The safety factor (SF') for conduction is defined as the ratio of charge generated to charge
consumed during the excitation cycle of a cell.?37:238 The fraction of SF' > 1 indicates a
margin of safety. If I, is the membrane current, I, = C’maaL;” is the capacitive current, I;,
and I,,; are inward and outward diffusion currents (I,,, = I, — Ipyt = I + Liopn), then SF is

computed as

Qin
where each charge is associated with its corresponding current
t
Qm(t) :/ dt’ Im(t,) and Qc|in\out :/ dt Ic|in\out(t) : (74)
0 {t|Qm>0}

The domain of integration is the interval during which @,,(t) > 0, that is when the cell
consumes charges for its depolarization.

Local Mesh Quality Assessment

For each mesh of the atrial surface, a wavefront propagation is initiated near the sino-
atrial node with homogeneous isotropic resistivities set to p =200 2cm. The SF was then
computed at each vertex of the mesh. Fig. 7.4 shows a SF map of a mesh with a spatial
resolution of Az = 400 pm. Apparently random variations (in the range SF = 2-2.5) are
observed because SF depends on the orientation of each triangular element with respect to
the wavefront. Notice that this randomness is an advantage of triangular meshes since it
prevents the “square wave” effect often seen in structured meshes at coarse resolution,'® that
is, wavefront propagation is more isotropic at the macroscopic level in triangular meshes
as compared to structured meshes with similar resolution. A careful analysis reveals a
correlation between SF and the mesh structure (the mesh was generated by creating first
quadrilateral patches on the surface). Moreover, a comparison with the activation map
(Fig. 7.1) shows that SF' is smaller in the regions where wavefronts merge, or close to a
boundary, because @y is significantly reduced in those cases.
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Figure 7.4 — Safety factor map computed on a mesh with Az = 400 pm (100k nodes). Note that the scale
is restricted to the range 2-2.5.

Global Mesh Quality Comparison

Fig. 7.5 presents SF statistics and histograms for meshes with average spatial resolution of
200, 300, 400, 500, 600 and 1000 gm. In addition, SF's measured in 1D-cables with similar
discretization and conduction properties are displayed on Fig. 7.5A and are consistently
slightly higher than the values corresponding to a triangular mesh (conduction is safer in
1D than in 2D). The observed SF range 1.5-3 corresponds to the values reported in the
literature.?3":23% The mean SF increases with the spatial discretization Az (Fig. 7.5A) due
to the smaller coupling (the “vertex-to-vertex” coupling is O(p~!Az~2) in the discretized
system), in agreement with Shaw and Rudy.?*” Fig. 7.5B shows that the peak of SF
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Figure 7.5 — Distribution of safety factors (SF) for meshes of the atrial surface with different spatial
resolutions. SFs are computed during a normal sinus beat with a homogeneous isotropic resistivity of
p =200 cm. (A) 25th, 50th, 75th percentile (error bars), 10th and 90th percentile (stars) of SF distribution
for each mesh. The circles represent the SF computed on a 1D-cable (linear strand of cells) with the same
spatial discretization and conduction properties. (B) SF histograms.
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Az SD 1QI
1000 pm 140 % 92 %
600 um 6.3 % 6.5 %
500 um 5.8 % 6.9 %
400 pm 5.6 % 6.0 %
300 um 51 % 53 %
200 pm 4.3 % 4.2 %

Table 7.4 — Dispersion of safety factor (SF') on meshes of the atrial surface with different spatial resolutions
Az. Standard deviation (SD) and interquartile interval (IQI) of the safety factor are expressed as a percentage
of the median of the SF distribution.

distributions is more pronounced for finer resolutions. This is confirmed by Table 7.4 showing
that the standard deviations (SD) and interquartile intervals (IQI) of SF distributions,
normalized with respect to the median, are smaller in finer meshes, leading to a smoother
wavefront propagation. Some dispersion in SF' is however expected even for a very fine mesh
because of the effect of wavefront curvature on conduction velocity. For spatial discretization
Az < 400 pm corresponding to the meshes used for the simulations, the dispersion of
SF (both SD and IQI) are < 6 %. These values lead to a sufficiently smooth wavefront
propagation as confirmed by visual inspection.

7.3.2 Convergence

In order to appropriately choose the spatial discretization parameters, convergence has to be
checked by progressively reducing the maximal element size Az. Accuracy is then estimated
as a function of Az. In cardiac electrophysiological models, common measures of accuracy
of the solution are root-mean square error of the potential field,3"-2% conduction velocity of

15,213 (e.g. cycle

a propagating wavefront,!%97,213,239,240 characteristics of spiral dynamics
length or steady-state action potential duration), and diffusion current? (neighborhood
stimulating current).

Average conduction velocities (CV) were computed during a simple propagation in a
1-by-1 cm square tissue regularly discretized, and on triangular meshes of the atrial surface,
with spatial discretization Az ranging from 100 to 1000 pm for the square tissue and from
200 to 1000 pm for the atrial model. In all cases, the resistivity is set to p =200 Qcm,
the membrane capacitance to C,,, =1 pF/cm?, and the cell surface-to-volume ratio to S, =
0.24 pm~'. The discretization of a monodomain propagation equation is characterized by
the parameter pC,,S,Az?, expressed in milliseconds.'> The golden standard Az =45 um
proposed by Wu and Zipes?* was used on a 1D cable with the same resistivity to measure
the reference CV for the calculation of the relative numerical error on CV.

Fig. 7.6 displays the numerical error on CV as a function of the discretization parameter
pCrSyAz? for a wavefront propagation initiated from a corner of a square tissue (dashed
lines), and for a normal sinus rhythm propagation on the atrial geometry (continuous line).
In the square tissue, the numerical error on CV is significantly smaller along the diagonal
direction than along the natural grid direction.'> The numerical error on CV measured on
the triangular mesh of the atrial geometry lies between those two curves. With a spatial
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Figure 7.6 — Relative error on the conduction velocity (CV) for different spatial discretizations characterized
by the parameter pC,, S, Ax?. Recall that Az is the average spatial discretization in unstructured meshes.
Dashed curves represent simulations on a square mesh (propagation initiated from a corner), with CV
measured along the diagonal (diamond markers) and in the longitudinal axis along a boundary (square
markers). The continuous curve with triangular markers represents simulations on the atrial geometry
(propagation initiated from the sino-atrial node). Annotations show the average element size corresponding
to the parameters p = 200 Qcm, C,, =1 pF/cm® and S, = 0.24 pum™*'.

discretization Az = 400 pm, a relative error < 15% is achieved. The error is reduced
to about 5% if Az = 200 pm. Although these errors are still non-negligible, such coarse
discretization levels are commonly used as a trade-off between accuracy and computational
requirements (or even tractability) of the numerical problem®® (see also Table 7.2).

7.4 Conclusion

This chapter described the practical issues concerning computer simulation of cardiac elec-
trophysiology through the chronological sequence of operations from parameters configura-
tion and simulation setups to post-processing and visualization. Then, a method to compute
unipolar and bipolar electrograms in a monodomain formulation was discussed. It will be
the starting point for most of the attempts toward model validation. Finally, tools for the
assessment of numerical accuracy and local/global mesh quality based on physiologically
relevant quantities were presented and applied to a computer model of human atria during
normal sinus rhythm. Arguments were given to justify a posteriori the adequacy of the
meshes used in the present work for the simulation of wavefront propagation. Such tools
may be used directly during the mesh design phase for a better control over the numerical
errors.



Part Il1

Simulated Atrial Fibrillation

This third part describes several computer models of atrial fibrillation
(AF) in which the initiation and maintenance mechanisms can be iden-
tified and examined. Different mechanisms of initiation of simulated AF
through clinically relevant pacing protocols are discussed in chapter 8.
Then, chapter 9 is devoted to AF perpetuation. Models based on mul-
tiple independent wavelets, meandering wavelets and mother rotor are
successively considered. These dynamics of simulated AF are examined
in chapter 10 in terms of activation patterns, spatial organization and
wavelength.
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Chapter 8

Initiation of Atrial Fibrillation

Different mapping techniques have provided experimental clues on the relevant electro-
physiological processes initiating or sustaining arrhythmia. Experimental models of atrial
fibrillation (AF) usually involve an intervention, such as the application of a drug or chronic
pacing?*1724 to create a substrate for arrhythmogenesis. Often interventions cause consider-
able shortening of both the effective refractory period and spatial wavelengths, increasing the
likelihood of arrhythmias. The maintenance of multiple wavelets appears to be a consistent
feature of the AF observed in experimental models. Using in vivo extracellular recordings,

Allessie et al.24®

showed that AF induced by programmed electrical stimulation (premature
beats or rapid pacing) was characterized by 3-4 wavefronts. In a different experimental
model of an explanted sheep heart exposed to acetylcholine, Chen et al?%® found using
higher resolution optical mapping that AF is comprised of a larger number of wavelets that
are short lived and rarely completely reenter. They also found that when reentry of wavelets
did occur, it was generally observed at a fixed location such as the left atrial appendage or

the right atrial free wall.

While both electrical and optical mapping have provided significant insight into the
dynamics of animal models of AF, they are limited practically since all regions of the atria
cannot be accessed or recorded simultaneously. Computer models offer the advantage of
providing information at multiple biological scales and at nearly cellular spatial resolution.
Models, however, are limited by the accuracy of the representation of electrophysiological
and anatomical details and the computational requirements.

The combined use of anatomically and electrophysiologically realistic computer models
and experimental mapping may help unlock the mechanisms underlying AF. In this chapter,
mechanisms of AF initiation are investigated in a computer model of the atria. Simulated
AF (SAF) will be initiated using programmed electrical stimulation protocols (described
in section 8.1) like S;-So-S3, burst-pacing and ramp protocols in a tissue with uniform
conduction properties and a membrane kinetics based on modified versions of the Luo—
Rudy?®® and the Courtemanche™ models. Initiation mechanisms based on action potential
duration (APD) restitution and on APD heterogeneity will be explored in sections 8.2 and
8.3 respectively. This study will lead to several different models of SAF whose dynamics
will be analyzed in the following chapters.
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8.1 Initiation Protocols

Computer models of AF are determined by the tissue substrate (geometry, cell and conduc-
tion properties) and by the initiation protocol (electrical stimulation). This section describes
the elements composing the framework of the SAF dynamics considered in this study.

8.1.1 Single Cell Model

The selection of a single cell model is determined by the desired accuracy of the representa-
tion of the cell electrophysiological properties and by the available computer power. Several
sophisticated and computationally demanding models based on membrane ionic channel ki-
netics have been published for atrial cells.5%7>777 In this work, membrane kinetics was
described by modified versions of the Luo-Rudy model?® and the Courtemanche model™
and lead to different models of SAF. This section presents the main characteristics of these
models (action potential shape, rate adaptation).

Modified Luo—Rudy Model

For the study of the basic mechanisms of AF initiation and perpetuation, in particular the
effect of restitution, we have chosen to use the Luo-Rudy model.?® Developed originally
for ventricular cells, it can be seen as a generic ionic model taking into account the major
inward and outward ion fluxes through the cell membrane. This choice was motivated by
the desire to reduce computational load and to enable simple and flexible alteration of the
restitution curves.

To approximate the specific properties of atrial cells, the original Luo-Rudy model was
modified. Using previous analyses of the restitution dynamics of this model,?%88:90,92 the
channel conductances Gna., Gk and Gy associated with the membrane currents Ina,, Ik
and I (see Table 3.1) were adjusted in order to reproduce reasonable atrial action potential
duration (APD).?*” To accomplish this, Gx, was reduced to 16 mS/cm?, Gk was set to 0.423
mS/cm? and Gg to 0.085 mS/cm? as in Qu et al.®? The resulting APD at rest, 245 ms,
is in agreement with the range of atrial refractory periods in humans (220 to 260 ms?32).
These modifications constitute the baseline model used in the simulations. Any additional
modifications will be discussed as they arise. The maximum slow inward conductance, Gg;,
is used as a control parameter as in Qu et al.%? to affect the APD and restitution properties.
Gl is varied from 0.085 to 0.05 mS/cm?.

The restitution dynamics were determined for each Gg; computed on a cable (see Fig. 8.1).
The action potential shape is shown for different cycle lengths in Fig. 8.1A. The baseline
model has APDs in the range 30-245 ms (computed using a threshold at —60 mV), and
a steep restitution. The effect of the control parameter Gy on the APD restitution is
presented on Fig. 8.1B. Decreasing values of Gy; correspond to reduced APD and flattened
restitution. For values of Gy < 0.06 mS/cm?, the maximal slope is smaller than 1. The
relationship between steady-state APD and pacing frequency generated by the modified
Luo-Rudy model (Fig. 8.1B) is very similar to that measured experimentally on remodeled

1.247). Fig. 8.1D shows that Gy has a negligible influence on

atrial cells (see Fig. 1CinLiet a
the conduction velocity which is mainly determined by the sodium current In,. Fig. 8.1E

displays the bifurcation diagram of APD as a function of regular pacing rate. For each
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Figure 8.1 — Restitution properties of the modified Luo-Rudy model measured on a 1-cm cable with an
element size of 200 pm and a resistivity of 200 Qcm. Stimulations are delivered to the first cell with a strength
of 2 x diastolic threshold. Diastolic intervals (DIs) and action potential durations (APDs) are measured in
the middle of the cable using a —60 m'V threshold. Protocol: A 100-bpm pacing rate is applied until steady-
state is reached. Then a Sy stimulus with different DIs is delivered. Results: (A) Action potential shapes
(with reduced APD, G = 0.055 mS/cm?) are displayed for various cycle lengths from 260 ms to 1000 ms
respectively from left to right; (B) APD restitution curves of the modified Luo-Rudy model with G = 0.085,
0.08, 0.07, 0.06, 0.055, 0.05 mS/cm? respectively from top to bottom; (C) Steady-state APD as a function of
the pacing frequency for G5 = 0.055 mS/cm?® (circles, displaying APD alternans for pacing frequency >5 Hz)
and for G5 = 0.05 mS/cm?® (squares); (D) Conduction velocity (CV) restitution curves for the same values
of Gs; (E) Bifurcation diagram of APDs as a function of the pacing cycle length (Gsi = 0.085 mS/cm?).
Zones A to H correspond to different dynamical regimes.

pacing cycle length from 50 to 400 ms, the last 50 APDs of 300-beat simulations starting
from resting potential were measured and plotted on the figure. At slow rates, one action
potential was generated for each stimulus (Fig. 8.1E, zone A). At a cycle length of 310 ms,
a period doubling was observed, resulting in a stable alternation of short and long APDs
(zone B). For further increase in pacing rate, only one action potential was generated every
two stimuli (zone C). At higher rate, additional bifurcations degenerated toward chaotic
dynamics (zones D, F and H). Between chaotic zones, stability regions were also observed
(zones E and G).

Modified Courtemanche Model

After having investigated the effect of APD restitution on SAF initiation and perpetuation
using the modified Luo—Rudy model, a computer model of SAF based on more realistic ionic
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Figure 8.2 — Restitution properties of the modified Courtemanche model measured on a 1-cm cable with

an element size of 200 pm and a resistivity of 200 2 cm. Stimulations are delivered to the first cell with
a strength of 2 x diastolic threshold. Diastolic intervals (DIs) and action potential durations (APDs) are
measured in the middle of the cable. Protocol: A 100-bpm pacing rate is applied until steady-state is reached.
Then a S stimulus with different DIs is delivered. Results: (A) Steady-state action potential shapes are
displayed for various pacing rates from 1 Hz to 4 Hz respectively from right to left; (B) APD restitution
curve (solid curve) and experimental data from Kim et al.,” the APDs being measured in both cases at
the 90% repolarization level; (C) Action potential shape for various DIs from 20 to 120 ms; (D) Conduction
velocity (CV) restitution curve; (E) Bifurcation diagram of APDs as a function of the pacing cycle length.
Zones A to G correspond to different dynamical regimes.

properties and on experimentally measured APD restitution was constructed and studied.

The Courtemanche model,”® designed specifically to reproduce human atrial cell electro-
physiology, is well adapted for this purpose. When the unmodified Courtemanche model is
used, however, the spatial wavelength is too long to sustain SAF for more than one second.?4®
In order to induce self-sustained SAF, the parameters of the membrane were modified to
reasonably reproduce the APD restitution curve of remodeled human atrial cells measured
by Kim et al. during chronic AF.™ The target ionic currents for parameter modification
were chosen according to the suggestions of Courtemanche et al.™" The currents Iiy, Icar,
and Ik, were reduced by 80%, 30% and 90%, and Ik, was increased by 50%, so that APDs
were shortened to 210 ms, while the maximal slope of the APD restitution became slightly
larger than 1 as described in Kim et al.™

Fig. 8.2 shows the basic dynamical properties of the modified Courtemanche model.
Action potential shape is given for different pacing rates during stable pacing protocol

(Fig. 8.2A) and for various diastolic intervals (Fig. 8.2C). APD and CV restitution curves
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are plotted on Figs. 8.2B and 8.2D. Experimental data from Kim et al.” are superimposed
in order to justify the relevance of the membrane parameter modifications. The bifurcation
diagram of APD as a function of regular pacing cycle length ranging from 100 to 300 ms
(Fig. 8.2E) displays the last 50 APDs of 150-beat simulations run on a cable and illustrates
the transitions toward APD alternans (Fig. 8.2E, zone C) and 2:1 block (zone D). Near
period doubling bifurcations, the dynamics is characterized by long transients, in agreement

with the simulation study of Kneller et al.”™

Modified Courtemanche Model with Vagal Stimulation

Several experimental models of AF involve exposition to acetylcholine.?*6 This interven-
tion causes a significant reduction of effective refractory period and a loss of rate adapta-
tion.?*?2%0 The resulting AF dynamics is qualitatively different from models characterized
by a steeper APD restitution.” The effect of vagal stimulation was added to the modified
Courtemanche model in order to analyze different initiation mechanisms arising when APD
restitution is flat.

Kneller et al.™ proposed a mathematical formulation for an acetylcholine-driven potas-
sium current Ix(acp) in a canine atrial cell model based on the Courtemanche model.”? The
voltage dependence of Iy acp) was given by (see Fig. 8.3C)

0.4516
I AC = g AC 00517+ V — EK 81
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Figure 8.3 — Restitution properties of the modified Courtemanche model with vagal stimulation measured
on a I-cm cable with an element size of 200 pm and a resistivity of 200 Q cm. Stimulations are delivered to
the first cell with a strength of 2 x diastolic threshold. Diastolic intervals (DIs) and action potential durations
(APDs) are measured in the middle of the cable. Protocol: A 100-bpm pacing rate is applied until steady-
state is reached. Then a S stimulus with different DIs is delivered. Results: (A) Action potential shape
for various DIs from 20 to 120 ms; (B) APD restitution curve for giacny =7, 12 and 25 ms™ ! respectively
from top to bottom; (C) Voltage dependence of the current Ixacn) for gxacn) =7 ms™*; (D) Conduction
velocity (CV) restitution curve for gxacn)y =7, 12 and 25 ms~" respectively from top to bottom.
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where V,,, is the membrane potential, Ex the reversal potential for potassium channels, and
gK(Ach) 1S a parameter associated with the presence of acetylcholine (ACh). The parameter
gK(Ach) 1s expressed in ms~! because, in the Courtemanche model, currents are given in
pA/pF and V,, in mV, and the parameters 0.0517 and 0.4516 are considered to be dimen-

L in order to

sionless. The value of gx(acn) will be selected in the range from 0 to 25 ms™
sufficiently reduce the effective refractory period (ERP). This current was added to the list
of membrane currents (see chapter 3).

As shown on Fig. 8.3A, the resulting action potential has a triangular shape at all
diastolic intervals. Restitution curves (Figs. 8.3A and C) show that the ERP is almost
constant when the diastolic interval is varied, and that the CV is only weakly affected by

the presence of a vagal stimulation, in agreement with Kneller et al.”

8.1.2 Conduction Properties

In the simulations of AF initiation presented in this chapter, the conductivities are homo-
geneous and isotropic. It is then possible to determine whether AF can be initiated in a
uniform tissue as a result of only dynamical heterogeneity (repolarization gradients). Inho-
mogeneities, however, are present in this simplified model due to the anatomical obstacles
and the inhomogeneous curvature of the surface.

The resistivity of the model for normal propagation is set to p = 150 2 cm (Luo—Rudy
model) or to p = 80 © cm (Courtemanche model), leading to a conduction velocity (CV)
of 90 cm/s (mean value over the atria). For the simulation of arrhythmias, the CV was
reduced to values in the range 40-90 cm/s, in order to decrease wavelength while keeping

251

the CV within physiological (but possibly pathological) range. Note that a reduction of

the CV is perfectly equivalent to a uniform dilation of the atria.

8.1.3 Stimulation Protocols

Wavefronts were initiated by injecting intracellular current (Iyim = 80 pA/cm?) in a small
region with a area of about 3 mm? during 2 ms (square pulse). Attempts to initiate SAF

were performed using the following clinically relevant stimulation protocols illustrated on
Table 8.1:

e Programmed stimulation protocol (S1-S2-S3 protocols):?°%2%3 Three sites are selected
(two sites may coincide). A first stimulus S; is applied at site 1. Then, two additional
stimuli (premature beats Sy and S3) are delivered at site 2 and 3. Both stimulus
locations and timing parameters are essential for the success of this method.

e Burst-pacing protocol:*>* 258 This protocol simply consists of a 20-50 Hz periodic
stimulation of a single site during a few seconds.

e Ramp protocol:*>® A train of stimuli is delivered to a single site, the time interval
between two successive stimuli (cycle length, CL) being decremented by A after each
stimulation. The procedure typically starts with a cycle length such that every stimu-
lus initiates a wavefront propagation. The cycle length is then regularly reduced, i.e.,
CL,4+1 = CL,, — A, until AF is detected.
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Protocol Site Stimulation current
P
1
|*
51-S>-55 2
|
3
T
-~
Burst-pacing 1 J H H H H H H H
CL, CL,  CL; _

Table 8.1 — Illustration of the stimulation protocols: S1—S»—Ss, burst-pacing and ramp protocols. Notations:
cycle length (CL), period (T).

The choice of a stimulation protocol for initiating SAF will be based on practical consid-
erations like the efficiency, the difficulty of parameters selection or some limitations of the
membrane models.

8.1.4 Output Data and Signal Analysis

To eventually compare data from model simulations with mapping data from animal experi-
ments or human clinical studies, the model was designed to output both transmembrane and
extracellular potentials. During simulation, a bipolar electrogram was computed from the
difference between the extracellular potential of two points, 2-mm distant from each other
and 1 mm from the surface, located in the right atrium free wall. The membrane potential
of the node right below the electrode was recorded as well. Membrane potential maps were
stored every 5 milliseconds, while electrograms were computed during the simulation every
millisecond. In the space plots, action potentials were gray-level-coded, black and white
representing respectively 20 and —80 mV.

In addition, phase maps were computed from the membrane potential maps. The phase
is an angle variable defined as

Vm(xvt + T) B VT;(L
Vm(X7 t) - VT;(L

0(x,t) = arctan (8.2)
where V) is a reference potential and 7 is a time delay suitable for reconstructing the
dynamics from a single signal.!™ In this study, we used V;* = —60 mV and 7 = 5 ms.
Because of its angular nature, the phase variable characterizes the state of the cell with
respect to the cardiac cycle. At some locations, the phase is not well-defined and the
neighboring sites exhibit a continuous progression of phase over the whole range [0, 2] in

such a way that!™

7{ V0. de = +21 (83)
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where the integral is defined over a small closed path surrounding the singularity. Such points
are called a phase singularities and occur at the tip of a spiral. Localizing and tracking phase
singularities was found to be useful to describe the complexity of the dynamics in simple
two- and three-dimensional models.?8 74,172,260

As a simple measure of complexity and organization, the percentage of excited tissue
and the number of wavelets were computed. Cells were considered to be excited when
the transmembrane potential exceeded —60 mV. The number of wavelets was defined as
the number of connected regions of excited tissue. Non-propagating islands of depolarized

tissue were ignored.

8.2 Restitution-Based Simulated Atrial Fibrillation

A key requirement of a computer model of AF is that it produces some number of wave-
fronts or wavelets that are self-sustaining. One source of instability and induction of wavelet
breakup is a steep restitution curve.®% 103,261-264 \While spontaneous breakup has been asso-
ciated with an increase in the slope of the restitution dependence, AF is usually associated

71,265

with a loss of rate adaption and general flattening of the restitution dependence. In

addition, there is some theoretical evidence that restitution-based breakup may be transient,
suggesting that other factors are needed to maintain the arrhythmia.?3?

The goal of this study is to investigate the initiation of restitution-based SAF in a model
with realistic size and conduction velocity. Programmed stimulation protocols and burst-
pacing protocols will be applied to a uniform isotropic tissue using the modified Luo—Rudy
model. Different value of the control parameter Gy ranging from 0.05 to 0.085 mS/cm?
will be tested. Then, similar initiation procedures will be investigated with the modified

Courtemanche model featuring a more realistic APD range.

8.2.1 S;—S,—S; protocols

Our first attempts to initiate SAF in the model were performed by applying a S;—S2—S3
protocol to the baseline model (Luo-Rudy model with Gg; = 0.085 mS/cm?) with uniform
resistivity set to p = 250 2 cm, resulting in a conduction velocity of 70 cm/s. This protocol

consists of three stimulations:??

e The S; stimulus corresponds to a sinus beat and was naturally applied near the
anatomical location of the sino-atrial node;

e A first ectopic beat So was then delivered in the right atrium near the superior vena
cava with a S;—Sy interval of 310 ms in order to generate repolarization gradients;

e A second ectopic beat S3 was initiated near the sino-atrial node with a So—S3 interval
ranging from 125 to 145 ms and lead to the first wavebreak.

Fig. 8.4 illustrates the SAF initiation process when the So—S3 interval is set to 136 ms.
After the S;, So and S3 beat propagation (Figs. 8.4A, B and C respectively), a wavebreak
occurred and was followed by a figure-of-eight reentry,?% one wavefront extremity being
anchored to the superior vena cava (Fig. 8.4D). Further wavebreaks, promoted by the steep
restitution as previously demonstrated in 2D and 3D models,?83%8490-92 were observed and

helped the fibrillatory activity move toward the left atrium (Figs. 8.4E-H).
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Simulations run using the same protocol, but with a S;—S3 interval ranging from 125 to
145 ms showed that the resulting vulnerability window is narrow (between 128 and 129 ms
and between 133 and 136 ms). Both location and timing of the stimuli required a careful
adjustment. Due to the high sensitivity of the system to these parameters, SAF initiation
through S;-S2—-S3 protocols can be time consuming in a computer model. We will therefore
analyze protocols involving less critical parameters, like burst-pacing.
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Figure 8.4 — TInitiation of SAF in a model with Gs; = 0.085 mS/cm® using a S1-S»—Ss protocol. Thick
black lines represent wavefronts. (A) First beat showing normal activation with a conduction velocity of
70 cm/s. (B) First ectopic beat. (C) Second ectopic beat. (D) Figure-of-eight reentry around the superior
vena cava. (E)-(H) Development of SAF. (I) Bipolar electrogram recorded in the right atrium freewall. (J)
Corresponding membrane potential time course. (K) Percentage of excited tissue during SAF initiation (solid
line) as well as during sinus rhythm at a cycle length of 470 ms with the same tissue properties (dashed line,
range: 0 to 100%). (L) Number of wavelets (range: 0 to 7).
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8.2.2 Burst Pacing Protocols

Burst pacing protocols are convenient because they only require a single site paced at a fixed
rate. In several animal models of atrial arrhythmia, this initiation protocol was applied
during a few seconds in the right atrium or near the pulmonary veins, typically using a

pacing frequency of 20 Hz2%* 256 or 50 Hz.257:258

In our computer model (G5 = 0.05 to 0.085 mS/cm?, CV = 70 cm/s), SAF was initiated
by means of a burst pacing protocol consisting of a 20 Hz (or 25 Hz) stimulation applied
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Figure 8.5 — Initiation of SAF in a model with Gs; = 0.08 mS/cm® using a burst pacing protocol. These
space plots were all stored during burst pacing. Thick black lines represent wavefronts. (A) First beat. (B)
Third propagating beat. (C) Seventh propagating beat just before undergoing a functional block. (D) First
wavebreak. (E) Figure-of-eight reentry. (F)-(H) Development of SAF. (I) Bipolar electrogram recorded in
the right atrium freewall. (J) Corresponding membrane potential time course. (K) Percentage of excited
tissue during SAF initiation (solid line) as well as during sinus rhythm at a cycle length of 520 ms with the
same tissue properties (dashed line, range: 0 to 100%). (L) Number of wavelets (range: 0 to 10).
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near the sino-atrial node for 5 seconds. Due to the refractoriness of the action potentials,
most of the stimuli applied during rapid pacing failed to elicit a response and generate a
propagating wavefront. As a result, the burst pacing protocol is equivalent to a sequence
of premature stimuli, whose diastolic interval at the pacing site is ensured to be shorter
than 50 ms (for a 20 Hz pacing), a value lying in the steepest part of the restitution curve
(see Fig. 8.1).

Fig. 8.5 illustrates the 20-Hz burst pacing protocol in our atrial model with G = 0.08
mS/cm?. Fig. 8.5A shows the first beat (equivalent to a sinus beat) and Fig. 8.5B the third
one. Figs. 8.5C-H show how after several beats, burst pacing degenerates into multiple
independent wavelets traveling randomly in the tissue.

To better understand the mechanism leading to SAF in a homogeneous model, we plot-
ted the evolution of membrane potentials along two lines from the sino-atrial node toward
the right atrium appendage. Fig. 8.6 shows a conduction block arising along only one of the
two paths, a phenomenon made possible by the symmetry breaking due to the non-planar
geometry. It is worth noting that the conduction block can also occur along the whole
wavefront, as shown in Fig. 8.5C. The first wavebreak is therefore obtained through a mech-
anism of non-uniform alternans?%”>268 due to both restitution and geometry. Interactions
with the next wavelets initiated at sino-atrial node by the stimulation protocol and with
boundaries?%? lead to SAF.

1.6 1.8 2 2.2 2.4 2.6 2.8 3
Time [ms]

Figure 8.6 — Illustration of the mechanism of conduction block occurring in the right atrium appendage
as a result of burst pacing. The membrane potentials along two lines from the sino-atrial node toward the
appendage are plotted. The star (%) indicates the conduction block arising along the second line (bottom
panel) and not along the first one (top panel).

But why does the conduction block occur only in some directions ? The location and
time of a conduction block are actually very seunsitive to conduction properties. Fig. 8.7
demonstrates in a 3-cm cable paced at 20 Hz that even a small change in tissue resistivity
(here a reduction from 246 to 245 € cm) can significantly delay or displace the conduction
block. In a uniform tissue, there are no such variations but the geometry alone can play
the same role if the curvature of the surface is not constant. As an illustration of the cor-
respondence between geometry and heterogeneity in conduction velocity, isochrones were
simulated in a square tissue including a hill-like appendage in the center. Instead of solving
a reaction-diffusion system, the activation times were computed using the shortest path

270

algorithm~'" in order to exclude non-geometrical effects. Fig. 8.8 displays the isochrones on
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Timé [ms]

Figure 8.7 — Mechanism of conduction block simulated in a 3-cin cable with a resistivity of 246 Q) cm (panel
A) and 245 Q cm (panel B). A extremity of the tissue is stimulated with a pacing frequency of 20 Hz. The
membrane potentials are plotted. The star (x) indicates the conduction block arising in the bottom panel,

but not in the top panel.

A B

Figure 8.8 — Effect of the geometry in a tissue with uniform conduction properties. Isochrone computed
with the shortest path algorithm are plotted on the 3D-surface. Black means early and white late. (A) 3D

view. (B) Top view of the same graph.

this 3D-surface. The isochrones seen from above the tissue (top view, Fig. 8.8B) could be
equivalently obtained in a planar tissue including a zone of slow conduction. Mathemati-
cally, this observation is expressed by a general (non-linear) change of coordinate x' = x'(x)
leading to exactly the same propagation equation (monodomain formulation) but with a dif-
ferent conductivity tensor o’ (x') = (0x/0x') " o (x') (0x/0x') where 0x/0x’ is the Jacobian

matrix of the transform (o is a rank-2 covariant tensor).

8.2.3 Effect of Restitution

When a burst pacing protocol is applied to the Luo—Rudy-based model, the SAF initiation
mechanism was shown to involve an interplay between non-uniform alternans and non-planar
geometry. APD restitution is therefore expected to play a key role for SAF initiation in this
model.

To quantify the effect of restitution, the same initiation protocol (burst-pacing at 20 Hz
and 25 Hz during 5 sec) was used on models with decreasing value of the control parameter
Gsi. We successively used Gy; = 0.085 (baseline model), 0.08, 0.07, 0.06, 0.055, 0.05 mS/cm?,
with all other parameter values remaining the same as in the baseline model. The success
of SAF initiation was assessed by considering the time evolution of the number of wavelets.

Table 8.2 summarizes the results of these simulations. For Gg > 0.06 mS/ch, the
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Gy max. DI range # wavelets
[mS/cm?] slope  slope>1 (burst-pacing 20 Hz and 25 Hz)
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Table 8.2 — Initiation of SAF in models with different restitution dynamics. For each value of the control
parameter Gs;, the maximal slope of the static APD restitution curve (i.e., computed using a S1-S2 protocol)
and the range of diastolic interval for which the slope is larger than 1 are given. The time evolution of the
number of wavelets is shown for two examples of SAF initiation by burst pacing, the first at 20 Hz and the
second at 25 Hz.

maximal slope of APD restitution is larger than 1 and SAF could be initiated by both
20 Hz and 25 Hz stimulations. The time of the first wavebreak seems random and actually
depends on the precise timing of the propagating beats. When APD restitution is flat,
however, SAF could not be initiated (within 5 sec.) in the uniform tissue except in one case
with G = 0.055 mS/cm? and a pacing frequency of 25 Hz. Interestingly, a detailed analysis
of this latter case revealed that the first wavebreak occurred in the left atrium appendage
and was preceded by a non-uniform alternans. Fig. 8.9 displays the membrane potential
time course recorded close to the left atrium appendage, as well as a reference membrane
potential signal simulated in a cable paced at a cycle length of 80 ms.

A OANNANNNAAAANNANNNNNNANNNANANMANNNAAN
B O AWNANNANAMANNNNANNANANNNAANNNNANNNNN

500 ms

Figure 8.9 — (A) Membrane potential recorded in the left atrium appendage during the 25-Hz burst pacing
protocol in a model with G = 0.055 mS/cm®. (B) Membrane potential recorded during stable pacing with
a cycle length of 80 ms in a I-cm cable with the same conduction and membrane properties as the atrial
model.

These results, in agreement with the stable APDs measured at pacing frequencies larger
than 4 Hz in a cable (see Fig. 8.1C), suggest that SAF can be initiated in this model provided
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that the dynamic restitution curve®® (APD versus diastolic interval measured during SAF
initiation) has a maximal slope larger than 1. The difference between static and dynamic

restitution will be studied in subsection 9.1.3.

8.2.4 Ramp Protocols

Now another restitution-based SAF dynamics using the modified Courtemanche model will
be initiated in a uniform tissue. Detailed cell models taking into account changes in ionic
concentrations (i.e., including memory?™) like the Courtemanche model may not be well-
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Figure 8.10 — Initiation of SAF using the modified Courtemanche model and a ramp protocol. The cycle
length, starting from 260 ms, is decremented by 1 ms every beat. These space plots were all stored during
burst pacing. Thick black lines represent wavefronts. (A) First beat. (B) Third propagating beat. (C)
Seventh propagating beat just before undergoing a functional block. (D) First wavebreak. (E) Figure-of-
eight reentry. (F)—(H) Development of SAF. (I) Bipolar electrogram recorded in the right atrium freewall.
(J) Corresponding membrane potential time course. (K) Percentage of excited tissue during SAF initiation.
(L) Number of wavelets (range: 0 to 6).
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suited for burst pacing at frequencies > 20 Hz, because high rate pacing involves a large
membrane current flow that is not attributed to any ionic species (the stimulation current
Igim only appears in the equation expressing the conservation of charge). The effects of
this potential violation of the ionic balance equation are still unexplored in this context. In
order to remain not too far from the range of pacing rates for which the electrophysiological
properties of the cell model were assessed by its authors (cycle lengths between 300 and
1000 ms for the Courtemanche model™), a ramp protocol was preferred.

In a tissue with the membrane kinetics of the modified Courtemanche model, a ramp
protocol starting with a cycle length of 280 ms was initiated in the pulmonary vein region
(or near the sino-atrial node). The stimulation cycle length was decremented by 1 ms every
beat. This simulated protocol is comparable to clinical ones. For instance, among many
other similar studies, Brignole et al.?®® induced AF or atrial flutter in patients using ramps
with cycle lengths decreased down to 200-240 ms.

The effective refractory period of the modified Courtemanche model is 230 ms at rest
and 120 ms for the shortest diastolic interval. As a result, the conduction velocity (CV) had
to be reduced in order to sufficiently decrease wavelength and help the maintenance of SAF.
With a uniform CV set to 55 cm/s, a transient complex electrical activity lasting for 1-2 s
could be initiated. After further reduction of CV to 40 cm/s, long SAF episodes (> 20 sec.)
were obtained. These results are in agreement with the simulation study of Cherry et al.?4®
Including anisotropy will enable us to increase the longitudinal CV up to 75 cm/s without
preventing SAF dynamics from being self-sustained (see next chapter).

Fig. 8.10 illustrates SAF initiation using a ramp protocol applied in the pulmonary vein
region (Figs. 8.10 A-B) in a tissue with uniform conduction velocity reduced to 40 cm/s.
The 36th beat (cycle length of 245 ms) lead to a wavebreak (Figs. 8.10 C-D), and then to
a reentry and a fibrillatory activity self-perpetuated by 1-3 wavelets (Figs. 8.10 E-H). This
first wavebreak was preceded by a non-uniform alternans (see Fig. 8.10J) similar to that
observed with the modified Luo-Rudy model in the previous subsections. This process can
be followed on the bifurcation diagram of Fig. 8.2E. In the ramp protocol, the cycle length is
progressively decreased from the stable region toward APD alternans through the unstable
zone dominated by long transients. Ramp protocols applied near the sino-atrial node also
induced SAF in the left atrium appendage through a similar mechanism.

8.3 Arrhythmogenic Effect of Heterogeneity

Steep rate adaptation is one mechanism that can lead to initiation and perpetuation of AF.
In this case, wavebreaks are induced by dynamical instabilities (APD gradients generated by
the restitution dynamics). In general, wavebreaks can also be produced by structural het-
erogeneities and gradients in APD.?! Kneller et al.”* recently developed a two-dimensional
computer model of cholinergic AF using a model of canine atrial tissue. Their results sug-
gest that heterogeneities in acetylcholine concentration are sufficient to create fibrillatory
conditions despite the complete loss of rate adaptation.

The aim of this section is to illustrate how mechanisms other than rate adaptation can
initiate SAF in an anatomical computer model of the atria. The effect of regional het-
erogeneities in effective refractory period (ERP) on SAF initiation was investigated in the
model including vagal stimulation described in subsection 8.1.1. The resulting SAF dynam-
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Figure 8.11 — Example of SAF initiation in a heterogeneous tissue using the modified Courtemanche model
including vagal stimulation. (A) Distribution of heterogeneity. The ERP is set to 95 ms in the dark regions
and to 45 ms everywhere else. (B)-(H) Space plots of membrane potentials during SAF initiation. Thick
black lines represent wavefronts. The boundary of the heterogeneity patches is shown as thin gray lines.
(I) Bipolar electrogramn recorded in the right atrium freewall. (J) Corresponding membrane potential time
course. (K) Percentage of excited tissue during SAF. (L) Number of wavelets (range: 0 to 11).

ics, characterized by a significant spatiotemporal organization, was found to be comparable

to several animal models.246,272,273

In the atrial model, heterogeneities in ERP were introduced by adding an inhomogeneous
vagal stimulation to the modified Courtemanche model, using isotropic CV of 90 cm/s. Evi-
dences of such heterogeneity was found experimentally.2”* The variations in ERP were con-
trolled by the parameter gx(acy), as described in Eq. (8.1). In contrast to Kneller et al.,"
heterogeneity patterns of gix(acn) were not periodic but assigned randomly with patches
having a characteristic length scale in the range 1.5-2.5 cm on the atrial surface (see sub-
section 4.2.3). An example of such pattern is shown in Fig. 8.11A. The value of gi(acn)
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was set to 7 ms™! in those patches and to a constant value between 7 and 25 ms™! ev-

erywhere else. The corresponding ERP ranges from 45 ms (gx(acn) = 25 ms™!) to 95 ms
(QK(ACh) = 7 ms™!) when measured in an isolated cell with the same membrane kinet-
ics. Cell-to-cell coupling introduces an ERP gradient although the spatial variations in
9gx(Ach) are discontinuous. Again, these choices were motivated by a previously published
model study of cholinergic AF based on in vitro measurements performed in canine atrial
myocytes.74

For a random heterogeneity pattern with patch size approximately in the range 1.5-
2.5 ¢cm, and a difference in ERP of the patches and surrounding tissue greater than about
35 ms, a complex reentrant activity could be initiated using a rapid pacing protocol (basic
cycle length 70 ms) in the right atrium free wall or in the pulmonary vein region, or by

275 in agreement with Kneller et al.”™ In the absence of

applying a cross-shock stimulation,
sufficient heterogeneity, the SAF converted to a single stable spiral or the wavelets annihi-
lated each other through mutual interaction and collision.

Fig. 8.11 shows an example of SAF initiation by rapid pacing in the right atrium free
wall. The ERP is set to 95 ms in the dark regions of Fig. 8.11A and to 45 ms everywhere
else. Cell-to-cell coupling creates an APD gradient of about 8 ms/mm in the transition
regions. Provided that the pacing site was selected in a region of large APD gradient (near
the boundary of a heterogeneity patch) and the basic cycle length (here 70 ms) was chosen
between the shortest and longest ERP of the tissue, the second beat already lead to a
conduction block (Fig. 8.11B). Interaction with the next propagating beats created new
wavelets. Notice that the fibrillatory activity had some difficulty to move from the right
to the left atrium, due to the extreme stability of the spirals (Figs. 8.11E-H show simple
propagations in the left atrium). Similarly, when the same rapid pacing protocol was applied
in the pulmonary vein region, the complex dynamics mainly remained located in the left
atrium. SAF extended over the whole atrial surface, when a multisite pacing (i.e., including
additional ectopic beats) or a cross-shock stimulation (like in Kneller et al.”) was applied.

8.4 Conclusion

In this chapter, several models of SAF initiation in a tissue with uniform and isotropic
conduction properties were proposed and described. Nomne of them was intended to be
completely realistic. Their advantage, however, was that the mechanisms underlying their
initiation were reproducible and clearly identified. This specificity illustrates the usefulness
of computer model to study the elementary mechanisms underlying AF.

The results showed that the origin of the fibrillatory activity in the model was an ini-
tial instability (the initiator) created by either a dynamical (i.e., restitution-based) or a
structural heterogeneity in tissue refractoriness. In particular, when the maximal slope of
the (dynamical) APD restitution curve was larger then 1, SAF could be initiated even in a
perfectly homogeneous tissue. In this case, the atrial geometry played an important role by
breaking the geometrical symmetry (in contrast to a planar sheet), as illustrated by the fact
that the first wavebreaks occurred in the right or left atrial appendage, where large spatial
variations in surface curvature are found. Without rate adaptation, however, intrinsic APD
gradients were required to generate a dynamics more complex than a periodic activity like
a single stable spiral.
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This chapter intentionally did not consider SAF perpetuation and focused only on the
first wavebreak and the emergence of spatiotemporal complexity. The mechanisms partici-
pating to the maintenance of SAF will be investigated in the next chapter.



Chapter 9

Perpetuation of Atrial Fibrillation

In the 1960s, Moe proposed the multiple wavelet hypothesis®™® as a mechanism for the
maintenance of atrial fibrillation (AF), motivated by a cellular-automaton computer model
of AF.?"" This conceptual description of AF postulates that perpetuation of AF relies on
several independent wavelets randomly propagating in the atria. Wavelet fractionation,
collisions and coalescence would ensure the maintenance of a sufficient number of wavelets
like a turbulence process.?”® Arrhythmogenic factors are expected increase the number of
wavelets while therapeutic interventions should aim at reducing this number. The multiple
wavelet hypothesis has been the conceptual basis for most of the experimental studies. For
instance, Allessie et al.?*! estimated that a critical number of 3-6 wavelets was required for

perpetuation of AF. Konings et al.?™

showed in a high density mapping of human AF that
the right atrium was activated by multiple wavelets separated by lines of block and areas
of slow conduction (during AF type III). Wang et al.28%28! showed that pharmacological
termination of AF was preceded by a reduction of the average number of wavelets.

Is AF really made of random propagation of several independent wavelets? Evidences of
spatiotemporal organization (and even periodicity) in experimental models of AF246,272,273
suggested another mechanism for AF perpetuation, the mother rotor hypothesis, inspired
by the early work of Lewis.?®? According to this theory, a single source (or possibly a small
number) of stable reentrant wavefronts (“mother rotor”), presumably located in the left
atrium, maintains the fibrillatory activity.?®® Such mechanism may be related to the focal
activity reported in the pulmonary veins in some patients.?8*

In the debate “multiple wavelet or mother rotor, or both?,”?8% computer models can pro-
vide new insights by exhibiting idealized models of AF in which mechanisms of perpetuation
can be clearly identified and the arrhythmogenic factors studied separately. This chapter
presents three different dynamics of simulated AF (SAF): a model of multiple reentrant
wavelets (section 9.1), a model of meandering wavelets (section 9.2) and a model of mother
rotor (section 9.3). In all cases, the wavelength, defined as the product between conduction

velocity (CV) and effective refractory period (ERP), will be shown to play a critical role.

9.1 A Model of Multiple Reentrant Wavelets

In this section, a model of AF based on a modified Luo—Rudy model is used as a tool to
investigate questions in the framework of the multiple wavelet hypothesis. SAF initiation
by applying burst pacing protocols was presented in subsection 8.2.2. We will now consider

105
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AF perpetuation and self-termination (if it occurs), and in particular the arrhythmogenic
factors affecting the duration and the dynamical properties of SAF. Restitution will be a
perpetuator in this AF model since the dynamical instability caused by the steep restitution
leads to creation of new wavelets through wavebreaks.

9.1.1 Unsustained Atrial Fibrillation

Using the baseline model (Gg = 0.085 mS/cm?, see subsection 8.1.1), none of the atrial
arrhythmia initiation protocols (S;—S2—S3 or burst pacing) succeeded in producing sustained

.
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Figure 9.1 — Example of unsustained fibrillation on the baseline model (Gs; = 0.085 mS/cm?) using a 20-Hz
burst-pacing stimulation protocol applied at the sino-atrial node during 3.5 s. (A)-(G) Space plots of mem-
brane potentials during SAF showing several interacting wavelets. Thick black lines represent wavefronts.
(H) Self-termination after 8.4 s of SAF. (I) Bipolar electrogram recorded in the right atrium freewall. (J)
Corresponding membrane potential time course. (K) Percentage of excited tissue during SAF. (L) Number
of wavelets.
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SAF. Most of the simulated arrhythmias were unstable and tended to terminate through
mutual interactions of wavefronts or interactions with boundary and refractory tissue. The
average SAF duration was approximately 4-5 seconds. This antifibrillatory property in the
baseline conditions with long duration action potentials is similar to that observed on the
normal human atria, where most AF episodes convert to sinus rhythm after a few seconds.?*?

Fig. 9.1 shows an example of unsustained SAF in the baseline model after a 20-Hz burst
pacing protocol was applied during 3.5 seconds. This figure displays the activation potential
maps, and both the electrogram and transmembrane potential for a cell located in the right
atrium free wall. In this example, SAF is sustained for 8.4 seconds and is terminated
by a gradual reorganization and a reduction of the number of wavelets and finally by the

collision of three wavefronts (see Fig. 9.1H). SAF is observed as multiple interacting wavelets

Initial State Time % Excited Number of SAF
Tissue Wavelets  Duration

15s 60% 7 2.5s
2.0s 57% 3 1.ls
2.5s 59% ) 1.1s
3.0s 55% 4 3.5
3.5s 44% 1 8.4 s
4.0 s 49% 4 7.8 s
4.5 s 58% 2 4.3 s
5.0s 49% 5 2.7s

Table 9.1 — Relations between the initial state and SAF duration. “Time” refers to the duration of the
stimulation protocol. The percentage of excited tissue (computed with a threshold at —60 mV) and the
number of wavelets are measured in the initial state. On the space plots, refractory tissue is colored in dark
gray. Black lines represent wave fronts.
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undergoing both functional and anatomical reentries. During SAF, the activity oscillates
between periods of complex cardiac activity and periods with reduced activity. This slowed
activity (at time t =~ 4.5 s, t & 6.5 s and ¢t =~ 8.5 s) is characterized by a decreased rate,
larger and slower variations of the percentage of excited tissue, and by a small number of
wavelets (1 to 3). These situations are similar to those observed near the self-termination
of AF. Consequently, a slight perturbation will affect the duration of SAF.

SAF duration, measured as the time between the last burst pacing beat and the repolar-
ization of the whole tissue, was computed for different initial states of tissue just after the
end of the stimulation protocol. Table 9.1 summarizes the results, and includes two simple
measures of the degree of organization: the percentage of excited tissue and the number of
wavelets. The data illustrates the difficulty in predicting the duration of SAF from either
the initial state of the tissue or the number of wavelets. No obvious correlation has been
found between these measures of degree of organization and duration of SAF, although very
short runs of SAF can usually be identified. These results suggest that other indices of

complexity or organization are needed.

9.1.2 Effect of Action Potential Duration Restitution

Wavebreak has been shown to be facilitated when using action potential dynamics with

88,261 The impact of the restitution

a steep restitution curve (i.e., slope greater than 1).
dynamics of the action potential on the perpetuation of SAF was therefore investigated.
To quantify the effect of APD restitution, the same initiation protocol was used on
models with decreasing value of the control parameter Gg; (subsection 8.2.3). We successively
used Gy = 0.085 (baseline model), 0.08, 0.07, 0.06, 0.055 and 0.05 mS/cm?, with all other
parameter values remaining the same as in the baseline model. The resulting flattening of
restitution curve is obtained in combination with reduced APD (see Fig. 8.1). For each value
of Gy, 15 burst-pacing protocols with different durations (from 1.5 to 5 s) were applied, and
SAF duration was measured. If the SAF duration was at least 20 s, SAF was classified as

sustained and the simulation was terminated.
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Figure 9.2 — Average duration of SAF as a function of the control parameter Gsi. A duration >20 s was
considered as sustained SAF. The circles represent the median of SAF durations distribution, and the error
bars are associated with the first and third quartile. For this illustration, Gs; was replaced by its associated
effective refractory period (ERP) at rest (conversion table: an ERP of 275, 265, 240, 215, 200, 180 ms is
associated with a G of 0.085, 0.08, 0.07, 0.06, 0.055, 0.05 mS/cm?® respectively). The vertical dashed line
gives the value for which the maximal slope of the corresponding APD restitution curve is 1. Zero SAF
duration means that SAF could not be initiated.
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Fig. 9.2 displays the median, the first and third quartiles of the resulting distributions
of SAF duration. As explained in subsection 8.2.3, when the slope of the APD restitution
function was always smaller than 1 (ERP = 180 and 200 ms on Fig. 9.2), initiation of AF
was usually not possible. Although AF initiation was more difficult with a slope close to 1,
the resulting SAF lasted longer because the APD, and thus the wavelength, was shortened.

9.1.3 Remodeling and Sustained Atrial Fibrillation

Significantly longer runs of SAF could be obtained by an abrupt reduction of the APD.
Such changes (remodeling) in APD are often seen experimentally and clinically after many
seconds of AF.265 Remodeled cells were shown to be characterized by shorter APDs and a
reduced rate adaptation’' (flattened APD restitution). The recurrence of AF is then more
likely in patients with a long history of AF (AF begets AF286).

In this study, the initiation phase was separated from the perpetuation phase. SAF was
induced by applying a burst pacing protocol on the baseline model. After some predefined
period, the value of the control parameter Gy was instantaneously reduced to produce
shorter APDs and a flatter restitution (Fig. 8.1). Remodeled values of Gy; were chosen in the
range 0.05 to 0.08 mS/cm?. Fig. 9.3 shows an example of simulated remodeling where, after
3.5 s of pacing in the baseline model, G5 was abruptly reduced from 0.085 to 0.07 mS/cm?
in the whole tissue. As a result, SAF was sustained for more than 24 seconds, and was
maintained by 2-5 reentrant wavelets undergoing front-tail interactions and wavebreaks
(Figs. 9.3 A-H).

Table 9.2 presents some parameters describing the SAF dynamics for different remod-
eled values of Gg;. As the APD reduces, the mean number of wavelets and phase singulari-
172,246

ties increases due to the decrease in wavelength. The lifespan of the phase singularities

1,87 suggesting that the wavelets are more stable and break up less often,

increases as wel
due to the flatter restitution. Distribution of the number of wavelets is shown in Fig. 9.4 for
Gy = 0.085, 0.07 and 0.055 mS/cm?. We can also observe that the rate of SAF is increased
for reduced values of Gy, while the excitable gap is decreased (to crudely estimate the ex-
citable gap during SAF, the ERP is approximated by the sum of the average APD and the

minimum of the diastolic interval distribution).

G AFCL  Exc. Gap # Wav. # PS PS lifespan
0.085 mS/cm? 141+£8 ms 43+5ms 2.7+1.2 844 36 ms
0.070 mS/cm? 12046 ms 37+4 ms 3.0+£1.4 1445 53 ms
0.060 mS/cm? 91+4 ms 2743 ms 3.44+1.5 1844 78 ms
0.055 mS/cm? 78+3 ms 2243 ms  3.6+£1.5 1945 94 ms

Table 9.2 — Mean AF cycle length (AFCL), excitable gap (Exc. Gap), mean number of wavelets (# Wav.),
mean number of phase singularities (# PS) and mean phase singularity lifespan (PS lifespan) measured
during SAF with a G after remodeling ranging from 0.05 to 0.085 mS/cm®. Values for the number and
lifespan of phase singularities are those reported in Ducry.”" The number of PS is much larger than twice
the number of wavelets because the number of wavelets was computed as the number of excited regions and
not the number of wavefronts. The use of various thresholds for automatic detection of PSs may also be a

cause.287

Remodeling decreases the wavelength, hence prolonging the duration of SAF. Moreover,
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Figure 9.3 — Example of sustained fibrillation obtained after an abrupt remodeling. A 20-Hz burst-pacing
stimulation protocol was applied at the sino-atrial node during 3.5 s on the baseline model (exactly as in
Fig. 9.3) followed by an abrupt remodeling at time t = 3.5 s where the conductance Gs; was instantaneously
set to 0.07 mS/cm® (instead of 0.085 mS/cm?® in the baseline model). (A)-(H) Space plots of membrane
potentials during SAF showing several interacting wavelets. Thick black lines represent wavefronts. (I)
Bipolar electrogram recorded in the right atrium freewall. (J) Corresponding membrane potential time
course. (K) Percentage of excited tissue during SAF. (L) Number of wavelets.

after further reduction of Gg;, sustained SAF was observed even for values of Gg; for which
SAF could usually not be initiated using a burst pacing protocol. The reason for this
anomalous behavior is that despite the flat static restitution for this G, wavebreaks can
still occur because the dynamical APD restitution has a slope slightly greater than 1 for
short DIs. Fig. 9.5A shows the dynamical restitution curve measured during SAF with a
remodeled G value of 0.055 mS/cm?. This curve is influenced by all the local changes in
gradients of APD due to collisions and interactions with boundaries during SAF.

In order to illustrate the transition from the static restitution (S;-S2 protocol) to the
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Figure 9.4 — Distribution of the number of wavelets during SAF initiated by a 20-Hz burst pacing at sino-
atrial node during 3.5 s on the baseline model. (A) Without remodeling (G = 0.085 mS/cm?), leading to an
unsustained AF of duration 8.4 s and with an average number of wavelets (w) = 2.7. (B) After remodeling
(Gsi = 0.07 mS/cm?), leading to sustained AF with (w) = 3.0. (C) after remodeling (Gs = 0.055 mS/cm?),
leading to sustained AF with (w) = 3.6. The vertical dashed line represents the average number of wavelets.

dynamic restitution measured during SAF, a spiral was initiated in the right atrium free
wall using a cross-shock stimulation protocol.?”® Tissue properties were identical to those
of Fig. 9.5A (G5 = 0.055 mS/cm?). Fig. 9.5B displays the dynamics restitution curve
measured before the spiral becomes unstable and breaks up (the resulting time window is
about 1 s long, that is, a few turns for the spiral). In contrast with Fig. 9.5A, the cloud of
points is now aligned with the static restitution curve, i.e., the slope is <1. Notice that, for
DI>40 ms, the points are separated into two clusters (one above and one below the static
restitution curve), revealing an APD alternans prior to the first wavebreak in agreement
with Figs. 8.1C and 8.6.
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Figure 9.5 — (A) Dynamical APD restitution curve during SAF after remodeling in a model with Gy =
0.055 mS/cm? together with the corresponding static restitution curve (plain line). (B) Dynamical APD
restitution curve measured in a stable spiral in a tissue with exactly the same properties. The dashed
diagonal line has a slope 1. The global orientation of the cloud of points is illustrated by a dashed ellipse
computed from a principal component analysis. APDs and diastolic intervals (DI) are measured with a
—60 mV threshold and computed over 100 cells located on the epicardial surface in the right atrium free
wall. Very short APDs and DIs (< 30 ms) are mainly due to electrotonic effects produced by wavefront-
waveback collisions and cannot be considered as action potentials. The presence and the value of extremely
low APD and DI strongly depends on the thresholding method used to compute them.
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9.1.4 Factors Promoting Atrial Fibrillation

To investigate the effect of remodeling on SAF duration and evaluate the arrhythmogenic
effect of structural changes in conduction properties, a large set of computer experiments
with various tissue properties was performed. After SAF was initiated in the baseline model,
a combination of the following interventions was applied as an abrupt remodeling in order
to alter the wavelength:

e reduction of ERP in the range 180-275 ms by changing the control parameter Gg;,

e modification of the CV between 50 and 120 cm/s,

e increase of the anisotropy ratio from 1:1 (isotropic) to 9:1 (ratio of conductivities),
obtained by decreasing the transverse conductivity according to the fiber orientation
described in subsection 4.2.2.

The list of all tissue properties used in the simulations are collected in Table 9.3. For each set
of parameters, the simulations were repeated for 8 different burst pacing initiation protocols.

120 cm/s 100 cm/s 85 cm/s 70 cm/s 60 cm/s 50 cm/s
275 ms X X X X X 0.085 mS/cm?
260 ms X X 0.080 mS/cm?
240 ms | X (aniso) x x 0.070 mS/cm?
215 ms x x 0.060 mS/cm?
200 ms | X (aniso) X X X X X 0.055 mS/cm?
180 ms X X 0.050 mS/cm?

80 em 125 Qem 177 Qem 250 Qem 350 Qem 500 Qcem

Table 9.3 — Parameter sets chosen for the remodeled tissue. Each row corresponds to an effective refractory
period (on the left) and to a value of Gs; (on the right). Each column corresponds to a conduction velocity
(top row) and to a conductivity (bottom row). A cross (x) denotes a parameter set chosen for the simulations
(8 different simulations for each cross). The annotation “(aniso)” means that simulations were run with 5
different anisotropy ratios (1:1, 2.25:1, 4:1, 6.25:1 and 9:1), each one with 8 different initiation protocols
(40 simulations in total for each “x (aniso)”).

Fig. 9.6 summarizes the results. SAF duration statistics are plotted as a function of the
ERP (Fig. 9.6A), the CV (Fig. 9.6B), and the transverse CV (the longitudinal CV being
fixed, Fig. 9.6C).

As arule, the SAF is prolonged when the ERP or the CV (even only the transverse CV) is
reduced, because the wavelength (ERP multiplied by CV) becomes shorter, creating by the
way some free space for new wavelets. This effect is in agreement with experimental?4?-288

12897291

and clinica studies and will be further analyzed in section 10.3.

9.2 A Model of Meandering Wavelets

This section presents a SAF dynamics based on the modified Courtemanche model and
initiated through a ramp protocol (see subsection 8.2.4). While the previous model was
characterized by high rates and large beat-to-beat variations in AF cycle length, the rhythm
will be slower and more regular in this model, mainly because the APDs range from 100 to
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Figure 9.6 — Average duration of SAF as a function of the membrane and tissue properties. A duration
>20 s was considered as sustained SAF. The circles represent the median of SAF durations distribution,
and the error bars are associated with the first and third quartile. For this illustration, Gs; was replaced
by its associated effective refractory period (ERP) at rest (conversion table: an ERP of 275, 265, 240, 215,
200, 180 ms is associated with a Gs; of 0.085, 0.08, 0.07, 0.06, 0.055, 0.05 mS/cm® respectively). (A) SAF
duration as a function of the ERP (at rest) with a CV of 70 cm/s (white dots) and 100 cm/s (filled dots).
(B) SAF duration as a function of the CV with an ERP (at rest) of 275 ms (white dots) and 200 ms (filled
dots). (C) SAF duration as a function of the transverse CV in an anisotropic tissue with a longitudinal CV
of 120 cm/s and with an ERP (at rest) of 275 ms (white dots) and 200 ms (filled dots).

200 ms (see Fig 8.2B). From the dynamical viewpoint, activation wavefronts will propagate
like spirals in the hypermeandering regime.84 91,92

Ramp protocols applied near the sino-atrial node or in the pulmonary veins region suc-
ceeded in inducing SAF in a homogeneous and isotropic model using the modified Courte-
manche model. As explained in subsection 8.2.4, the conduction velocity had to be reduced
to 40 cm/s to initiate a complex activity in a uniform tissue with ERP larger than 120 ms.
Although the majority of the SAF episodes converted to sinus rhythm after 5-10 s, episodes
self-sustained for more than 20 s could be initiated. SAF duration depended on the tissue
state when the pacing is stopped, as discussed in subsection 9.1.1 for the Luo—Rudy model.

Fig. 9.7 illustrates the resulting dynamics. SAF was maintained by 1-2 (rarely 3)
meandering wavelets undergoing front-tail interactions, sometimes wavebreaks, collisions
(Fig. 9.7D in the left atrium free wall) and anchoring to valves (tricuspic valve in Fig. 9.7H)
or veins (pulmonary vein in Fig. 9.7A; but in this case for less than one turn). Alternation
of long and short APDs (e.g. Fig. 9.7J, between ¢t = 21 s and ¢ = 24 s) was a mechanism
leading to the destabilization of the wavelets. For instance, the spiral in the right atrium
free wall of Fig. 9.7G was anchored to the tricuspid valve and its liberation was preceded
by APD alternans. APD restitution, whose maximal slope is here slightly >1, is therefore
also a perpetuator in this model.

Including anisotropic conduction is a way to introduce more realistic conduction velocity
without preventing SAF inducibility. A set of anisotropy ratios (longitudinal conductivity
over transverse conductivity) ranging from 1:1 (isotropic) to 9:1 was successively considered
and the fiber orientation of Fig. 4.4 was used. The longitudinal to transverse conduction
velocity ratio was set to approximately 40:40, 50:33, 60:30, 67:27 and 75:25 cm/s when the
anisotropy ratio is 1:1, 2.25:1, 4:1, 6.25:1 and 9:1 respectively in order to approximately
preserve the average wavelength. Runs of SAF with durations similar to the isotropic case
were obtained on these anisotropic models. Fig. 9.8 shows an example of SAF in a model
with an anisotropy ratio of 4:1 where SAF was initiated using a ramp protocol during 11 s.
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Figure 9.7 — Example of sustained fibrillation in an isotropic tissue using the modified Courtemanche

model. A ramp stimulation protocol was applied in the pulmonary veins region during 10 s. (exactly as
in Fig. 8.10). (A)-(H) Space plots of membrane potentials during SAF showing one or several meandering
wavelets. Thick black lines represent wavefronts. (I) Bipolar electrogram recorded in the right atrium
freewall. (J) Corresponding membrane potential time course. (K) Percentage of excited tissue during SAF.
(L) Number of wavelets.

Again, SAF was observed as 1-2 (sometimes 3) meandering wavelets. Wavefront shape
was elongated along the fiber (see for in the right atrium free all of Figs. 9.8 B, C, G). This
episode self-terminated at ¢ = 24 s after the dynamics became more organized: a wavelet
with long wavelength got anchored to the tricuspid valve (Fig. 9.8H) and the other extremity
of the wavefront eventually collided with a refractory region.
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Figure 9.8 — Example of sustained fibrillation in an anisotropic tissue using the modified Courtemanche

model. A ramp stimulation protocol was applied in the pulmonary veins region during 10 s. (exactly as
in Fig. 8.10). (A)-(H) Space plots of membrane potentials during SAF showing one or several meandering
wavelets. Thick black lines represent wavefronts. (I) Bipolar electrogram recorded in the right atrium
freewall. (J) Corresponding membrane potential time course. (K) Percentage of excited tissue during SAF.
(L) Number of wavelets.

9.3 A Model of Mother Rotor

Even in the absence of rate adaptation, sufficient heterogeneity in ERP was shown to create
fibrillatory conditions (section 8.3). In this section, the resulting SAF dynamics is analyzed.
Due to the completely flat restitution, the spirals initiated by collision with regions of long
ERPs were stable and helped maintain an organized and sustained SAF activity. This model
provides a tool to evaluate the mother rotor hypothesis and its impact on atrial electrograms.

In a Courtemanche-based model including inhomogeneous vagal stimulation, SAF was
induced using a cross-shock stimulation (see section 8.3). The ERPs were set to 95 ms
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Figure 9.9 — Example of sustained fibrillation in a heterogeneous tissue using the modified Courtemanche
model including vagal stimulation. (A) Distribution of heterogeneity. The ERP is set to 95 ms in the dark
regions and to 45 ms everywhere else. (B)—(H) Space plots of membrane potentials during SAF showing
several wavelets/spirals. Thick black lines represent wavefronts. The boundary of the heterogeneity patches
is shown as thin gray lines. (I) Bipolar electrogram recorded in the right atrium freewall. (J) Corresponding
membrane potential time course. (K) Percentage of excited tissue during SAF. (L) Number of wavelets.

in the dark regions on the heterogeneity pattern displayed on Fig. 9.9A, and to 45 ms
everywhere else. An isotropic conduction velocity of 90 cm/s was used. As a result, a
fibrillatory activity lasting for more than 20 s was observed. Figs. 9.9B—H shows space
plots of membrane potentials during SAF. The sustained SAF was characterized by 4.5+1.5
spiral-like interacting wavelets undergoing both functional and anatomical reentries. A few
of the reentries served as a stable source of wavelets, mostly located in the left atrium.
Notice that the phase singularities are almost always found in regions with longer ERPs. As
a matter of fact, the spirals often tend to propagate around refractory zones characterized
by an increased ERP. This dynamics is similar to that described in Kneller et al.”
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Figure 9.10 — Left panel: Example of unipolar electrogram during SAF and its corresponding membrane
potential. Right panel: Power spectral density of the electrogram.

Because the dynamics mainly consists of stable interacting spirals with an ERP almost
constant along the wavefront, the local electrical activity includes a significant periodic com-
ponent. Fig. 9.10 displays an example of unipolar electrogram as well as the corresponding
membrane potential time course. Spectral analysis reveals the presence of a dominant
frequency between 11 and 12 Hz. This spatio-temporal organization during SAF is consis-
tent with the experimental data from Berenfeld et al.?®2 Average dominant frequencies of
14.74£3.8 Hz (left atrium) and 10.34+2.1 Hz (right atrium) were found in the isolated sheep

heart.2”3
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Figure 9.11 — Stable rotor anchored at a heterogeneity in the left atrium appendage. (A)-(E) Space plots
of membrane potentials during SAF. Only the left atrium is shown: the appendage is on the top and the
septum on the bottom; the four black circles correspond to the location of the pulmonary veins. Thick black
lines represent wavefronts. The boundary of the heterogeneity patches is shown as thin gray lines.

Fig. 9.11 shows a stable source of wavelets (mother rotor) anchored at a heterogeneity
wth a diameter of about 1.1 c¢cm (approximately the size of the non-propagating region
created by a pulmonary vein) located in the left atrium appendage. This rotor had a cycle
length of about 65 ms and lasted for more than 10 s. The stability conditions for this type
of rotor in this model appears to be:

e the spiral rotates around a heterogeneity with longer ERP, so that the wavefront is
blocked by the refractoriness in the heterogeneity (the phase singularity is trapped in
the heterogeneity);

e the heterogeneity has to be sufficiently large because of the smoothing effect of cell-
to-cell coupling;

e the heterogeneity should not be too large in order to have a cycle length (and therefore
an excitable gap) as short as possible;
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e the surrounding tissue should not be too heterogeneous to protect the rotor from the
destructive interactions with other wavefronts.

This mechanism is similar to a spiral anchored to a vein and contrasts with the two-
dimensional computer model of ventricular fibrillation of Samie et al.>* in which a unique,
very fast (about 33 Hz) and stable rotor is located in a region with very short ERPs and is
the perpetuator of the fibrillatory activity in the surrounding tissue.

9.4 Conclusion

In order to study different mechanisms leading to maintenance of AF, three models of SAF
were proposed and analyzed. Table 9.4 summarizes their main qualitative characteristics.
These models differed by the dynamical regime of their spirals and by their spatiotemporal
organization. In the Luo—Rudy-based model reproducing the features of the multiple wavelet
hypothesis, the wavelets, continuously in interaction and undergoing wavebreaks, seemed
to move randomly over the atrial surface. In contrast, the Courtmanche-based model of
slow meandering wavelet was characterized by a more organized dynamics because of its
longer wavelength and its more regular rate. Finally, the loss of rate adaptation caused
by inhomogeneous vagal stimulation acted to stabilize the spirals around heterogeneities,
leading to a spatiotemporal organization with a marked periodic component.

Sect. Paradigm Spiral Phenotype Organization Typical AFCL
9.1  multiple wavelets wavebreaks random fast (80-140 ms)
9.2  meandering wavelet hypermeandering temporal slow (230-240 ms)
9.3  mother rotor stable spatiotemporal fast (80-90 ms)

Table 9.4 — Qualitative description of the SAF models considered in this chapter (AFCL means average
cycle length during SAF).

While SAF initiation required a dynamical instability or heterogeneity, SAF with long
durations appeared to be associated with less unstable dynamics. For instance, remodel-
ing, abruptly applied as a flattening of the restitution curve along with a reduction of the
APD, prolonged SAF duration by increasing the spiral lifespan. Wavebreaks, although less
frequent, were still observed because the dynamical restitution was steep. The mechanism
of mother rotor gave another example of sustained SAF maintained by a stable spiral.

Complexity, organization and wavelength were found to be critical factors for SAF per-
petuation. The next chapter will concentrate on such analysis of SAF dynamics from the
electrophysiologist’s viewpoint by considering unipolar electrograms and simulated mapping
data.



Chapter 10

Analysis of Simulated
Atrial Fibrillation

Computer models can provide information at multiple biological scales and give an access
to every region with a high resolution. The previous chapters exploited these advantages
to study the factors promoting initiation and perpetuation of atrial fibrillation (AF) in an
atrial model. The underlying mechanisms could be identified by tracking the activation
wavefronts over the whole atrial surface and analyzing their dynamics.

In contrast, clinical evaluation of the human heart electrophysiology usually involves
only electrical signals measured with electrocardiogram leads, an electrode array, a basket
catheter or possibly a cardiac mapping system. In order to get closer to the electrophysi-
ologist’s viewpoint, data from simulated AF (SAF) will be represented in a form similar to
those of experimental and clinical studies. This operation deliberately reduces the amount
of information available but is a necessary step toward model validation.

This chapter presents a description of SAF in terms of (unipolar) electrograms and
activation patterns (section 10.1), measure of organization (section 10.2) and wavelength
(section 10.3). Comparison with published experimental or clinical data will be performed
when possible.

10.1 Electrograms and Activation Patterns

In a study of electrically induced AF in humans, Konings et al.'®1:27 systematically ana-
lyzed activation patterns during AF using a high-resolution epicardial mapping in the free
wall of the right atrium. In our atrial model, a similar mapping system was simulated in
order to enable comparison with experimental data (see section 4.3.3).

10.1.1 Comparison of Different Simulated Atrial Fibrillation Dynamics

In the previous chapter, different mechanisms of SAF perpetuation were discussed: a model
of multiple wavelets (Fig. 9.3), a model of meandering wavelets (Fig. 9.7), and a model of
mother wavelet mechanism (Fig. 9.9). Here, unipolar electrogram data are analyzed for
each case.

Fig. 10.1 displays atrial electrograms during SAF for each model as well as four differ-
ent examples of activation patterns showing uniform activation, collisions and conduction

119



120

Analysis of Simulated Atrial Fibrillation Chapter 10

0 200 400
Interval [ms]

0 200 400
Interval [ms]

200 400

0
(@ 4‘@ Interval [ms]

Figure 10.1 — Examples of simulated unipolar electrograms measured in the right atrium free wall during
SAF in an isotropic tissue with different dynamics: (A) SAF using the modified Luo-Rudy model (G
= 0.07 mS/cm?) and a conduction velocity (CV) of 70 cm/s; (B) SAF using the modified Courtemanche
model and a CV of 40 cm/s; (C) SAF using the modified Courtemanche model including inhomogeneous
vagal stimulation and a CV of 90 cin/s. The same time frame (4 s) is used for all signals and peak-to-peak
electrogram amplitudes correspond to approximately 10 mV. Electrograms are recorded at the center of the

mapping area. Corresponding timecourse of membrane potential is displayed just below the electrogram.
Distributions of beat-to-beat intervals in the right atrium freewall are given on the right panels. For SAF
dynamics, four activation patterns are also shown: the diameter of the mapping area is 3.2 cm, isochrones
are plotted every 7 ms; arrows illustrate wavefront propagation; dashed lines represent collisions; and thick
black lines are conduction blocks. Pattern 1 is a simple propagation, pattern 2 is a wavefront collision, and
patterns 3 and 4 involve both collisions and conduction blocks.

blocks. In all the cases, the activation patterns change with each beat, due to the multiple
wavelets that continuously change in size, shape and direction.'® Due to the uniform tissue
substrate, the isochrones are smoother and more regular in the simulations than in typical

81

experimental recordings.!®! In contrast to the signals obtained in sinus rhythm (see for

instance Fig. 7.2), the electrograms show marked variability in amplitude and symmetry,

similar to those recorded in humans.8!

The reason for these changes in morphology will be
investigated in chapter 11.

The three models of AF differ significantly by their rate and rate variability. The dis-
tributions of beat-to-beat intervals based on all measurement sites in the region of the

simulated plaque array are displayed on the right panels of Fig. 10.1. The first model (mod-
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ified Luo-Rudy model with G = 0.07 mS/cm? and a restitution slope >1) is characterized
by large beat-to-beat variations in action potential duration, and thus by a broad distribu-
tion of activation intervals ranging from 50 to 300 ms, with an average of about 120 ms (see
Fig. 10.1A). The distribution shown in Fig. 10.1B (modified Courtemanche model), however,

219 with an average beat-to-beat inter-

is roughly Gaussian, as also observed experimentally,
val of about 240 ms during SAF. Finally, the model including vagal stimulation (Fig. 10.1C)
has a stable rhythm and activation intervals concentrated in the range 80-90 ms (that is,
11-12 Hz).

Konings'®! reported a median of interval distribution ranging from 118 to 212 ms (over
25 patients) in electrically induced human AF, slower rates being consistently associated
with less complex activation patterns. The first model and the second one (Figs. 10.1A-B)
are at each extremity of this range. The width of the distribution of Fig. 10.1A (modified
Luo-Rudy model) is however larger than any experimental data (21-125 ms in Konings,'®!
measured as the difference between the 5th and the 95th percentile). The third distribution

(Fig. 10.1C) is closer to those of animal models of cholinergic AF.7 272292
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Figure 10.2 — Examples of simulated unipolar electrograms measured in the right atrium free wall during
SAF using the modified Courtemanche model in tissue with an anisotropic ratio of (A) 1:1, (B) 2.25:1 and (C)
4:1. Corresponding longitudinal-to-transverse conduction velocity ratios are: (A) 40:40 cm/s, (B) 50:33 cmn/s
and (C) 60:30 cm/s. The same time frame (4 s) is used for all signals and peak-to-peak electrogram amplitudes
correspond to approximately 10 mV. Exactly the same representation as Fig. 10.1 is used.
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10.1.2 Effect of Anisotropy

In order to study the effect of anisotropy on unipolar electrograms and on activation pat-
terns, SAF was simulated in the atrial model with different anisotropy ratios using the
meandering wavelet dynamics based on the modified Courtemanche model (see section 9.2).

Fig. 10.2 shows examples of the variation in single-site electrograms during SAF in the
atrial model with anisotropy ratios ranging from 1:1 (isotropic) to 4:1. The distribution
of beat-to-beat intervals displayed on the right panels presents an average beat-to-beat
interval in the range 230-240 ms during SAF. The increase in anisotropy ratio acts to
make the underlying activity slightly more complex as revealed by a broader distribution of
activation times. The average number of wavelets recorded in the plaque region, however,
is relatively constant (1-2 wavelets, but rarely 3). Typical activation patterns are also
displayed below the signals indicating periods of uniform activation, wavefront collision and
conduction blocks. Notice that there is a marked change in the fraction of low amplitude
signals with increasing anisotropy. This remark motivated a more detailed study of the
effect of anisotropic conduction on electrogram morphology (see chapter 12).

10.2 Measures of Organization and Complexity

Transitions from normal rhythm to AF are associated with significant changes in the com-
plexity and the organization of the dynamics. Arrhythmic regimes like atrial flutter and AF
(type I, IT and III) are characterized by different levels of organization. Measures of com-
plexity and organization are therefore important tools to detect changes in the dynamics or
classify different regimes. Moreover, in computer models, it enables researchers to assess the
complexity of simulated arrhythmias and to perform comparisons with experimental models
and clinical studies.

10.2.1 Overview of Existing Methods

This subsection presents an overview of existing methods for quantifying the complexity and
the organization in dynamical systems. These methods are classified into two categories:
measures of complexity computed from a single signal, and measures of organization taking
into account the spatial information of mapping data. Altough a description both classes
of methods is included for the sake of completeness, the remaining of the chapter will
concentrate on mesures of spatial organization.

Measures of Complexity from a Single Signal

Many different indices of signal complexity have been developed and applied to biomedical
signals, and in particular to electrocardiograms or electrograms.?’> These methods come
from various areas of signal processing:

e Frequency analysis: Everett et al.??*2% defined an organization index computed from
the area below the dominant peak of the power spectrum and some of its harmon-
ics. This index is especially useful for studying dynamics with a marked periodic

component. Variations based on dominant frequency were proposed.?®
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e Information theory: approximate entropy,2?® multiresolution entropy??” and different

forms of Fisher?”® and Tsallis?" 2% information were used to extract the complexity

1300

of the statistical information contained in the signa and detect sudden changes in

the dynamics. The complexity of a signal can be equivalently related to its ability to
be compressed, as illustrated by Zhang et al.3’! using Ziv-Lempel complexity.3%?
e Non-linear analysis and chaos: correlation dimension and correlation entropy esti-

303

mated on a reconstructed attractor®™ (embedding) were used as measures of orga-

nization?304-306

and as discriminant parameter for classification of AF type I, II and
I113°7 and assessment of the effect of drugs.?°33% Since an embedding dimension of
10 to 20 is common for application to electrograms,*’” the available signal length is
however often too small (“the curse of dimensionality”). Indicators of chaos like posi-

92,309 310

tive Lyapunov exponents and fractal dimension®"" also lead to valuable measures

of complexity.

e Pattern matching: When the signal can be considered as a sequence of events or
peaks (or waveforms in an electrogram), it is meaningful to compute an estimate of the
probability that two randomly selected peaks match, with the matching criterion based

on a distance measure®'! (

e.g. defined as the angle between the vectors constructed
from the samples around the peaks).

312 313,314

o Other signal processing tools: wavelet-based methods®>** and archetypal analysis

may also be considered for this purpose.

Measures of Organization from Mapping Data

When several signals are recorded at known locations like in mapping experiments, a measure
of spatial organization or spatio-temporal complexity may be defined. A common method is
to compute a measure of correlation or similarity between each pair of signals, and then to
plot this correlation as a function of the distance between the locations at which the signals
are recorded.!® This correlation is expected to decrease with the distance. A measure of
spatial organization is finally defined as the steepness of that decrease.

The degree of correlation between two signals can be measured using maximal cross-

317 Oor mean square error of

318

correlation,3'® frequency-averaged magnitude squared coherence
linear prediction.?*3 Mutual information is also a good candidate for this application.
Similar methods were developed in liquid state physics, where the solid-liquid transition

is observed using the pair correlation function3!? (

i.e. the conditional probability density
g(r) to find a particle at a distance r from the origin, given that there is a particle at the
origin). This is of particular relevance to define an order parameter describing the phase
transition.32°

Another different approach is to apply dimensionality reduction techniques to the set
of signals, i.e. to describe a large part (for instance 90%) of the signal information using
a reduced set of signals. The number of modes needed is related to the complexity of the
dynamics. Principal component analysis was widely used for this purpose.32!,322

The remaining of this section will concentrate on four methods for which experimental
results are available. The procedures described in the corresponding original papers will be
followed rigorously to avoid inadequate comparisons. To illustrate the methods, results are

shown for an episode of SAF lasting for more than 20 s and described in subsection 9.1.3
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(modified Luo-Rudy model with Gg = 0.07 mS/cm?). Its dynamics is characterized by com-
plex activation patterns due to multiple wavelets undergoing front-tail interactions, collisions
and wavebreaks. The motivation for this choice was that these measures of organization,
based on statistical signal processing tools, assume that the system is sufficiently disordered
in the sense that (random) variations in beat-to-beat interval should be observed. This issue
will be discussed in the next section about wavelength estimation.

10.2.2 Space Constant of Activation

Botteron et al.???:316:323 proposed a measure of organization based on the mazimal cross-

correlation between pairs of signals. The procedure is as follows:
e Inputs: read N digital signals x;(t), each one representing a bipolar electrogram recorded by an
electrode located at d;, sampled at 1 kHz.

e Preprocessing: for each signal x; :
— Filter with a 3rd-order zero-phase Butterworth band-pass filter with cut-offs at 40-250 Hz.

Take the absolute value of the signal.

Filter with a 3rd-order zero-phase Butterworth low-pass filter with cut-off at 20 Hz.
— Remove the mean and normalize. The resulting filtered signal is called y;.

e Correlation coeflicients: for each pair of signals y; and y; :
— Set the distance d;; = ||d; — d;]|.
— Compute the cross-correlation ¢;;(7) between y; and y;.
— The correlation coefficient C;; is defined as the maximal cross-correlation C; = max cij (7).

e Graphical representation: Plot the pairs (d;;, C;j). Whenever possible, group together the points
with the same distance d;; and display instead the mean and standard deviation.

e Space constant of activation d: Fit the data to the function C(d) = exp(—d/J) to determine the
space constant d.

In the preprocessing step, band-pass filtering and smoothing create a waveform which is
used directly as an estimate of the likelihood of activation.>'® An interesting property of
this method is that the resulting space constant ¢ gives an approximation of the average
wavelength A through the simple formula A = 27 - § (see Botteron and Smith®'® and the
next section).

Fig. 10.3 shows the decrease of the correlation coefficient as a function of the inter-
electrode distance during normal sinus rhythm (control) and during SAF. Electrograms
are computed in a 8-by-8 grid of bipolar electrodes located in the right atrium free wall.
Sinus rhythm is characterized by nearly identical time-shifted electrogram waveforms, so
that the correlation coefficient is close to 1. In contrast, the multiple reentrant wavelets
present during SAF significantly decrease the correlation between distant electrodes, leading
to short-range correlations similar to measurement in humans during AF.?%Y The space
constant of activation is found to be § =1.64+0.3 cm. This value obtained during sustained
SAF is consistent with the clinical study of human AF by Botteron et al.,?”® which reported
activation space constants globally in the range 1.48-5.99 cm, and specifically 1.84£0.36 cm
during chronic AF, 2.80£1.4 cm during paroxysmal AF and 3.06£0.4 cm in patients with
no prior history of AF. This encouraging agreement with experimental data motivated a
more extensive study of activation space constant during SAF, discussed in the next section
in terms of wavelength.



Section 10.2 Measures of Organization and Complexity

125

Because of the low-pass filter with cut-off frequency at 20 Hz, all the filtered waveforms
look similar. Thus, the cross-correlation essentially estimates a correlation between the
sequences of activation times. Sufficiently long signals are required to accurately estimate
this correlation. Botteron and Smith®'® used segments of 2, 3 and 10 s duration. The
duration of the segment depended on the heart rhythm in such a way that at least 10-12
activations were present in each segment. Fig. 10.4 displays the space constant § computed
using SAF signals restricted to a subinterval, with a length ranging from 1 to 16 s, assuming
that SAF dynamics is stationary. For short signals, the space constant is overestimated.
But if the signal length is larger than about 3—4 s, the method gives a reasonable estimate
of the space constant which does not depend anymore on the segment duration.

10.2.3 Coherence Analysis

Sih et al.3'7 proposed a measure of organization based on the frequency-averaged magnitude
squared coherence between pairs of signals. The procedure is as follows:

e Inputs: read N digital signals z;(t), each one representing a unipolar electrogram recorded by an
electrode located at d;, sampled at 1 kHz.

e Preprocessing: for each signal z; :
— Filter with a 3rd-order zero-phase Butterworth low-pass filter with cut-off at 50 Hz.
— Downsample by a factor 8 to a final sampling rate of 125 Hz.

— Remove the mean and normalize. The resulting filtered signal is called y;.

e Magnitude squared coherence: for each pair of signals y; and y; :
— Set the distance d;; = ||d; — d;]|.
— Estimate the magnitude squared coherence spectrum MSC;;(f) between y; and y;.
Sy, (F)I?
Syiyi () Sy;u; (f)

where Sy, (f) is the power spectrum and Sy, (f) the cross-power spectrum.

MSCyy(f) = (10.1)

— The magnitude squared coherence (MSC) is defined as the MSC spectrum averaged in the
frequency range 0-50 Hz.
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Figure 10.3 — Correlation coefficient as a function of the inter-electrode distance during sinus rhythm (SR,
marker: diamond) and SAF (SAF, marker: circle), both simulated using the modified Luo~Rudy model (G
= 0.07 ms/cm?) and a conduction velocity of 70 cm/s.
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Figure 10.4 — Activation space constant as a function of the time interval over which the space constant
is estimated. Signals are measured during SAF simulated using the modified Luo-Rudy model (Gs =
0.07 mS/cm?) and a conduction velocity of 70 cm/s.

e Graphical representation: Plot the pairs (d;j, MSC;;). Whenever possible, group together the
points with the same distance d;; and display instead the mean and standard deviation.

Fig. 10.5 displays examples of contour plots of MSC with respect to a reference electrode
located at the center of the region (in the right atrium free wall). These coherence maps,
computed during SAF, are comparable to experimental maps.317324 Isocoherence contours
are approximately circular in an isotropic tissue (Fig. 10.5A). In an anisotropic tissue, how-
ever, these circles are elongated into ellipses in about the same direction as fiber orientation,
as illustrated in Fig. 10.5B and Fig. 10.5C.

Fig. 10.6 illustrates how MSC decreases with the inter-electrode distance during nor-
mal sinus rhythm and during SAF. Signals are computed on a 16-by-16 grid of unipolar

electrodes in the right atrium free wall. Experimental studies?3:317:324

reported a simi-
lar behavior. The decrease observed during sinus rhythm is due to the imperfections in
coherence estimation, especially at high frequencies.

Compared to the method of space constant of activation, this approach involves an
additional averaging over a frequency range, leading to a more robust estimate (i.e. a smaller
number of signals is needed to estimate the MSC-versus-distance curve). However, MSC
decreases quickly with inter-electrode distance, so it is harder to classify different dynamics

unless a very high spatial resolution is used for the electrical mapping.

A B G\/CJJ/IIIII
v — - 7 AN I
VS iy s \ A
. 7
N
N ANA = AP
AT INAA RN
™S / RN\

1cm

Figure 10.5 — Examples of coherence maps (contour plots). The reference electrode is located at the center.
The MSC is gray-level coded from 0 (white) to 1 (black). Signals are measured in the right atrium free
wall during SAF simulated using the Luo-Rudy model (G5 = 0.07 mS/cm?). (A) isotropic tissue with a
conduction velocity of 70 cm/s. (B) anisotropic tissue with a ratio of longitudinal to transverse conduction
velocity of 120:60 cm/s (anisotropy ratio 4:1). (C) fiber orientation superimposed on the coherence map (B).
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Figure 10.6 — Magnitude squared coherence during sinus rhythm (SR, marker: diamond) and simulated

AF (SAF, marker: circle), both simulated using the modified Luo-Rudy model (Gs; = 0.07 ms/cm®) and a
conduction velocity of 70 cm/s.

10.2.4 Linear Prediction Error

Sih et al?*332% estimated the degree of non-linearity in the dynamics by analyzing the
mean-square error of linear prediction when trying to predict a signal using another one
measured at a distant location. A higher temporal resolution is achieved since only short
signals are required?*® (about 300 ms). The procedure is as follows (slightly modified from
Sih et al.?43):

e Inputs: read N digital signals x;(t), each one representing a unipolar electrogram recorded by an
electrode located at d;, sampled at 1 kHz.
e Preprocessing: for each signal z; :
— Filter with a 3rd-order zero-phase Butterworth low-pass filter with cut-off at 20 Hz.
— Downsample by a factor 10 to a final sampling rate of 100 Hz.
— Remove the linear trend and normalize. The resulting filtered signal is called y;.

e Linear prediction error: for each pair of signals y; and y; :

Set the distance d;; = ||d; — d;|.

— Determine the linear transfer function (filter of order 15) between y; and y; in the least mean
square sense (predict y; using y;).
The resulting mean square error is called MSE;_, ;.

Determine the linear transfer function between y; and y; (predict y; using y;), leading to the
mean square error MSE;_,;.

— The mean square error associated with the pair (i, j) is MSE;; = min(MSE;_,;, MSE;_,;).

e Graphical representation: Plot the pairs (d;;, MSE;;). Whenever possible, group together the
points with the same distance d;; and display instead the mean and standard deviation.

Fig. 10.7 illustrates the increase of MSE as a function of the inter-electrode distance
during normal sinus rhythm and during SAF where the signals are computed in a 16-
by-16 grid of unipolar electrodes in the right atrium free wall. When two electrodes are
close together, the corresponding electrograms are linearly related (and thus the MSE is
small) since the activations are correlated. For distant electrodes during SAF, however, the
activations are triggered by independent wavelets and the MSE reaches its maximal value.

243,324

Experimental studies reported a similar behavior.
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Figure 10.7 — Mean square linear prediction error (MSE) during sinus rhythm (SR, marker: diamond) and
simulated AF (SAF, marker: circle), both simulated using the modified Luo-Rudy model (G = 0.07 ms/cm?)
and a conduction velocity of 70 cm/s.

10.2.5 Principal Component Analysis

Karhunen-Loeve decomposition (principal component analysis) can be used to quantitatively
describe changes in spatial organization in complex dynamics like atrial or ventricular fib-
rillation.3?1322,325-32T The relevant parameter to extract is the number of principal modes
necessary to account for a large fraction (say 90%) of the signal energy. The procedure is

as follows:321, 328,329

e Inputs: read N = n? digital signals z;(t) sampled at 1 kHz, recorded by a n-by-n regular grid of
unipolar electrodes.
e Preprocessing: for each signal x; (of length 1 s; if necessary a 1-s segment is extracted):
— Filter with a 5rd-order zero-phase Butterworth band-pass filter with passband 2-100 Hz.

— Remove the mean and normalize. The resulting filtered signal is called y;.

e Karhunen-Loeve decomposition (KLD):
— Construct a matrix Y whose columns are the signals y;.

— Determine the eigenvalues By > Ey > ... > Ey of the N-by-N matrix R=Y 'Y,
The eigenvalue Ey represents the energy associated with the k-th mode.

e KLD dimension: Plot the cumulative energy of the first £ modes C, = E; + ...+ Ej, as a
function of k. The KLD dimension DkLp is defined as the number of modes needed to account

for a fraction f of the total energy:328:32°

Dxip = max{k | Cr < f . CN} (102)

The value f = 0.9 was used.

e KLD correlation length (if applicable): When the system dynamics is in the extensive chaos
regime, the KLD dimension becomes an extensive quantity,32° so that the density of KLD dimension
can be considered, leading to the definition of the KLD correlation length

DkLp ) -1/

§kLp = ( lim (10.3)

A—o0

where A is the area of the surface covered by the electrodes. Here, in a n-by-n grid of electrodes,
A = n?Ax? where Az is the inter-electrode distance.
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Figure 10.8 — Karhunen-Loéve decomposition dimension and correlation length during sinus rhythm (SR,

marker: diamond) and simulated AF (SAF, marker: circle), both simulated using the modified Luo-Rudy
model (G5 = 0.07 ms/cm®) and a conduction velocity of 70 cm/s.

The steps are illustrated by Fig. 10.8. Signals are recorded in a 16-by-16 grid of unipo-
lar electrodes in the right atrium free wall during normal sinus rhythm and during SAF.
Fig. 10.8A presents the cumulative energy C} of the first £ modes computed from the 256
signals. The KLD dimension Dgj,p is given by the intersection with the horizontal line
Cr = 0.9. While 256 signals during sinus rhythm require 6 modes to account for 90% of
their energy, the complexity of SAF dynamics increases this value to about 35 modes.

KLD dimension depends on the number of electrodes. In order to quantify this depen-
dence, electrode subsets forming a square grid of 3x3, 4x4, ..., 16x16 electrodes were
successively considered for principal component analysis. Fig. 10.8B shows KLD dimension
as a function of the number of electrodes for both sinus rhythm and SAF. The asymptotic
linear behavior observed during SAF suggests that the hypothesis of extensive chaos regime
is reasonably satisfied. Notice that it is obviously not the case for sinus rhythm. The KLD
correlation length k1 p can therefore be estimated using (10.3). An average over 20 segments
of duration 1 s extracted from the signals recorded during SAF gives £éxp,p = 5.4+ 0.9 mm.
This value roughly means that 90% of the signals energy can be described by one mode
per 5.4x5.4 mm?, so that the inter-electrode distance of 2 mm we used in this study is
appropriate for electrical mapping of AF.

Bayly et al.3?!

reported KLD dimensions in the range 10-25 during ventricular fibril-
lation in pigs mapped by a 22x23 array of electrodes covering an area of 2.35x2.46 cm?.
KLD dimensions can not be directly compared because the inter-electrode distance is dif-
ferent in the computer model. The KLD correlation length, however, does not depend on
the electrode configuration. A crude estimate of the KLD correlation length from these
experimental data gives values in the range 4.8-7.6 mm. Although a comparison with this

experiment is difficult and limited, the order of magnitude is at least consistent.

10.3 Estimation of Wavelength

The wavelength was shown to play a critical role in AF perpetuation both in the computer
model (see subsection 9.1.4) and in animal models.?®® The difficulty to measure wavelength
in patients motivated the development of indirect techniques for wavelength estimation.
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Botteron and Smith290,316

proposed an estimate of wavelength based on the time cor-
relation between electrograms recorded at different locations (see subsection 10.2.2). They
found an estimated wavelength below a critical value, namely 13£3.6 cm, in chronic AF
patients and above this value in paroxysmal AF patients. This method and its underlying
assumptions will be described in more details and evaluated by means of a computer model

of AF.

10.3.1 Hypotheses of Botteron’s Method

Botteron’s method for wavelength estimation was described in subsection 10.2.2. The argu-
ments and hypotheses underlying the formula A = 27§ relating the (estimated) wavelength
A to the activation space constant ¢ are given here (recall that the procedure uses as input
N bipolar electrograms signal x;, i = 1,... N, where z; is recorded at position d;):

1. The filtered and normalized electrograms (denoted by y;) are used as an estimate of
the likelihood of activation.?'6 Examples of such signals are displayed on Fig. 10.9.

2. The cross-correlation ¢;;(7) between y; and y; is assumed to represent the probability
for the site ¢ to be activated a time interval 7 after site j. The correlation coefficient
Cij = max, ¢;;(7) is interpreted as the probability for the sites ¢ and j to have a
correlated electrical activity (possibly with a delay).

3. Time correlation of the activations is supposed to imply that these activations are
elicited by the same wavefronts, that is

Ci; = Prob{d; and d; belong to the same wavelet domain} . (10.4)

This probability depends on the wavelength A and is denoted by py(d;, d;).

4. For the sake of simplicity, homogeneity and isotropy is assumed so that the correlation
coefficient depends only on a single variable and is written as

Cij = pa(di, dy) = p([ldi — dj[l/X) . (10.5)

The space constant of activation 0 is defined as the inter-electrode distance for which
the correlation coefficient falls to the value 1/e, so that by definition

p(d/X\) =1/e . (10.6)

5. The function p is estimated in the framework of Allessie’s leading circles3?

(see
Fig. 10.9). The domain of each wavelet is considered to be a circle whose circum-
ference is the wavelength A\. Then, p(d/A) is the probability for the electrode i to lie
in the circle (of radius A/27), given that the electrode j lies in the circle and that the
distance ||d; — d,]| is fixed to d. Using this definition for p, it can be shown3!® that

p(1/27) =~ 1/e, or, equivalently, A = 27 - § by comparison with (10.6).

The relation A ~ 27 - § expresses the fact that a more organized dynamics generally cor-
responds to a longer wavelength. However, this may not be the case depending on the
mechanism perpetuating AF (because of hypothesis 3). Suppose that two fixed and stable
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Figure 10.9 — Hypothesis underlying Botteron’s estimate of wavelength. Circular regions represent wavelet
domains and circular arrows indicate a reentrant activity. Two electrodes (with inter-electrode distance fixed
to d) are shown as black dots, as well as their corresponding signal (after filtering and normalization).

rotors with the same frequency coexist in the atria. If two electrograms are recorded, one
near each rotor, the correlation coeflicient will be close to 1 because their activity is pe-
riodic so that the first electrogram is a time-shifted version of the second one. Therefore,
this method, based on the statistical properties of the activation sequences, is more adapted
to AF dynamics perpetuated through a mechanism of multiple interacting wavelets that
randomly propagate over the whole atrial surface. This last remark motivated the use of
Luo—Rudy-based SAF dynamics to evaluate the wavelength estimation method.

10.3.2 Evaluation of Botteron’s Method

h316 mentioned that computer models could be used to validate their

Botteron and Smit
approach. The consistency of their wavelength estimate was therefore tested in our computer
model of AF.

In subsection 9.1.4, different sustained and unsustained SAF dynamics with various
wavelengths were simulated using the modified Luo—Rudy model. The effective refractory
period (ERP) and the longitudinal conduction velocity (CV) as well as the transverse CV
were modified in order to affect wavelength. As a complement to Fig. 9.6 showing SAF
duration as a function of the tissue properties, estimated wavelength statistics were plotted
as a function of the ERP (Fig. 10.10A), the CV (Fig. 10.10B), and the transverse CV
(the longitudinal CV being fixed, Fig. 10.10C). The results show that the variations of
the estimated wavelength are consistent with the definition of the wavelength, that is, the
estimated wavelength is a monotonic function of both ERP and CV.

Wavelength, however, is overestimated by Botteron’s method. First, wavelength esti-
mation is implicitly based on beat-to-beat intervals (AFCL) and not on ERP. According
to Table 9.2, taking into account the ERP would reduce the estimated value of wavelength
by approximately 30% in the case of the modified Luo-Rudy model. In the example of
section 10.2.2 whose estimated wavelength is 10 cm, more direct approaches lead to smaller
values. ERPxCV gives approximately 5.8 cm and AFCLxCV gives 8.4 cm. In the model of
meandering wavelet (using the modified Courtemanche model), the estimated wavelength is
12.7 ¢cm, while AFCLxCV gives 9.6 cm.

When the SAF dynamics is characterized by a marked spatiotemporal organization, Bot-
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teron’s method fails to correctly approximate wavelength as explained above. For example,
in the model of Courtemanche including inhomogeneous vagal stimulation, the estimated
wavelength is 26.5 cm although 4-6 wavelets are present, the AF cycle lengths are in the
range 80-90 ms and the CV is 90 cm/s. In this case the activation space constant reflects
organization, but not wavelength.

10.3.3 Critical Wavelength of Simulated Atrial Fibrillation

h?% used their estimate of wavelength to investi-

As mentioned above, Botteron and Smit
gate the relation between wavelength and maintenance of AF. By collecting the data from
Figs. 9.6 and 10.10, SAF duration was plotted in Fig. 10.11 as a function of the estimated
wavelength for all the simulations considered in the previous subsection.

When the wavelength was reduced (either by decreasing the ERP or the CV), SAF
duration increased. Below a critical wavelength, approximately 10+1 c¢cm, SAF duration
became larger than 20 s and was considered as sustained.

This phenomenon is in agreement with experimental data. Botteron and Smith??° found
a critical wavelength of 1343.6 in human AF using exactly the same method as we used for
wavelength estimation. Allessie et al.?*? estimated that the wavelength should be shorter
than 12 cm for human AF to be sustained. Other clinical studies, based on the so-called

289,291 qualitatively confirmed these findings.

wavelength index,

The shorter critical wavelength in the model (especially when considering yhe wavelength
overestimation mentioned in the previous subsection) is interpreted as AF being more diffi-
cult to induce in a uniform tissue, i.e., more pronounced alteration of tissue properties are
needed in order to maintain SAF (see chapter 8). Additional anatomical structures (like
pectinate muscles and other fiber bundles) and heterogeneity not present in the model are

expected to enable sustained SAF with a longer wavelength.
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Figure 10.10 — Estimated wavelength during SAF (using Botteron’s method) as a function of the mem-
brane and tissue properties (modified Luo—Rudy model). The circles represent the median of wavelength
distribution, and the error bars are associated with the first and third quartile. For this illustration, Gs; was
replaced by its associated effective refractory period (ERP) at rest (conversion table: an ERP of 275, 265,
240, 215, 200, 180 ms is associated with a G of 0.085, 0.08, 0.07, 0.06, 0.055, 0.05 mS/cm? respectively). (A)
Estimated wavelength as a function of the ERP (at rest) with a CV of 70 cm/s (white dots) and 100 cm/s
(filled dots). (B) Estimated wavelength as a function of the CV with an ERP (at rest) of 275 ms (white dots)
and 200 ms (filled dots). (C) Estimated wavelength as a function of the transverse CV in an anisotropic
tissue with a longitudinal CV of 120 cm/s and with an ERP (at rest) of 275 ms (white dots) and 200 ms
(filled dots).
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Figure 10.11 — SAF duration as a function of the wavelength estimated using Botteron’s method, obtained
by combining the plots of Figs. 9.6 and 10.10. Every data point is an average over 8 different simulations with
exactly the same tissue properties. Horizontal and vertical error bars represent the first and third quartile
of the resulting distribution of wavelength and SAF duration. The vertical dashed line indicates the critical

wavelength.

10.4 Conclusion

This chapter was an attempt to fill the gap between computer modeling and experimental
studies. Since electrograms are usually the only measurement accessible in both electro-
physiology laboratory and in mathematical models, they are particularly suited for that
purpose.

In this chapter, simulated high-density mapping revealed activation patterns similar,
although less complex, to those observed experimentally, showing uniform activations, colli-
sions and conduction blocks involving 1-3 wavelets in the mapped area. The spatial organi-
zation during SAF was assessed using clinically relevant procedures. The results confirmed
that AF is not random but is characterized by a spatial organization whose extent (activation
space constant) ranges from 1.3 to 3.2 cm, depending on the wavelength, on SAF duration
and the mechanisms maintaining SAF. Botteron’s method for wavelength estimation was
evaluated in the computer model. The model study showed the relevance of this approach,
despite an overestimation of the wavelength as compared to direct methods (ERPxCV).
In particular, this method helped determine the critical wavelength below which SAF was
sustained.

Can we extract information about the tissue substrate (conduction properties, anisotropy,
heterogeneity) and wavelet dynamics (wavefront shape, wavelength) from only electrogram
data or possibly electrical mapping data? Botteron’s estimate of wavelength shows that a
positive answer to this question is probable, although a priori knowledge about the under-
lying mechanisms seems to be required. The next two chapters will focus on this question
by investigating the effects of tissue structure and AF dynamics on unipolar electrogram

morphology.
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Part IV

Electrogram Morphology

Atrial fibrillation provides a natural environment to explore electrograms
for a wide array of wavefronts with different curvatures and extents, prop-
agating at varying coupling intervals and in different directions. In this
part, data from computer models are studied to relate features of the
signals to the underlying dynamics and tissue substrate. Computer mod-
els enable one to analyze separately the effects of wavefront dynamics
and tissue conduction properties. Each one will be presented in a sepa-
rate chapter. Chapter 11 concentrates on the effect of wavefront dynam-
ics (wavefront shape and curvature, collisions, refractoriness, conduction
blocks) on electrogram morphology. Chapter 12 describes the impact of
changes in conduction properties (anisotropy and heterogeneity).
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Chapter 11

Electrogram Morphology:
Effect of Wavefront Dynamics

Despite the significant advances in optical methods to indirectly measure electrical activity
in the heart, the only technique available for the clinical local evaluation of the human
heart is electrical mapping of extracellular potentials or electrograms using contact or non-
contact electrode arrays. A number of simulation studies have been performed to determine
the effects of tissue anisotropy, conduction block, and collision on the morphology of unipolar

3317335 Tn contrast, there is little

and bipolar electrograms during pacing or stable rhythms.
theoretical guidance to relate single or multisite electrograms to the underlying dynamics
during arrhythmias like atrial fibrillation (AF). Electrograms recorded at a single site during
AF exhibit significant variation in amplitude and shape.!™® It is unclear, however, what
features of the variation are due to the size and orientation of multiple, interacting wavelets
maintaining the arrhythmia and what features are due to the underlying substrate.

In this chapter, the simulated substrate is characterized by uniform and isotropic conduc-
tion properties. The discussion will focus on the impact of wavelet dynamics on electrogram
morphology during simulated AF (SAF). The different aspects of wavelet dynamics will be

studied separately:

e curved wavefronts and spirals,

wavefront collisions,

tissue refractoriness,

front-tail interactions and conduction blocks.

A hierarchical set of computer models will be used for that purpose, including one-dimensional
fibers, 2D sheets of tissue and an atrial model. This chapter aims at providing a better un-
derstanding of the relationship between electrogram morphology and the underlying AF
dynamics.

11.1 Characterization of Electrogram Waveforms

This section describes how relevant informations about electrogram morphology are ex-
tracted from the signals. First, electrogram waveforms will be isolated using a peak detec-
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tion scheme. Then, qualitative and quantitative measures of waveform morphology as well
as some terminology will be introduced.

11.1.1 Waveform Detection

Numerous automated peak detection schemes have been developed for extracting QRS com-

plexes from experimental ECG signals.33¢

These methods can also be applied to atrial
electrograms. In our application, a peak (waveform) is considered detected if the majority
of the following threshold-based methods can recognize it*: (1) instantaneous frequency

3377340 (2) high pass filtering3*! and (3) adaptive linear prediction error.3*> When

analysis,
simulated electrograms are processed, however, the third method alone (with a 3rd-order
predictor) is generally sufficient because of the smoothness of the signals (see Fig. 11.1A).
In addition, a peak is rejected if it is too close to the previous one (the time interval should
be >50 ms, a lower bound for the effective refractory period). This precaution enables a

correct detection of waveforms featuring multiple deflections.

Figure 11.1 — Characterization of electrogram waveforms. (A) Illustration of peak detection in atrial
electrograms. (B) Determination of the activation time from electrograms using the position of the negative
deflection (point 1) and using the intersection with the z-axis (point 2). The dashed line represents the zero
potential.

The activation time (temporal localization of the waveform) is the basis for the construc-
tion of isochrone maps. It can be approximated by the position of the negative peak. When
a higher accuracy is needed and the signal is smooth enough, the activation time is redefined
as the intersection with the z-axis just preceding the negative peak (see Fig. 11.1B). This
value gives a robust estimate of the position of the maximal slope of the electrogram, which
in turn is well aligned with the maximal slope of the membrane potential upstroke.?3* Notice
that in the case of fragmented potentials (see next subsection), the activation time may be
difficult to determine from electrograms.?'"343 In computer models, if necessary, the action
potential can be used to determine which deflection corresponds to the depolarization.

11.1.2 Waveform Morphology: Qualitative Description

The degree of complexity of a waveform can be qualitatively described by the number
of deflections. Following an approach proposed by Konings et al.,'® unipolar electrogram
waveforms were classified into four categories illustrated on Fig. 11.2: (1) single potentials are
characterized by a single large negative deflection, (2) short-double potentials by two negative
deflections separated by <10 ms, (3) long-double potentials by two negative deflections
separated by an interval of >10 ms, and (4) fragmented potentials by a complex with multiple
negative deflections within 50 ms.

“The peak detection toolbox was implemented by Zenichi Thara, Signal Processing Institute, EPFL,
Lausanne (2002).
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single short-double long-double fragmented
Figure 11.2 — Classification of unipolar electrograms into singles, short-doubles, long-doubles and frag-

mented potentials. A synthetic example is given for each category.

11.1.3 Waveform Morphology: Quantitative Description

70 3 shape index was de-

Because even single potentials can display various morphologies,’
veloped to compare signals. As shown in Fig. 11.3, the positive deflection (resp. negative
deflection) will be called the R wave (resp. S wave) and its amplitude (in absolute value) will
be denoted by R (resp. S). The amplitude is measured with respect to the zero potential
line. This terminology, found for instance in Villacastin et al,3** in Chorro et al.3¥> and in

Fenelon and Brugada,**¢ should not be confused with the R and S waves of surface ECGs.

A

S

Figure 11.3 — Characterization of electrogram waveforms: illustration of the definitions of R and S. The
dashed line represents the zero potential.

The quantitative description of electrogram morphology will be based on two waveform
parameters: the total amplitude A and the asymmetry a, respectively defined as

A = R+S (11.1)

R-S R/S-1
= = 11.2
R+S ~ R/S+1° (11.2)

where the second equality for a relates a to the R/S ratio used notably in Villacastin
et al?** By its definition, the asymmetry ranges from —1 to 1. A symmetric waveform
has an asymmetry ¢ = 0. If R > S (positive asymmetric waveform), the asymmetry a is
positive, while if R < S (negative asymmetric waveform), the asymmetry « is negative.

For simulated signals, the amplitude A will be given in normalized units, in such a way
that 0 < A <1, because only relative variations in amplitude will be investigated. The
amplitude A will be generally normalized with respect to the amplitude of a waveform
generated by a simple propagation in a fully recovered tissue. Since the order of magnitude
of electrogram peak-to-peak amplitude is 10 mV (see de Bakker347), the constant prefactor
arising in the expression used for computing electrograms (see section 7.2) can be chosen so
that a normalized amplitude A = 1 corresponds to an amplitude of 10 mV.

When a particular asymmetry predominance has to be emphasized or compared to ex-
perimental data, the waveforms will be classified into 4 patterns344-346:348 . the QS pattern
(essentially negative deflection, R < S), the rS pattern (negative predominance, R < S),
the Rs pattern (positive predominance, R > S) and the R pattern (essentially positive
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deflection, R > S). An RS pattern can possibly be added to classify separately symmet-
ric waveforms (R =~ S). Automatic classification is performed using separation levels at
a =—1/2, a = 0 and a = 1/2. These thresholds, corresponding to R/S ratios of 1/3, 1
and 3, were taken from Villacastin et al3**

11.1.4 Amplitude-versus-Asymmetry Diagrams

The statistics of electrogram morphology during a complex dynamics like AF was visualized
with the help of amplitude-versus-asymmetry diagrams. In this graphical representation,
the amplitude and asymmetry are computed for each waveform and a point is drawn at
the corresponding location in the diagram. This plot can be combined with histograms of
amplitude and asymmetry. Fig. 11.4 gives examples of waveforms with various morphologies

arranged in an amplitude-versus-asymmetry diagram.
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Figure 11.4 — Amplitude-versus-asymmetry plot with examples of electrogram waveforms located at the
point corresponding to its morphology. Amplitudes are normalized.

11.2 Wavefront Curvature

This section is devoted to the analysis of the impact of wavefront curvature on waveform
asymmetry. Wavefronts of increasing shape complexity will be considered: circular wave-
fronts in a 2D sheet of tissue, convex and concave wavefronts in the atrial model during
stable pacing and then during SAF.

11.2.1 DMotivation

In order to motivate the analysis of the effect of wavefront curvature and suggest adequate
working hypotheses, recently published experimental data and preliminary simulated results
describing waveform morphology are briefly described here.

Sinus rhythm and sustained SAF were simulated in a uniform and isotropic tissue with a
modified Luo-Rudy membrane kinetics (G = 0.07 mS/cm?, see subsection 9.1.3). Electro-
grams were recorded in the grid (plaque) of 256 electrodes located in the right atrium free
wall. Statistical distributions of waveform morphology were constructed. Fig. 11.5 shows
the variation of amplitude versus the asymmetry of the electrograms over the entire plaque
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for sinus rhythm (left panel) and SAF (right panel). Each point in the scatter plot represents
the electrogram amplitude and asymmetry at the 256 sites in the plaque region for a single
beat during sinus rhythm and approximately 120 beats during SAF (14 s time window).
During sinus rhythm in the isotropic atria, the waveform morphology is similar over the
whole atria (Fig. 11.5A) and is revealed as a tight cluster of points centered on an average
asymmetry of -0.05. During SAF, however, the morphology distribution is characterized
by a larger dispersion of both amplitude and asymmetry in a circular cluster centered on
an average asymmetry of -0.2. In addition, a set of positive asymmetric small amplitude

waveforms is observed.
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Figure 11.5 — Example of amplitude-versus-asymmetry diagram during (A) sinus rhythm and (B) SAF,
combined with the marginal distributions of amplitude and asymmetry. Amplitudes are given in normalized
units. An amplitude A =1 can be seen as representing 10 mV.

A first global observation about these simulation results is the predominance of nega-
tive over positive asymmetric waveforms, during both sinus rhythm and SAF. Experimental
recordings confirm this remark. For instance, most of the signals presented in Konings'? 18!
qualitatively display this predominance. Moreover, in a recent study of electrogram mor-
phology in a rabbit model of ventricular fibrillation, Chorro et al>*® recorded 121 unipolar
electrograms using a 1.1x1.1-cm grid of electrodes located in the lateral wall of the left
ventricle. Electrogram asymietry, classified by visual inspection into QS, rS, Rs and R pat-
terns, was then reported for three different activation patterns: single broad wavefront prop-
agations, epicardial breakthroughs (centrifugal elliptic isochrones), and conduction blocks.

These asymmetry distributions, displayed on Fig. 11.6, revealed a predominance of QS and
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QSrS Rs R QSrS Rs R QSrS Rs R QSrS Rs R
Broad Wavefront Epicardial Conduction Simulated AF
Propagation Breakthrough Block (uniform tissue)
Figure 11.6 — Waveform asymmetry in the experiment of Chorro et al.*** (the histograms are constructed

from the numerical data given in the original paper) and in SAF run on a tissue with uniform conduction
and membrane properties.
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rS patterns in the two first classes of activation patterns, while R patterns were specifically
associated with conduction blocks. Notice that the negative asymmetry is more pronounced
in epicardial breakthrough patterns (high wavefront curvature) than in broad wavefront
patterns (low wavefront curvature). These findings are in agreement with Fenelon and Bru-

gada3®s

reporting, in a study of slow conduction in human typical atrial flutter, QS patterns
at onset of activation, R patterns in case of collision or end of activation and essentially rS
patterns otherwise.

Therefore, in order to elucidate the origin of waveform morphology, activation patterns
with increasing complexity will have to be initiated and related to their corresponding
electrograms. The different constitutive elements of the dynamics of AF will be successively
analyzed in the subsequent sections: curved wavefronts, wavefront collisions, conduction

blocks and effect of wavelength.

11.2.2 Theory of Oblique Dipole Layer

The theory of oblique dipole layer gives a theoretical background for the understanding of
waveform asymmetry. In this framework, electrograms are shown to be the result of the
superposition of dipole fields whose sources are located along the wavefront. The orientation
of these dipoles will help describe the relationship between wavefront shape and electrogram
morphology. This theory also applies to the anisotropic case studied in the next chapter.

First, wavefront propagation has to be described. In the eikonal approach, the wave-
front X¢(t) (i.e., the depolarization wave) moves in a fully recovered cardiac tissue along its
normal vector with a direction-dependent velocity. (see Colli Franzone et al.34°352). This
approach is the electrophysiological counterpart of the geometrical optics (eikonal equation
and Huygens’ principle) in the wave theory of light,3>® or the Wentzel-Kramers-Brillouin
semi-classical approximation in quantum mechanics.?®* As a result, the eikonal method out-
puts the isochrones Xy¢(t). Electrograms can then be computed in the bidomain framework
from a precomputed action potential shape.3>

In this context, convenient approximate formulae for the far-field extracardiac potential
were derived by Colli Franzone et al.3%® Assuming that the action potential upstroke is a
step function (V;,,(t) = Viest if t < tactiv and Vi, (8) = Viest + AVinax if ¢ > tactiv where tactiv
is the activation time), an electrogram ¢y measured at location x outside the wavefront
(x ¢ Xwe(t)) is shown to be directly related to the wavefront shape X¢(¢) through the

equation®®

$0(x, t) = AVinax / aty)s - (aily)nly) - VyGxy) (11.3)

wa(t)
where d/ is an infinitesimal-length element along the wavefront, § is the tissue thickness, n is
the unit vector normal to the wavefront and directed toward the resting region, and o; is the
intracellular conductivity tensor. The Green’s function G(x,y) is the potential at position
x generated by a unit punctual source located at y, that is, G(x,y) is the solution of

Vi o0 VxG(x,y) +d3(x—y) =0 (11.4)

where o is the conductivity tensor of the surrounding medium and d3 is the 3D-Dirac
distribution. In the framework of the current-source approximation (infinite, homogeneous
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and isotropic conductive surrounding medium) this function is given by

1

C¥) = Troo e =yl

(11.5)

In the homogeneous and isotropic case (o; = o; 1), the electrogram (11.3) is written as a
superposition of dipolar fields.?! The density of dipolar moment g is equal to

p = o;n (11.6)

along the wavefront, and is normal to this wavefront. The distribution of dipolar moments
along convex and concave wavefronts is illustrated in Fig. 11.7.

Convex Wavefront Concave Wavefront

Figure 11.7 — Distribution of dipolar moments on convex (A) and concave (B) wavefronts on a plane tissue
with isotropic conduction properties. The black half-circles are wavefronts and the gray regions indicate the
zones of activated tissue. The dipoles are displayed as an arrow joining a negative (©) and a positive ()
current source.

11.2.3 Working Hypothesis

Experimental evidences and general considerations in the framework of the eikonal approach
suggest that electrogram morphology is related to the wavefront shape, and in particular to
its curvature. As a matter of fact, Fig. 11.7 gives an insight into the electrogram morphology
since the R wave (resp. S wave) is associated with the density of positive current source
@ (resp. negative current source ©). As a guideline for the subsequent discussion, we
hypothesized that:

Curvature hypothesis*: In an isotropic tissue, an electrogram waveform measured
close to a convexr wavefront has a small R wave and a large S wave (R < S), ie., has
a negative asymmetry (a < 0). Reciprocally, a waveform measured close to a concave
wavefront has a large R wave and a small S wave (R > S), i.e., has a positive asymmetry
(@ > 0). Symmetric waveforms (a = 0) are associated with planar wavefronts.

This statement will be evaluated in two-dimensional plane sheet of tissue and in an atrial
model during pacing and during SAF.
11.2.4 Estimation of Local Curvature

Quantification of the relation between waveform asymmetry and wavefront curvature re-
quires a tool to estimate the local curvature of a wavefront defined by the activation times

*The “curvature hypothesis” for waveform asymmetry was formulated by R. Houben, Bakken Research
Institute, Maastricht, The Netherland.
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at given locations, typically arranged in a grid. Mathematically, curvature is defined as the
inverse of the osculating circle radius.?* Here, curvature is positive for convex wavefronts
and negative for concave wavefronts. When a high spatial resolution (< 0.5 mm) for the
activation times is available, the wavefront may be directly detected using a threshold and
fitted to an appropriate curve, for instance to a spline.>®” But in general, and especially
with experimental data, it is necessary to fit an activation time map.

Here, electrogram data from electrical mapping (16x16 grid of electrodes with an inter-
electrode distance of 2 mm) are considered. Suppose we want to compute the curvature of
the wavefront at the black dot in the center of Fig. 11.8. A bivariate second-order polynomial
7(z,y) is fitted to the activation times of the 3x3 grid of the node considered and its nearest
neighbors358-360

T(z,y) = a1 +a2x+a3y+a4xy+a5x2 +a6y2 (11.7)

using the local coordinate system zy (see Fig. 11.8). The overdetermined linear system
constructed from Eq. (11.7) evaluated at each of the 9 points is solved for the coefficients
ai,...,aq in the least mean square sense.

o o 0olo O

Figure 11.8 — Illustration of the method to estimate curvature. The dots represents the points where the
activation times are known. The x- and y-axes define a local coordinate system with respect to the (black)
center point. The 9 points enclosed in the dashed square are used to construct the (local) isochrone displayed
as a black curve.

The isochrone y(x) crossing the origin is defined by the implicit equation 7(z, y(z)) = a;.
Through the calculation of the derivatives of the implicit function y(z), the absolute value
of the curvature s at the origin (0,0) is35

v (0)] ., |la3as — azasas + a3ag|

W B (a% +a§)3/2 (11.8)

|7 =

In the case a2 = a3 = 0, the isochrone degenerates into a pair of lines and the curvature
is not well-defined. The sign of the curvature is here by convention negative when the
wavefront moves toward the center cyg of its osculating circle, that is

sgn(s) = —sgn(Vp (0,0) - Cosc) (11.9)

where sgn is the signum function. Direct and explicit calculation of the osculating circle3%%

leads to sgn(sc) = sgn(a3as — azazaq + a3ag), i.e.

a§a5 — ana3a4 + a%aG
2 213/2
(a3 + a3) /

(11.10)

w = sgu(x) - |x| = 2

This formula was used as an estimate of wavefront local curvature.
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11.2.5 Two-Dimensional Circular Wavefronts

To quantify the relationship of wavefront curvature to waveform asymmetry, a simulation
was performed on a model of a large 6 x6-cm sheet of tissue with an isotropic resistivity of
200 ©Q cm. Using this model, wavefronts of time-varying curvatures were created by imposing
three different stimulus patterns: a point at the center of the tissue (convex wavefront), the
complement (in the sense of set operations) of a large circle (concave wavefront), and an
edge (plane wave). The asymmetry was computed for signals mesured along the propagation
of the wavefront.

For recording points along the diagonal, at a distance of 0.5 mm (dashed line), 1 mm
(solid line) and 1.5 mm (dash-dotted line) from the tissue surface, Fig. 11.9 shows the
waveform asymmetry as a function of the wavefront curvature. The larger the curvature of a
concave or colliding front, the larger the R wave relative to the S wave (positive asymmetry).
Similarly, highly curved convex fronts are associated with a larger S wave relative to the
R wave, i.e., with a negative asymmetry. This curvature effect is more pronounced in
electrograms measured at a larger distance from the tissue surface. These results, obtained
in a 2D tissue, are in agreement with our working hypothesis.

0.5
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Figure 11.9 — Waveform asymmetry as a function of the wavefront curvature in a 2D tissue. Electrograms
are measured along the diagonal, 0.5 mm (dashed line), 1 mm (solid line) and 1.5 mm (dash-dotted line) from
the tissue surface. The curvature of a circular wavefront was defined as the inverse of its radius. Negative
curvatures correspond to the wavefront propagating from the borders to the center; positive curvature cor-
respond to the wavefront expanding from the center to the boundary; curvature equal to zero correspond to
the plane wave. A few examples of electrogram waveforms (EGM), measured 1 mm from the tissue surface,
are shown below their corresponding asymmetry (circle mark).
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11.2.6 Curved Wavefronts in the Atrial Model

The next step is testing the curvature hypothesis on the atrial model during pacing. Bound-
ary conditions are more natural in this model. Moreover, different activation patterns with
non-uniform curvature can be initiated by single site pacing..

Six pacing sites have been selected to generate different activation patterns and variations
in wavefront curvature in the zone of the right atrium free wall mapped by the grid of
electrodes. These pacing sites were located near the anatomical location of the tricuspid
valve, the right atrium appendage, the septum wall, the Bachmann’s bundle, the sino-atrial
node and the pulmonary veins region. From the 16x16 electrograms (sampled at 10 kHz)
recorded 1 mm from the atrial surface, activation times and asymmetries were extracted and
the isochrones were reconstructed. The curvature of these isochrones were then computed
by Eq. (11.10), assuming that the grid of electrodes is planar and that the inter-electrode
distance is constant (this is only approximately the case due to wall curvature).

Fig. 11.10 displays, for each pacing site, the isochrones, the wavefront curvature map,
the waveform asymmetry map, and an asymmetry-vs-curvature plot illustrating the negative
correlation between asymmetry and curvature. Although the linear correlation coefficient
ranges from —0.6 to —0.85 (the data are not strongly linearly correlated), the correlation is
systematically negative. In addition, a comparison of columns 2 and 3 of Fig. 11.10 clearly
shows a qualitative correspondence between zones of convex wavefronts (resp. concave
wavefronts) and zones of negative waveform asymmetry (resp. positive asymmetry).

Fig. 11.11 merges all the asymmetry-vs-curvature scatter plots of Fig. 11.10. The curve
obtained with a circular wavefront in 2D tissue is superimposed for comparison. For a
curvature in the interval between —1 and 1 cm™!, 2D and 3D-surface models generated
waveforms with an asymmetry in the same range. But for highly curved wavefronts, the
atrial model did not produce the very asymmetric waveforms predicted by the 2D model.
These differences between numerical experiments performed on 2D tissue and on the atrial
model can be justified by the following arguments:

e Non-uniformity of the curvature: Along the wavefront, the curvature is not constant,
in contrast with the circular wavefronts of the previous subsection. The electrode
makes an average over a part of the wavefront. As a result, extreme asymmetries are
rarely observed since the regions of high curvature are usually small.

o Distance between the electrodes and the tissue: The curvature effect is difficult to
exhibit in case of complex activation patterns. When the electrodes are close to the
atrial surface, the curvature effect is less pronounced. On the other hand, when the
electrodes are far from the tissue surface, the averaging process discussed just above
complicates the relation between asymmetry and curvature, i.e., asymmetry depends
on the whole wavefront shape and not only on its local shape.

e Not-well-defined curvature: When two wavefronts (or two different parts of a single
wavefront) merge or collide, the isochrone has an edge point where the curvature is
infinite. This problem becomes critical during AF in which this event may occur
frequently.

o Wall curvature: Our estimate of wavefront curvature does not take into account wall
curvature. The wavefront actually lies in the 3D-space and its curvature should be
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Figure 11.10 — Relation of wavefront curvature to waveform asymmetry during stable pacing in the atria.

The mapping area is a 3x 3 cm square region located in the right atrium free wall. First column: isochrones.
Activation time is gray-level coded (black means early and white late). The stimulus site is located near the
anatomical location of the tricuspid valve (A), the right atrium appendage (B), the septal wall (C), the
Bachmann’s bundle (D), the sino-atrial node (E) and the pulmonary veins region (F). Second column:
corresponding wavefront curvature map computed using Eq. (11.10). Curvature is gray-level coded (white
means convex and black concave). Third column: waveform asymmetry map (white means positive asym-
metry, gray means symmetric waveform and black means negative asymmetry). Fourth column: asymmetry
versus curvature plot summarizing the correlation between the preceding columns. Linear regression line is
represented (solid line) as well as error bounds containing at least 50% of the samples (dashed lines).

precisely redefined in this case. In addition, due to wall curvature, the grid of electrodes
is slightly distorted, especially in its corners (similarly to an optical aberration of type
“pin-cushion distortion”). However, less than 9% of the inter-electrode distances are
altered by more than 10%.

e Numerical accuracy: Activation times are determined with some uncertainty (the
inferior limit being the time step of the solver). Although this has no visual impact on
activation maps and isochrones, the curvature involves second order derivatives which
are difficult to accurately estimate in presence of noise.
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Figure 11.11 — Relation of wavefront curvature to waveform asymmetry during stable pacing in the atria.

The asymmetry-vs-curvature scatter plots of Fig. 11.10 are merged. The dashed line represents the curve
computed in a 2D tissue (Fig. 11.9) with electrodes located 1 mm from the tissue surface.

Despite the limitations mentioned above, the results show again that convex wavefronts
are associated with negative waveform asymmetry and concave wavefront with positive
asymmetry. Moreover, when the curvature is near zero, the asymmetry tends to be slightly

negative.

11.2.7 Wavefront Classification during Simulated AF

The previous subsection emphasized the relevance of a classification of the wavefronts into
three classes: convex wavefronts, plane waves and concave wavefronts. In order to further
assess the curvature hypothesis during the more complex wavefront dynamics of AF, 200
activation maps constructed during SAF were analyzed and classified by visual inspection.
Among these 200 wavefronts, 64% were convex (e.g. spiral wave), 20% were plane waves,
and 16% were concave (mostly wavefronts collision or merging).

Fig. 11.12 gives two typical examples of wavefront shape for each class with their corre-
sponding electrogram waveform and asymmetry. In these examples, convex wavefronts are
associated with large negative asymmetry (a < —0.2), near-planar wavefronts with slightly
negative asymmetry and concave wavefronts with positive asymmetry. In order to estimate
how much information about the wavefront can be extracted from an electrogram during
AF, statistics of waveform asymmetry inside each class is represented on Fig. 11.13. Sep-
aration lines at asymmetry ¢ = —0.17 and a = —0.06 lead to a classification error of 19%,
mainly due to the difficulty to classify near-planar wavefronts. When only the convex and
concave classes were considered, the classification error was reduced to 3.5%.

Consequently, waveform asymmetry gives some information about wavefront curvature
during SAF in uniform isotropic tissue, but this relationship becomes less reliable when

curvature is low.

11.3 Wavefront Collisions

The results shown in the previous section indicates that concave wavefronts observed dur-
ing SAF are mainly the result of collisions. Waveform morphology close to collision lines
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Figure 11.12 — Snapshots of simulated high density mapping of AF and corresponding electrogram wave-
forms measured at the location indicated by a small cross (x). Waveform asymmetry (a) is given just above
the electrograms. The diameter of the mapping area is 3 cim. Gradients of membrane potential are gray
level-coded and the propagation of wavefronts is described by arrows. These examples are classified in three
activation pattern classes: (A,B) spiral waves, (C,D) plane waves and (E,F) wavefront collisions.
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Figure 11.13 — Asymmetry statistics in the three classes of wavefronts (convex, plane and concave/colliding)
manually classified during SAF. Medians, quartiles and minimal/maximal values are displayed. The notches
represent a robust estimate of the uncertainty on the median.

will be investigated here in order to propose a mechanism for positive asymmetric signals,
reformulating the work of Spach and Kootsey??* in terms of asymmetry.

11.3.1 Collision in a One-dimensional Fiber

The simplest case of collision arises in a one-dimensional fiber. In this configuration (a fiber
with a length of 2 cm, a resistivity of 200  ¢cm and a spatial discretization of 100 pm), both
extremities were stimulated at the same time and two wavefronts were initiated in opposite
directions which collide and annihilate in the middle of the fiber. A high density array of
unipolar electrodes (128 electrodes with 0.1 mm inter-electrode distance, located 0.5, 1 or
2 mm from the fiber) recorded the extracellular electrical activity close to the collision site.

Fig. 11.14 presents the resulting waveform asymmetry as a function of the position with
respect to the collision site with some examples of signals. In a region of approximate
size 4 mm around the collision point, significantly increased asymmetries up to 0.8 were
observed. The waveform amplitude, however, was only slightly reduced. The size of this
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Figure 11.14 — Waveform asymmetry during a wavefront collision in a unidimensional fiber. Asymmetry
is plotted as a function of the position on the fiber (the zero is the collision site) for an array of unipolar
electrodes located 1 mm (solid curve), 0.5 mm (dashed curve) and 2 mm (dash-dotted curve) from the fiber.
Examples of electrograms (EGM) are shown below their corresponding asymmetry value denoted by a circle
on the graph.

region increased when the electrodes were moved away from the fiber (see Fig. 11.14) because
of the wider averaging effect. Actually, close to the collision (<1 mm), the peak sodium
current was reduced and the maximal membrane potential slope was increased, resulting
in a positive asymmetry.?* Further from the collision, the phenomena were dominated by
the interaction of the signals generated by each wavefront (see next subsection). Changing
the tissue resistivity did not modify much the asymmetry, although signal amplitude was
different.

11.3.2 Collision with a Boundary

By symmetry, the membrane potential shows identical changes in shape when the action
potential approaches a wavefront collision or a boundary (sealed end of the fiber).?3 In
the same simulated fiber as in the previous subsection, electrograms were computed near

its end, assuming no-flux boundary conditions (in the intracellular medium).

Fig. 11.15 displays waveform asymimetry as a function of the position with respect to the
boundary. Like near a collision and for the same reason, positive asymmetric waveforms were
observed close to the end of the fiber, in agreement with Spach and Kootsey.?>* Moreover,
beyond the end of the fiber, signals with a quickly decreasing waveform amplitude and an
approximately constant positive asymmetry were observed. A careful analysis of the signals
shows that the extracellular signals of Fig. 11.14 (¢¢ coision) can be reconstructed from those
of Fig. 11.15 (¢o boundary) using the symmetry of the wavefront evolution

¢0,collision (337 t) = ¢0,boundary (xa t) + ¢0,b0undary (_337 t) (11-11)

The spatial extent of the zone of positive asymmetry near a collision site is therefore related
to the decrease in amplitude of the signals measured beyond the end of the fiber.
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Figure 11.15 — Waveform asymmetry near the end of a unidimensional fiber. Asymmetry is plotted as
a function of the position on the fiber (positions < 0 belongs to the fiber, and positions > 0 are outside
the tissue, in the surrounding bath) for an array of unipolar electrodes located 1 mm (solid curve), 0.5 mm
(dashed curve) and 2 mm (dash-dotted curve) from the fiber. Examples of electrograms (EGM) are shown
below their corresponding asymmetry value denoted by a circle on the graph.

11.3.3 Colliding Wavefronts in the Atrial Model

In order to study how the results obtained in a unidimensional fiber generalize in higher
dimensions, a wavefront collision was initiated in the atrial model by stimulating two distant
sites at the same time. Fig. 11.16 shows activation maps and waveform asymmetry maps
for two examples of wavefront collisions occurring in the right atrium free wall. Around
the collision line, represented as a dashed line in the activation map, a band of positive
asymmetry was observed. The width of this region, approximately 4 mm, was consistent

Isochrones Asymmetry

-0.5 0 0.5
Asymmetry

Figure 11.16 — Effect of wavefront collision on waveform asymmetry in the atrial model. Two distant
sites are stimulated at the same time: near the anatomical location of the Bachmann’s bundle and near
the tricuspid valve (A), and in the region of the sino-atrial node and near the tricuspid valve (B). First
column: Activation map. The collision line is displayed as a dashed line. Second column: Corresponding
waveform asymmetry. The region mapped has a diameter of 3 cm, the inter-electrode distance is 2 mm, and
the distance from electrode-to-tissue is 1 mm.
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with the 1D results. Notice that the asymmetry was more pronounced for a frontal collision
(Fig. 11.16B) than for a collision with an angle, resembling wavefront merging (Fig. 11.16A,
especially at the bottom of the activation map), in agreement with the concepts underlying
the curvature hypothesis.

11.4 Refractoriness and Front-Tail Interactions

Up to now, wavefront propagation was considered only in a fully recovered tissue. This
section will show how the dynamics of AF, especially refractoriness and restitution, affect
electrogram morphology. A better understanding of the amplitude-versus-asymmetry dia-
grams during AF will follow.

11.4.1 Waveform Amplitude and Peak Sodium Current

Even in a tissue with uniform conduction and membrane properties, a dispersion of wave-
form amplitude is observed during SAF (see Fig. 11.5). Simulation studies have actually
demonstrated that wavefront curvature and collision impact the availability of sodium cur-
rent and, as a result, impact the amplitude of the electrograms.?3%:361 Moreover, because
of the front-tail interactions occurring during AF, the wavefronts have to propagate in a
partially recovered tissue characterized by a slower conduction velocity and a reduced peak
sodium current. The relation between waveform amplitude and peak sodium current was
therefore investigated.

During SAF, 256 electrograms were recorded in the right atrium free wall and the sodium
membrane current Iy, was measured in the “cell” right below each electrode. The peak
sodium current, defined as the maximum of the absolute value of Iy, (in pA/pF) during
an upstroke, was extracted and plotted in Fig. 11.17 as a function of the corresponding
waveform amplitude, normalized with respect to the amplitude of a waveform recorded
during sinus rhythm. Fig. 11.17 shows that, in a tissue with uniform properties, variations
in waveform amplitude are correlated with the peak sodium current.
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Figure 11.17 — Relation between the peak sodium current and (normalized) waveform amplitude during

SAF (gray cloud of points) and during a S-S, protocol in a unidimensional fiber (thick black dots).

In addition, to better understand the effect of front-tail interactions, several S;—-So pro-
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tocols were simulated on a unidimensional fiber (2 cm long) with the same conduction prop-
erties as the atrial model. Both stimuli were applied at an extremity of the fiber so that
the diastolic interval ranged from 0 to 500 ms, and 10 unipolar electrograms were recorded
along the fiber. The peak sodium current is also displayed on Fig. 11.17 as a function of the
waveform amplitude. In order to make possible the comparison between the fiber and the
atrial model, the waveform amplitudes were normalized with respect of the amplitude of the
waveform generated by the S; impulse propagation. The resulting curve follows the set of
points measured during SAF. Notably, in both models, low amplitude signals are associated
with short diastolic intervals.

Thus, in a homogeneous isotropic tissue, the effect of refractoriness due to front-tail
interactions accounts for most of the variations in waveform amplitude.

11.4.2 Conduction Blocks and Long Double Potentials

Morphology of unipolar and bipolar electrograms in presence of conduction blocks has been
extensively studied in the context of atrial flutter catheter ablation346:362-364 and lead to
criteria for the detection of conduction blocks.?43:344 In these studies, functional conduc-

tion blocks were associated with positive asymmetric waveforms (R patterns) and with the
13,181

45

presence of double potentials. Other studies on human atrial fibrillation, on human

365 confirmed

ventricular tachycardia®®® and on a rabbit model of ventricular fibrillation®
these findings.

Similar results werer obtained during SAF. Fig. 11.18 presents an example of activation
map during a functional conduction block (here, the activation pattern looks like a U-turn),
with electrograms measured at eight selected locations. Along the line of block, long-double
potentials were observed (e.g. electrograms 1-4 of Fig. 11.18). At a distance of more than
6 mm from the conduction block, however, no double potential was found (e.g. electrograms
6-8). In addition, positive asymmetric signals (R and Rs patterns) were frequent close to the
line of block (e.g. electrogram 1-2, first peak of electrogram 4, second peak of electrogram 5).

Note that the amplitude of electrograms 1-2 was significantly smaller than for electrograms

Figure 11.18 — Activation map of a functional conduction block occurring during SAF. The thick black line
represents a line of block. Arrows illustrate wavefront propagation from dark gray to white. Eight selected
electrograms, measured at locations displayed as black dots, are plotted around the figure.
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7-8 representing a broad wavefront propagation.

In a uniform and isotropic tissue, the set of waveforms with small amplitude and positive
asymmetry (see Fig.11.5B) can be consistently associated with the presence of conduction
blocks or functional wavebreaks, as confirmed numerically by a direct glance at the activation
maps corresponding to these waveforms, and as experimentally verified by Chorro et al.3%?

11.4.3 Comparison of Different Simulated AF Dynamics

We will now consider amplitude-versus-asymmetry diagrams constructed from SAF signals
recorded in a uniform isotropic tissue. Four different simulated dynamics of AF were ana-
lyzed and compared in terms of waveform morphology:

(A) SAF using the modified Luo-Rudy model (G = 0.07 mS/cm?) and a conduction
velocity (CV) of 70 cm/s,

(B) SAF using the modified Luo—Rudy model (G; = 0.05 mS/cm?) and a CV of 70 cm/s,
(C) SAF using the Courtemanche model and a CV of 40 cm/s,

(D) SAF using a Courtemanche model incorporating inhomogeneous vagal stimulation and
a CV of 90 cm/s. The conduction properties, however, remained uniform.

In all the cases, the tissue conductivities were uniform and isotropic in order to avoid
the possible influence of fiber structure and heterogeneity. Fig. 11.19 displays amplitude-
versus-asymmetry diagrams constructed from approximately 6000 waveforms (for each case)
measured in the right atrium free wall. In order to facilitate further discussion, 3 qualitative
regions are highlighted in each scatter plot: region 1 corresponds to QS and rS patterns,
region 2 to Rs and R patterns with large amplitude (around A = 0.5 here), and region 3
to Rs and R patterns with small amplitude. To assist the comparison, Table 11.1 gives the
fraction of QS, rS, Rs and R patterns, the average waveform asymmetry, and the standard
deviation of waveform amplitude, and recalls the average number of wavelets and a measure
of organization (correlation length, see subsection 10.2.2) of the corresponding dynamics.
The observation of Fig. 11.19 and Table 11.1 suggests the following remarks:

A B C D
QS 1.6 % 4 % 0.5 % 1.2 %
rS 81 % 8756% 69.5% 94.7%
Rs 15.4 % 8 % 28 % 4 %
R 2% 0.5 % 2% 0.1 %
Mean asymmetry -0.21 -0.26 -0.09 -0.23
Amplitude SD 0.16 0.13 0.14 0.11
# Wavelets 3.2£1.6 4.0£1.8 1.5£0.5 4.6£1.7

Correlation length 151 cm 134 cm  2.02 cm  4.22 cm

Table 11.1 — Characteristics of waveform morphology (percentage of QS, rS, rS and R patterns, mean
asymmetry and standard deviation of amplitude, following the definitions of subsection 11.1.3) and wavelet
dynamics (number of wavelets and correlation length) for four different SAF. The column labels A to D
correspond to the cases enumerated at the beginning of the subsection.
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Figure 11.19 — Amplitude-versus-asymmetry diagrams combined with amplitude and asymmetry his-

tograms for the four different SAF dynamics. Each scatter plot is divided into 3 qualitative regions: region 1
corresponds to QS and rS patterns, region 2 to Rs and R patterns with large amplitude (around A = 0.5
here), and region 3 to Rs and R patterns with small amplitude. The labels A to D correspond to the cases
enumerated at the beginning of the subsection.

e Region 1 of Figs. 11.19A-D corresponds to curved or near-planar wavefronts and
contains the majority of the signals. The average asymmetry is more negative in
presence of multiple spirals (case A and B, which could be considered as AF type I1I)
than for a more organized SAF like case C (AF type IT). Although case D is statistically
organized (a clear dominant frequency is observed in the signals), its dynamics consists
of more than 4 wavelets with short wavelength and thus with high curvature and
a larger negative asymmetry. Waveform asymmetry in region 1 is therefore more
sensitive to wavelength than to spatial organization. Notice that, in case D, the
asymmetry distribution is more concentrated around its mean value because most
spirals have a very similar shape and curvature (the action potential duration is almost
rate-independent). Moreover, when large beat-to-beat variations in action potential
duration (and excitable gap) is possible, the spread of amplitude distribution is also
wider (case A as compared to case D).

e According to section 11.3, large amplitude waveforms with a Rs or R pattern (region 2)
can be attributed to wavefront collision. This region is less marked and less positively
asymmetric in case A. Actually, when the action potential duration (APD) restitution
slope is smaller (like cases B, C and D with respect to case A), spontaneous wavebreaks
are less frequent and thus long lines of wavefront collision become more likely. For
instance, the dynamics of case C is characterized by long lines of collision in the right
atrium free wall, as confirmed by its wide and clearly positive asymmetric region 2.
The large proportion of Rs (or RS) patterns in case C, however, is mainly due to
near-planar wavefronts.
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e Region 3 corresponds to conduction blocks and wavebreaks (see subsection 11.4.2). In
these simulations, functional conduction blocks and wavebreaks mostly arose as a con-
sequence of an unstable APD alternans. This mechanism, described by Fox et al.,?67-268

requires a steep (dynamic) APD restitution (slope > 1) and is illustrated by the larger

size and density of region 3 in case A (steep APD restitution) as compared to case C

and D (slope of dynamic APD restitution only slightly > 1). In contrast, conduction

blocks in case D are essentially structural, due to APD heterogeneities.

Since wavelength seems to play an important role to determine wavefront curvature and
waveform asyminetry, the average asymmetry was computed for a large set of simulations
of SAF in a uniform tissue using the modified Luo—Rudy model with effective refractory
period (ERP) ranging from 180 to 275 ms (obtained by altering the parameter G4;) and a
CV of 70 cm/s, and using the same membrane model as case A but with a CV ranging from
50 to 100 cm/s. Fig. 11.20 shows the average asymmetry as a function of ERP (left panel)
and as a function of the CV (right panel). For each set of parameters, 8 to 16 episodes of
SAF were considered and statistical data were displayed. The results confirm that when the
wavelength is shorter (due to a decrease in either CV or ERP), the possibly larger curvature
of wavefronts (especially spirals) leads to more negative asymmetry.
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Figure 11.20 — Effect of wavelength on average waveform asymmetry in a uniform tissue. (A) Average

asymmetry as a function of effective refractory period. (B) Average asymmetry as a function of conduction
velocity. Waveform asymmetry is averaged over all the 256 electrograms in a time interval ranging from 2
(non-sustained SAF) to 20 s (sustained SAF). Statistics are computed over a set of 16 SAF episodes (panel
A) and 8 SAF episodes (panel B). Medians, quartiles and range are displayed. Outliers are indicated by a
dot. The notches represent a robust estimate of the uncertainty on the median.

Therefore, waveform morphology gives some insight into wavelet dynamics (wavelength,
restitution curve, collision, wavebreaks). The comparison was made possible by the fact
that the substrate was in all cases uniform. Since the substrate properties are unfortunately
difficult to control in clinical or experimental studies, variations in electrogram morphology
should be considered instead.

11.5 Baseline Modulation

All the factors discussed above concern only the details of depolarization. But the repolar-
ization process also generates current. As a result, there is a significant baseline modulation
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in single site electrograms, as shown by observing for instance the electrogram of Fig. 11.21.
Some remarks about this question are mentioned in this section for completeness.

s AHAAAAA A

Figure 11.21 — Example of baseline modulation in a signal measured during SAF: (A) electrogram with
the zero potential line (dotted line), (B) baseline extracted with the help of a low-pass filter.

These baseline modulations are associated with the propagation of the repolarization
wave (waveback). Mechanisms similar to the effect of wavefront shape could be proposed
for waveback (with inverse sign, because the current sources are reversed). Convex wave-
back (resp. concave waveback) would be expected to lead to an essentially positive (resp.
negative) deflection. Unfortunately, the following factors make the situation much more
complex:

e The current sources due to the repolarization process are not spatially concentrated
around the waveback. They may even spread over a region several-centimeter wide.
Therefore, talking about the effect of waveback shape does not really make sense.

e Unipolar electrograms can be affected by distant events.?¢6:367 This is particularly the

case for baseline variations.

e Repolarization wave propagation is sensitive to APD gradients established during
SAF. Fig. 11.22 shows changes in the baseline for successive beats during which the
activation patterns are similar but the recovery patterns are different due the presence
of APD gradients. While it is difficult to account for all aspects of the variations,
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Figure 11.22 — Illustration of baseline variations in presence of APD gradients. For two consecutive beats

during pacing in the pulmonary veins (initiation protocol for SAF), electrogram waveforms (A,E), corre-
sponding action potentials (B,F), depolarization wave isochrones (C,G) and repolarization wave isochrones
(E,H), measure in the right atrium free wall, are shown.
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a general trend is that when long-to-short APDs are measured along propagation
(Figs. 11.22A-D, on the left region of each panel), negative deflections are observed.
On the other hand, in case of short-to-long APD gradient (Figs. 11.22E-H, on the left
region of each panel), positive deflection are observed.

e Baseline modulation depend on the details of all ionic currents participating to or
delaying the repolarization. In the case on ventricular cells, Gima and Rudy?3® inves-
tigated the ionic basis of T-wave resulting from long QT syndrome, Brugada syndrome
and acute ischemia, precisely by analyzing these “baseline variations”. When study-
ing the depolarization phase ounly, this model-dependence was very limited since most
of the cardiac cell models (both ventricular and atrial cell models) are using almost
exactly the same kinetics for the fast inward sodium current which is by far the main
contribution during depolarization.

e In experimental signals, some variations of the baseline are artifacts caused by the
motion of the wall or by the difficulty to define the zero potential.3%® Acquisition
systems often try to smooth out these artifacts by filtering. True electrophysiological
baseline variations may be affected in the same way. In summary, the validity of a
direct comparison of baseline variations with experimental signals may be questionable.

Baseline modulations are caused by the repolarization current sources and are affected by
APD gradients, possibly also by distant events. More information than only activation and
recovery patterns would be needed to completely explain these variations.

11.6 Conclusion

This chapter addressed the question of unipolar electrogram morphology during SAF. Elec-
trogram waveforms were characterized by their amplitude and asymmetry. In order to
separate the effects of the wavefront dynamics from those of the substrate, SAF was first
initiated on a uniform and isotropic model of the atria.

In this model, the vast majority of the waveforms were single potentials. In addition, re-
sults showed how amplitude-versus-asymmetry diagrams representing electrogram morphol-
ogy during SAF can be segmented into four qualitative regions (see Fig. 11.23): (1) a region
with negative asymmetry, (2) a region of approximately symmetric signals, (3) a region
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Figure 11.23 — Schematic representation of the different regions in an amplitude-versus-asymmetry diagram
that can be associated with a class of activation patterns.
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of positive-asymmetric large-amplitude waveforms, and (4) a region of positive-asymmetric
small-amplitude waveforms. Each of these regions was associated with a class of activation
patterns: region 1 corresponds to curved wavefronts, region 2 to near-planar wavefronts, re-
gion 3 to wavefront collisions or merging, and region 4 to conduction blocks and wavebreaks.

These conclusions, however, are limited to uniform isotropic tissues. The impact of
substrate properties (heterogeneity, fiber structure) and mechanisms for electrogram frac-
tionation will be investigated in the next chapter.



160 Electrogram Morphology: Effect of Wavefront Dynamics Chapter 11




Chapter 12

Electrogram Morphology:
Effect of the Substrate

13,181,345,346 o]ectrograms measured in a uniform isotropic

As compared to experimental data,
model of cardiac tissue tend to be less asymmetric and less fractionated (see previous chap-
ter). We hypothesized that the extreme simplicity of the substrate, i.e. of the tissue struc-
ture, in the computer model was one of the reasons for these differences.

An advantage of the use of computer models to study electrogram morphology is their
ability to reliably control the substrate properties. While the previous chapter concen-
trated on the effect of wavefront dynamics, this one will consider the changes in waveform
morphology arising when the substrate is altered. Distribution of waveform morphology
during paced beats and during simulated AF (SAF) will be analyzed in anisotropic and
heterogeneous tissue. Finally, the limitations of monolayer tissue models for understanding

electrograms will be discussed by simulating 3D models including transmural heterogeneity.

12.1 Effect of Tissue Properties

Heterogeneities can be introduced as spatial variations in membrane or conduction proper-
ties. This section summarizes the effect of uniform changes of these tissue properties in a
simple unidimensional model of cardiac fiber.

12.1.1 Membrane Model

The membrane model determines the current sources which generate the electrogram signals.
Modification of the cell model (e.g. due to remodeling) may result in biased waveform

235 Here, it is shown that the impact on waveform amplitude and asymmetry

morphology.
is small, provided that conduction properties remain unchanged. Alteration of the sodium
channels will be treated in the next subsection.

The shape of electrogram waveforms computed using different membrane models were
compared in a unidimensional fiber with a length of 3 cm and a resistivity of 200 € cm
during simple propagation initiated at an extremity of the fiber. Unipolar electrograms
were recorded 1 mm (in the radial direction) from the middle of the fiber with a sampling
frequency of 5 kHz. The modified Luo-Rudy model, the original Courtemanche et al. model,

the Courtemanche et al. model modified for simulation of AF, the Courtemanche et al. model

161
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LR1 CRN CRN-AF CRN+ACh Nygren
a=-0.064 a=-0.076 a=-0.018 a=-0.084 a=-0.085

Figure 12.1 — Electrogram waveforms computed on a unidimensional fiber using different membrane models:
the modified Luo—Rudy model (LR1), the original Courtemanche et al. model (CRN), the Courtemanche et al.
model modified for simulation of AF (CRN-AF), the Courtemanche et al. model including vagal stimulation
(CRN+AChH), and the Nygren et al. model (Nygren). Waveform asymmetry is displayed just below each
electrogram.
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Figure 12.2 — Electrogram waveforms for different set of parameters affecting conduction velocity (in a

unidimensional fiber using the Courtemanche model). The sodium channel conductance Gna ranges from
3.9 to 15.6 nS/pF (the standard value in the Courtemanche model is 7.8 nS/pF), and the tissue resistivity
from 100 to 900 2 cimn.

including vagal stimulation, and the Nygren et al. model were successively considered. The
resulting waveforms, shown on Fig. 12.1, are very similar to each other because all of these
models include almost the same sodium kinetics. Small negative asymmetry is systematically
observed due to the asymmetric rising phase of the underlying action potential.

Thus, waveform morphology is robust with respect to changes in membrane model or
ionic channel properties (sodium channels excepted). Moreover, baseline morphology is
characterized by a small negative asymmetry.

12.1.2 Conduction Properties

Since electrograms mainly reflect the depolarization process, the parameters affecting wave-
front propagation are expected to have an important impact on electrogram morphology.
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This subsection reports the effect of sodium channel conductance and tissue resistivity.

In the same unidimensional fiber model as the previous subsection, a simple propagation
was initiated using a Courtemanche membrane kinetics. The conduction velocity was modi-
fied by altering sodium channel conductance G, (between a decrease of 50% and an increase
of 100%) and by setting the tissue resistivity to a value in the range 100-900 2 cm. Fig. 12.2
displays the resulting electrogram waveforms and demonstrates that waveform amplitude
increases when the sodium channel conductance increases or when the tissue resistivity is
reduced. The asymmetry, however, remain unchanged.

Therefore, the faster the conduction velocity, the larger the waveform amplitude, what-
ever the means used to increase the conduction velocity sodium: channel conductance,
cell-to-cell coupling or dynamic reduction of conduction velocity due to refractoriness (see
subsection 11.4.1).

12.2 Effect of Anisotropy

Anisotropy has been shown to impact both the asymmetry and the amplitude of electro-
grams for paced beats.?33334 In order to help quantify the effect of anisotropy on waveform
asymmetry, electrogram morphology was studied in an anisotropic two-dimensional sheet of
tissue, and in the atrial model during sinus rhythm and SAF. In each case, the anisotropy
ratio (see subsection 4.2.2) was as used a control parameter ranging from 1:1 (isotropic

tissue) to 9:1. This range corresponds to physiological values.!46,148

12.2.1 Working Hypothesis

The theory of oblique double layer gives a theoretical framework for the description of the
effect of anisotropy on electrogram morphology (see subsection 11.2.2). In this subsection,
a working hypothesis is derived from this approach.

According to Eq. (11.3), the electrogram is written as a superposition of dipolar fields®!
with the density of dipolar moment p equal to

p=o;-n = oym+ (o — aiyt)(aTn) a (12.1)

and distributed along the wavefront (a is the fiber orientation unit vector, o;; the longitudi-
nal conductivity and o;; the transverse conductivity). The second equality comes from the
decomposition (4.19) and shows that the dipolar moment has a component normal to the
wavefront and a component along the fiber, which is nonzero only in presence of anisotropy.
The factor a'n is equal to the cosine of the angle between the fiber orientation and the
direction of propagation.

The distribution of dipolar moments along convex and concave wavefronts is illustrated
in Fig. 12.3. In the isotropic case, the dipoles are normal to the wavefront (Figs. 12.3A
and D). When the tissue conduction properties are anisotropic, the dipoles tend to align
along the fibers (Figs. 12.3B, C, E and F). As a results, during propagation along a fiber,
the effects of wavefront curvature are partly compensated so that the difference between
convex and concave wavefronts is smaller than in an isotropic tissue (Figs. 12.3B and E).
In contrast, the effects of wavefront curvature are amplified during propagation across a
fiber (Fig. 12.3C and F). Since the R wave (resp. S wave) is associated with the density of
positive current source & (resp. negative current source 6), we hypothesized that:
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Figure 12.3 — Distribution of dipolar moments on convex (A-C) and concave (D-F) wavefronts on a plane

tissue. The black half-circles are wavefronts and the gray regions indicate the zones of activated tissue. The
dipoles are displayed as an arrow joining a negative (©) and a positive (®) current source. The substrate is
isotropic in (A) and (D), and anisotropic in the other subfigures. The wavefront propagates along the fiber
in (B) and (E), and across the fiber in (C) and (F'), as shown by the dotted lines representing the fibers. The
dipoles of (A) and (D) are superimposed in light gray for comparison.

Effect of anisotropy: When a wavefront propagates along a fiber, the asymmetry
of the resulting waveform is reduced as compared to the isotropic case. On the other
hand, when a wavefront propagates across a fiber, the effect of curvature on asymmetry
is amplified.

This statement will be evaluated in two-dimensional plane sheet of tissue and in an atrial
model during pacing and during SAF.

12.2.2 Anisotropy in a Two-Dimensional Tissue

A center-paced beat was simulated in a 6x6 cm, two-dimensional sheet of anisotropic tissue
with a longitudinal resistivity of 150 €2 cm. Anisotropy ratios of 1:1, 1.5:1, 2.25:1, 3:1, 4:1
and 5:1 were successively considered. Unipolar electrograms were recorded in a grid of
64x64 electrodes. Asymmetry and amplitude were extracted from each signal.

Fig. 12.4 shows the isochrones and the lines of equal asymmetry on the tissue (fibers
are oriented horizontally). In an isotropic tissue (Fig. 12.4A), the asymmetry decreases
with the distance from the stimulus site. In presence of anisotropy, wavefronts propagating
along a fiber are associated with symmetric waveforms except very close to the stimulus site
where the wavefront is initiated (Fig. 12.4B-F). The asymmetry becomes very sensitive to
direction and curvature for propagation across fibers. Notice that, in the 64x64 electrode
array, the percentage of rS patterns (waveform asymmetry < —1/2) globally increases with
the anisotropy ratio, as shown in Table 12.1.
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Figure 12.4 — Lines of equal waveform asymmetry in a center-paced beat initiated in a 2D sheet of tissue
(6x6 cm) with an anisotropy ratio of (A) 1:1, (B) 1.5:1, (C) 2.25:1, (D) 3:1, (E) 4:1 and (F) 5:1. Contours
correspond to an asymmetry of -0.7, -0.6, -0.5, -0.4, -0.3 and -0.25, from the center to the border respectively.
Dotted lines are isochrones.

aniso. ratio rS [%]

1:1 4.4
1.5:1 5.4
2.25:1 8.2
3:1 12.0
4:1 15.8
5:1 17.7

Table 12.1 — Percentage of rS patterns (waveform asymmetry < —1/2) in a center-paced two-dimensional
model for different anisotropy ratios. This percentage is computed over the 64x 64 grid of electrode equally
spaced over the tissues of Fig. 12.4.

In order to better understand the transition from an isotropic to a strongly anisotropic
tissue and its link with the effect of curvature, the electrograms were decomposed into an
axial and a conormal component, following Colli-Franzone et al.33>3%2 In a tissue with
fiber orientation vector a and longitudinal (resp. transverse) conductivity o; (resp. o), the
current source Iy, = S, V.o VV,, was written as the sum of an axial component Iy ax and
a conormal component Iy, ¢, defined as

Imax = S, ' (01 — 04) V2V, and Imco =S, ot V?Vy, (12.2)

where V, = a' V is the directional derivative and the conductivity tensor, supposed to be
constant, is given by o = oyI + (0 — 0y) aa' according to Eq. (4.19). Axial and conormal
components of an electrogram were computed from the corresponding current sources In, ax
and I co- In an isotropic tissue, the axial component vanishes (0; = o07). On the other
hand, with increasing anisotropy ratio, the axial component begins to have an important
impact.
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Figure 12.5 — Illustration of the decomposition of electrograms into an axial and a conormal component in a
center-paced two-dimensional tissue with an anisotropy ratio of 4:1. (A) Lines of equal waveform asymmetry
for the conormal component. Contours correspond to an asymmetry of -0.7, -0.6, -0.5, -0.4, -0.3 and -0.25,
from the center to the border respectively. Dotted lines are isochrones. (B-C) Conormal and axial component
of the electrograms in the upper-right square drawn on panel A.

Fig. 12.5 presents such a decomposition in the tissue with an anisotropy ratio of 4:1.
The conormal component behaves like in an isotropic tissue (Fig. 12.5A-B): in the axial
direction (i.e., in the horizontal direction from the bottom left corner toward the right),
the curvature is high and the waveforms are strongly negative asymmetric, while in the
transverse direction (i.e., in the vertical direction from the bottom left corner toward the
top), the small curvature leads to relatively symmetric signals, except close to the stimulation
site. In contrast, the axial component (Fig. 12.5C) is symmetric in the axial direction, and,
in the transverse direction, consists of a negative deflection. When the anisotropy ratio
increases, the contribution of the axial component becomes dominant in the axial direction
leading to symmetric waveforms. In the transverse direction, however, the signals tend to
be more negative asymmetric, in agreement with Table 12.1.

These results are consistent with our working hypothesis based on the prediction of the
oblique dipole layer theory (see subsection 11.2.3), that is, in this two-dimensional model,
curvature effects are reduced in the axial direction and reinforced in the transverse direction.

12.2.3 Fiber Orientation in the Atrial Model

After having isolated the impact of anisotropy on waveform morphology in a 2D model,
this effect was further investigated in an atrial model including a simplified fiber structure,
whose fiber orientation was presented in subsection 4.2.2.

Sinus rhythm and four different simulated dynamics of AF in an anisotropic tissue were
analyzed and compared in terms of waveform morphology for anisotropy ratios of 1:1, 2.25:1,
4:1, 6.25:1 and 9:1 :

(A) Sinus rhythm using the Courtemanche model and a longitudinal to transverse conduc-
tion velocity (CV) ratio of 40:40, 50:33, 60:30, 67:27 and 75:25 cm/s,
(B) SAF using the Courtemanche model and the same CV ratios as (A),

(C) SAF using a Courtemanche model incorporating inhomogeneous vagal stimulation and
longitudinal to transverse CV ratios of 90:90, 90:60, 90:45, 90:36 and 90:30 cm/s,

(D) SAF using the modified Luo-Rudy model (G5 = 0.07 mS/cm?) and longitudinal to
transverse CV ratios of 120:120, 120:80, 120:60, 120:48 and 120:40 cm/s,
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(E) SAF using the modified Luo-Rudy model (G = 0.055 mS/cm?) and the same CV
ratios as (D).

In all cases, the anisotropy ratio was constant over the whole tissue and no conduction
heterogeneity was present. Unipolar electrograms were recorded at the 256 sites in the
plaque region (right atrium free wall). Amplitude and asymmetry of about 8 000 waveforms
(during SAF, only 256 during sinus rhythm) were extracted for analysis. Fig. 12.6 shows the
variation of amplitude versus the asymmetry of the electrograms over the entire plaque for
each dynamics (A) to (E) mentioned above, and for different anisotropy ratios. Observation
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Figure 12.6 — Examples of amplitude-versus-asymmetry plots for sinus rhythm and four different dynamics
of simulated AF, and for various anisotropy ratios. Rows 1 to 5 correspond to anisotropy ratios of 1:1, 2.25:1,
4:1, 6.25:1 and 9:1. Columns A to E correspond to the dynamics (A) to (E) described at the beginning of
the subsection. All of those electrograms are recorded in the grid of electrodes located in the right atrium
free wall.

of Fig. 12.6 suggests the following remarks:

e During sinus rhythm in the isotropic atria, the waveform morphology is similar over
the whole atria (Fig. 12.6 A1) and is revealed as a tight cluster of points. Increasing the
anisotropy ratio increases the spread of the waveform amplitudes (Fig. 12.6 A2-A5).
Small amplitudes are generally associated with the component of propagation across
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fibers while large amplitudes correspond to the component of propagation along fibers.
The signals remain, however, quite symmetric during sinus rhythm with an increase in
asymmetry for small amplitude electrograms associated with transverse conduction.

e During SAF in the isotropic atria (Fig. 12.6 B1-E1), a dispersion of waveform ampli-
tude and asymmetry is observed due to wavefront curvature, collisions and wavelet
dynamics (see previous chapter). Increasing the anisotropy ratio (Fig. 12.6, rows 2-5)
acts to increase the variations in asymmetry and amplitude of the electrograms. Even
with modest anisotropy there is a marked increase in the distribution of low amplitude
signals with highly negative asymmetry. These low amplitude waveforms correspond
to propagation across fibers. Large amplitude signals are associated with propagation
along fibers and are rather symmetric, as suggested by the two-dimensional study of
the previous subsection. Positive asymmetric waveforms are the result of wavefront
collisions. Since wavefronts can collide in both the axial and the transverse direction,
a larger range of amplitudes is observed for positive than for negative asymmetric
signals.

e In general, the amplitude distributions are maximal at low amplitudes. The reason is
that the shape of an expanding wavefront or a spiral in an anisotropic tissue is elon-
gated in the direction of the fibers (elliptic isochrones), so that most of the wavefront
length is actually propagating across fibers and contributes to the class of low ampli-
tude signals. When the wavelength is long enough and the curvature is limited, the
amplitude presents two local maxima, one for axial propagation and one for transverse
propagation (Fig. 12.6 B4-B5).

e The phenomena described above do not depend on SAF dynamics and on the cell
model, since the effect of anisotropy is qualitatively identical for all of the four cases
of SAF presented (Fig. 12.6 columns B-E).

In order to quantify the presence of highly negative asymmetric waveforms in strongly
anisotropic tissue, the fraction of rS waveforms was determined during SAF for each case and
reported on Fig. 12.6. In isotropic tissue, rS patterns were quite rare (approximately 2%)
despite the presence of highly curved fronts during SAF. Increasing the anisotropy ratio from
1:1 to 4:1, however, increased this fraction to nearly 12%. This fraction stayed relatively
constant at 11-15% for anisotropy ratios up to 9:1. Fig. 12.6 shows that this behavior is very
similar (both qualitatively and quantitatively) for the different dynamics simulated, except
SAF case (B) characterized by a larger wavelength and thus less pronounced curvature.

The results suggest that an analysis of amplitude and asymmetry distributions of unipo-
lar electrograms may be used to detect the onset of structural remodeling from isotropic to
anisotropic or vice versa associated with chronic AF. Changes in electrogram morphology
may reveal a dynamic change in the interaction or number of the wavefronts over time, or
reveal stabilization due to some intervention.

12.3 Effect of Heterogeneity

Regardless of anisotropy, the vast majority of computed electrograms in the uniform atria
were found to be single, biphasic signals. According to the classification scheme of Kon-
ings et al.,'® most of them (98%) were single potentials, between 1-2% of the signals were
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Figure 12.7 — Percentage of rS patterns during SAF with different anisotropy ratios. Circles represent SAF
dynamics of case (B), diamonds case (C), right triangles case (D) and left triangles case (E). In each case,
median, first and third quartile are computed from 8 different SAF episodes with exactly the same tissue
properties.

doubles and only very rare examples of fragmented electrograms were found. Simulated
double potentials were observed at the core of a spiral wave rotating around the measuring
electrode, or close to lines of functional block (see subsection 11.4.2). Wavefront curvature
and collisions alone therefore do not seem to be the basis for multiphasic signals often seen
in AF.

In contrast, Konings et al.'® reported 77£12% of singles, 17+£7% of short and long
doubles, and 6+4% of fragmented potentials. These proportions depended on the type of
AF, the percentage of long-doubles and fragmented potentials increasing with the complexity
of AF. Comparison of simulated and experimental results suggests that other mechanisms
not present in the model are necessary to account for the experimental proportion of double
and fragmented potentials.

Previous experimental and simulation studies have suggested that the majority of frac-
tionation arises from tissue heterogeneity or changes in material properties.!38:156,369-374
This section investigates how a significant number of fractionated waveforms can be gener-
ated in presence of heterogeneities in tissue conductivity.

12.3.1 Discontinuity in Conductivity

To demonstrate how a change in material properties can affect the time course of the elec-
trogram, a simulation was performed on a simplified model consisting of a one-dimensional
cable (length 5 cm, space step 100 pm) with inhomogeneous resistivity.

Three cases were studied: an abrupt increase in conduction velocity (Fig. 12.8A) corre-
sponding to a decrease in resistivity from 600 to 115 € c¢m, an abrupt decrease in conduction
velocity (Fig. 12.8B), corresponding to an increase in resistivity from 115 to 600 © cm, and a
propagation through a region of slowed conduction (Fig. 12.8C). Electrograms with varying
asymietry and degree of fragmentation arise in the proximity of the discontinuity in prop-
erties, and on a longer distance in the slow conduction velocity area. Figs. 12.8A-B show
that this effect dependent on the direction of propagation. In addition, the amplitude of the
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signal is decreased in the slow conduction regions. Further fragmentation can be obtained
by increasing the number of discontinuity boundaries (Fig. 12.8C). It is important to note
that secondary current sources are formed at the transition of material properties. As a
result, the source produces a deflection that decrease in amplitude as function of distance
from the discontinuity. Figs. 12.8D-E show this decrease and the time alignment of the
deflections for points located 2 to 5 mm away from the discontinuity.

In summary, double potentials are observed close (distance < 5 mm) to a discontinuity
in conductivity in the region of slower conduction. In addition, when the secondary current
source is aligned with a deflection (nearly on the discontinuity point, distance < 2 mm), the
resulting waveform is a single potential, but its asymmetry is strongly affected.

12.3.2 A Heterogeneous Atrial Model

Simulations on the whole atrial model were also performed to study the effect of the charac-
teristic length scale of these heterogeneities on the occurrence of fractionated signals, and to
determine whether fractionated electrograms are fixed at given sites during SAF. Isotropic
conduction properties were used to avoid interferences with effects of anisotropy.
Heterogeneity patterns of conductivity were assigned randomly on the whole atrial sur-

e

p=600Qcm p=115Qcm
p=115Qcm p=600Qcm
p=115Qcm p=600Qcm p=115Qcm
- O . 1mm
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Figure 12.8 — Electrogram waveform in presence of conduction velocity (CV) heterogeneities simulated in
a cable (length 5 cm, space step 100 pm). Wavefronts are propagating from left to right and 11 electrograms
located between x =2 cm to x =3 cm are recorded. (A) slow to fast C'V discontinuity, (B) fast to slow CV
discontinuity, (C) region (5 mm long) of decreased CV, (D) time-alignment of the four first electrograms of
panel A, (E) time-alignment of the four last electrograms of panel B.
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face with patches having on average a characteristic length scale of 2 cm (Fig. 12.9A) and
0.5 cm (Fig. 12.9B), using the method described in subsection 4.2.3. For SAF initiated
in the heterogeneous tissue, the percentage of fractionated electrogram was computed over
55+1 waveforms for each of the 256 electrodes in the right atrium free wall. Figs. 12.9A and
B display these fragmentation maps. Fig. 12.9C shows examples of a variety of simulated
multiphasic signals similar to those often seen in clinical recordings during AF, including
doubles, long doubles, doubles near a spiral tip and triples. All types are seen for both
heterogeneity patterns, although triples are more common for 5 mm patches. Globally, the
proportion of fractionated electrograms was found to be 15-17%, and was independent of
the length scale of the heterogeneity over the given range. These values are within physio-
logical range (23412% recorded in human AF by Konings et al.'®). Analysis of the signals
showed that the location of doubles or fractionated potentials was not fixed even in the
presence of fixed heterogeneity. Fig. 12.9E presents fragmentation maps associated with
the activation maps shown in Fig. 12.9D. As shown, for some beats a single is recorded at
a given site while for another beat a fractionated signal was recorded. The occurrence of
beat-to-beat variation in electrogram morphology depends on the direction of the activation
front (and previous recovery pattern) relative to the heterogeneity, and the distance of the
recording site from the discontinuity of tissue properties as the wavefront encounters the
heterogeneity. It should be noted that if the heterogeneity was larger than the entire plaque
regions, the signals in the recording area should resemble those in the isotropic case.

One notable difference between the two length scales is that increasing the spatial fre-
quency of the heterogeneity tends to affect the distribution of amplitudes. Fig. 12.10 shows
the distributions of waveform morphology during SAF for the different heterogeneity pat-
terns. For homogeneous, isotropic tissue the amplitude distribution is very narrow. In tissue
with patchy heterogeneity of a length scale of 5 mm, however, the distribution of amplitudes
is broader due to the fact that the wavefront is slowed in the region of reduced conductivity
that is randomly distributed over the entire plaque array. With heterogeneity on a larger
scale (2 cm), the distribution has a double peak, one for each wave speed.

Notice that waveforms measured in regions of slow conduction are on average more
positive asymmetric than those recorded in regions of faster conduction (see Fig. 12.10).
When a wavefront encounters a zone of slow conduction, a locally concave wavefront is
formed in the heterogeneity because activation is delayed (see the second isochrone map of
Fig. 12.9D), and thus leads to a more positive asymmetry.

Multiphasic and fractionated electrograms were rarely seen in the model with uniform
properties during SAF but were more common in the models with regional heterogeneity in

333 showed that complex waveform shapes

conductivities. The studies of Spach and Dolber
with multiple deflections could arise from asynchronous excitation of small groups of fibers
within distances of 50 to 100 pm. Fig. 12.9 showed that multiphasic electrograms are ob-
served at a transition of regions with different conductivities. Current sources are established
at these sites and are manifested as a deflection in the electrogram. If caused by an abrupt
transition, the deflections should be time aligned and with varying amplitude in the signals
at neighboring sites as shown in Fig. 12.8D-E. Konings observed that in some cases of AF in
patients, the multiphasic electrograms were not fixed to a given site.'®> The computer simu-
lations presented here showed that even with fixed anatomic heterogeneity, the occurrence

of the multiphasic signal depended on the direction of the wavefront and recovery conditions
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Figure 12.9 — (A) Fragmentation map indicating fraction of fragmented waveforms during SAF in the
presence of heterogeneity with a length scale of 2 cm. Circles with an area proportional to the percentage of
fractionated waveforms are displayed on the location of the corresponding electrode. Gray regions represent
zones with decreased conductivity. (B) Fragmentation map for heterogeneity with a length scale of 2 cm. (C)
Examples of simulated fractionated electrograms: short doubles (1-7), long doubles (8, 9), doubles observed
at core of a spiral (10-12) and triples (13-15). (D-E) Fragmentation maps for 3 different activation patterns
with heterogeneity distribution of panel (A): isochrones plotted every 10 ms (D) and fragmentation maps
(E). A dot represents a single and a cross represents a fractionated potential.

preceding the front. Consequently, it is not possible to rule out fixed heterogeneity as the
basis for fractionation simply because of beat-to-beat variations in signal.

The simulations suggest that the complexity of the underlying wavefront dynamics dur-
ing AF is not the likely cause of these multicomponent signals in the absence of heterogeneity.
In the real atria, a component of the fractionation can also arise from transmural conduc-
tion during AF. Consequently, the occurrence of fractionated signals may also depend on
the degree of transmural conduction during AF. Again, time alignment of deflections should
help identify the presence and possible location of the changes in properties. Since frag-
mentation is observed between 2 and 5 mm from the line of discontinuity, triples should
be generated near patches whose size ranges from 4 to 10 mm. In addition, the occurrence
of lower amplitude electrograms should increase in the presence of regional heterogeneities
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Figure 12.10 — Waveform morphology distribution during SAF in (A) homogeneous atria, (B) atria with
heterogeneities with a characteristic length scale of 5 mm, (C) atria with heterogeneities with a characteristic
length scale of 2 cm. In panels (B) and (C), the dark gray clouds of points correspond to electrograms
measured on the heterogeneities (region of slow conduction). The ellipses emphasize the differences between
the two regions with different conduction velocities.

since the amplitude decreases in the slow conducting patches.

12.4 Effect of Tissue Transmural Heterogeneity

Up to now, we considered only wavefront propagation in monolayer tissues. Although the
atrial tissue is thin, three-dimensional effects like transmural heterogeneities may impact
waveform morphology, even if the activation sequence seems unchanged. This section shows
examples of waveform asymmetry distributions resulting from paced beats in a thick tissue,
in order to discuss the limitations of monolayer tissues for explaining electrogram morphol-

ogy.

12.4.1 Plane Wave Propagation in a 3D Tissue

Plane waves are the simplest 3D propagations and, for this reason, were simulated in a
1.5x1.5 cm sheet of tissue with a total thickness § ranging from 0.75 to 3 mm (spatial
disccretization 150 pm). A wavefront was initiated by stimulating a lateral face of the
parallelepiped and a unipolar electrogram was recorded in the center of the tissue, 1 mm
above the epicardial surface. Propagation in a tissue with uniform isotropic conduction
properties (resistivity 200 2 cm) was used as a reference.

stimulus wavefront
layer
\

\ @
endo

conductivity

Figure 12.11 — Schematic representation of the 3D heterogeneous tissue model. The gray region shows the
activated cells, and the wavefront propagation is illustrated by an arrow. The graph on the right depicts the

transmural gradient of conductivity.

Transmural heterogeneity was then introduced in the tissue by assigning a different resis-
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tivity to each tissue layer (200 © cm in the middle layer, and a ratio epicardial/endocardial
resistivity ranging from 1/9 to 9). In presence of a transmural gradient of conductivity,
the wavefront surface was slanted and propagated uniformly like a (nearly) plane wave (see
Fig. 12.12A), so that there was a constant activation delay between the epicardium and the
endocardium (see Fig. 12.11). This wavefront was characterized by its angle with respect to
the homogeneous case (see Fig. 12.12A), a positive angle corresponding to an endocardium
activation prior to epicardium activation. Wavefront propagation was simulated in 40 dif-
ferent heterogeneous tissues whose transmural conductivity gradient was adjusted so that
wavefront angles varied from —45 to +45 degrees. All these simulations were carried out for
5 different thicknesses ranging from 0.75 to 3 mm (5 to 20 layers).
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Figure 12.12 — Effect of wavefront angle on electrogram asymmetry. (A) Examples of steady-state wavefront
shape. The gray regions are activated and the thick black lines represent wavefronts. The wavefront angle is
given near the wavefront it corresponds to. (B) Waveform asymmetry as a function of the wavefront angle,
for different tissue thicknesses ¢.

Fig. 12.12B shows the waveform asymmetry as a function of the wavefront angle. When
the epicardium is activated before the endocardium (negative wavefront angle), negative
asymmetric electrograms are measured near the epicardial surface. In contrast, these wave-
forms become positive asymmetric if the epicardium is activated after the endocardium.
Notice that even for moderate wavefront angle (£20 degrees), the asymmetry can be signif-
icant (about +0.2) and comparable in magnitude with the effect of curvature (see subsec-
tion 11.2.5) and anisotropy (see subsection 12.2.2). In the given range of thickness, waveform
asyminetry is determined mostly by the wavefront angle and is not very sensitive to tissue
thickness, except for very thin tissues (thickness § <1 mm) in which large wavefront angles
are difficult to obtain.

In this subsection, the effect of an activation delay between the epicardium and the
endocardium was briefly considered. This delay was created by introducing a transmural
gradient of conductivity and lead to significant changes in waveform asymmetry. However,
large variations in conductivity (up tp a factor of 9) were necessary to reproduce those
slanted wavefront with an angle >30 degrees. Some other mechanisms (possibly dynamical
instead of structural) may be involved to generate this class of wavefront geometry in a real
heart.
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12.4.2 Paced Beat in a Multilayer Atrial Model

In order to estimate the interplay between the effects of wavefront curvature and transmural
heterogeneity, paced beats were simulated on a 3D multilayer model of the atria with uniform
thickness of 1 mm (5 layers), following the approach presented in section 5.4. Unipolar
electrograms were recorded in a 16x16 grid of electrodes located near the tissue surface
in the right atrium free wall, and distributions of waveform asymmetry were computed.
Wavefronts were initiated near the anatomical location of (A) the septum, (B) the sino-atrial
node and (C) near the tricuspid valve. Three substrates were considered: a homogeneous
tissue used as reference, a tissue with a transmural gradient of conductivity leading to an
activation time delay between epi- and endocardium of about 2 ms, and a tissue with the
same gradient of conductivity, but reversed.
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Figure 12.13 — Effect of transmural gradients of conductivity on the waveform asymmetry distribution
in a multilayer model of the atria. Wavefronts are initiated near the septum (column A), the sino-atrial
node (column B) and near the tricuspid valve (column C). (A)-(C) Isochrone maps. (A1)-(C1) Asymmetry
distributions when the endocardium is activated 2 ms before the epicardium, (A2)-(C2) with synchronized
activation of epi- and endocardium, and (A3)—(C3) when the epicardium is activated 2 ms before the endo-
cardium. The dashed vertical lines indicates the mean of the distribution.

Fig. 12.13 A-C shows, for the homogeneous (reference) tissue, the isochrones measured
in the mapping area. The activation sequences remained almost unchanged after the intro-
duction of a transmural gradient of conductivity. The asymmetry distributions, however,
were significantly altered by this modification of the conduction properties, As compared
to the homogeneous case (Fig. 12.13 A2-C2), asymmetry distributions were shifted toward
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more positive asymmetry when the endocardium was activated 2 ms before the epicardium
(Fig. 12.13 A1-C1), and toward more negative asymmetry when the epicardium was acti-
vated first, in agreement with the results of the previous subsection. The mean asymmetry
values are given in Table 12.2 to facilitate the comparison.

Mean asymmetry A B C
endo. activated first —0.10£0.05 —-0.07 +£0.06 —0.17 £0.08
synchronized —0.13 £0.04 —-0.14+0.05 —0.25£0.05
epi. activated first —0.17+0.05 —-0.18 £0.06 —0.28 +0.07

Table 12.2 — Mean wavefront asymmetry in presence of different transmural gradients of conductivity in
the three activation patterns (A, B, C) of Fig. 12.13: endocardium activated 2 ms before the epicardium,
synchronized activation of epi- and endocardium, and epicardium activated 2 ms before the endocardium.

Therefore, even in a thin tissue, transmural gradients of conduction properties affect
wavefront asymmetry distribution. Epicardial isochrones may not be sufficient to explain
electrogram morphology in a thin tissue with transmural heterogeneities.

12.5 Conclusion

In this study, a computer model was used to investigate morphology changes of SAF elec-
trograms due to modification of the tissue properties. The results showed that:

e In the presence of anisotropy, curvature effects are reduced in the axial direction
and reinforced in the transverse direction. As a consequence, wavefronts propagating
along fibers are associated with large amplitude symmetric signals, and wavefronts
propagating across fibers are associated with small amplitude waveforms and a large
range of asymmetry (see Fig. 12.14A). A larger spread in amplitude is observed for
positive asymmetric than for negative asymmetric waveforms since collisions can occur
in both the longitudinal and the transverse direction.

e Heretogeneities in tissue conductivity lead to larger variations in waveform amplitude
(see Fig. 12.14B). In addition, wavefront dynamics is affected. For instance, with
patchy heterogeneity, wavefront curvature tends to be more convex in fast regions and

more concave in slow regions. This has an impact an waveform asyminetry.

e Multiphasic signals are rarely seen in uniform isotropic tissue. Rather, multiphasic
signal are commonly observed in tissue with patchy heterogeneity, that is, with dis-
continuities in tissue conductivity. The relative amount of fractionation is not greatly
affected by the length scale of the heterogeneity but the frequency of occurrence of low
amplitude signals is more broadly distributed with heterogeneity with larger length
scales.

e When there is a delay in activation time between the epicardium and the endocardium,
the resulting waveform asymmetry can be greatly affected even if the tissue is thin.
This is the case when a transmural gradient of conductivity is present and suggests that
the effects of 3D structures on electrogram morphology should be further investigated.
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Figure 12.14 — Schematic representation of the different regions in an amplitude-versus-asymmetry diagram
that can be associated with a class of activation patterns.
isotropic case. The light gray regions and the corresponding arrows illustrate the changes when anisotropy
(panel A) or patchy heterogeneity (panel B) are introduced. (A) In an anisotropic tissue, the 4 regions
shown are associated with transverse (T) and longitudinal (L) curved wavefronts and transverse (T) and
longitudinal (L) collisions. (B) In a tissue with patchy heterogeneities, 2 regions are shown, corresponding
to electrograms measured in fast conduction regions and in slow conduction regions.

The simulations demonstrate that analysis of the morphology of single site electrograms
may provide insights into the substrate maintaining AF and could be useful in monitoring

the time course of a given therapy.
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Chapter 13

Conclusion

The introduction of chapter 2 emphasized that computer modeling should aim at investi-
gating specific questions. It is therefore natural to conclude this dissertation by considering
the insights our atrial model has provided into relevant questions (most of them are still
open) and the perspectives the model suggests. For each of the following questions, a brief
summary of the observations collected in the framework of our atrial model is given.

Questions about Atrial Fibrillation

Can atrial fibrillation (AF) be initiated in a uniform tissue?

Even in an atrial model with perfectly uniform conduction and membrane properties, a
sustained and complex activity was initiated through clinically relevant pacing protocols
like S1—S9—S3, burst-pacing or ramp protocols (section 8.2). Initiation of this simulated AF
(SAF) was the result of a dynamical instability due to an interplay between the non-planar
geometry of the atria and a non-uniform action potential duration (APD) alternans. This
mechanism, however, required a steep APD restitution curve (subsection 8.2.2).

What are the factors facilitating AF initiation?

One source of instability and induction of wavelet breakup is a steep restitution curve. The
results showed that single site burst-pacing protocols lead to SAF when the maximal slope
of the (dynamic) restitution curve was larger than 1 (subsection 8.2.2). As a complementary
initiation mechanism, the presence of large gradients in APD due to heterogeneity can help
breakups occur even when the restitution curve is flat (section 8.3).

What are the mechanisms underlying AF perpetuation?

Although computer models cannot determine which mechanism is actually effective during
human AF, models of AF can be proposed in which the underlying mechanisms can be
isolated and described in detail. In this work, three different possible “perpetuators” of
AF were identified and investigated: multiple reentrant wavelets (section 9.1), meandering
wavelets (section 9.2), and mother rotor (section 9.3). These models were characterized by
different dynamical regimes and spatiotemporal organizations (chapter 10). The first model
was associated with a dynamics of continuously interacting wavelets undergoing reentries and
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wavebreaks, and with a short-range spatial organization. The model of meandering wavelets
lead to a more organized dynamics because of its longer wavelength. Finally, in the model
of mother rotor, SAF was perpetuated by one or a few stable sources of wavelets observed
as a spiral anchored to a heterogeneity, and was characterized by a marked spatiotemporal

organization.

What are the factors promoting AF maintenance?

In the model, wavelength (effective refractory period x conduction velocity) was found to be
a key factor for SAF perpetuation. Decreasing APD or conduction velocity (longitudinal or
transverse, or both) acted to increase SAF duration (subsection 9.1.4). When the wavelength
was shorter than a critical value, SAF was sustained (subsection 10.3.3).

What is the effect of remodeling on AF perpetuation?

Remodeling was implemented in the model as an abrupt reduction in both the APD and the
rate adaptation (section 9.1.3). As a result, SAF duration was prolonged, in agreement with
the concept “AF begets AF”. Interestingly, the conditions facilitating SAF initiation were
different from those prolonging SAF duration. While initiation was based on an instability
inducing the first wavebreak, sustained SAF was usually associated with a less unstable

wavelet dynamics.

What about AF termination?

In an atrial model with normal conduction and membrane properties (baseline model) or
when the wavelength was too long, electrically-induced SAF was not sustained and converted
to sinus rhythm after a few seconds (subsection 9.1.1). SAF self-terminated through mutual
interactions of wavefronts or interactions with boundary and refractory tissue.

Questions about Atrial Electrograms

What is the effect of wavelet dynamics on electrogram morphology?

Unipolar electrograms, computed during SAF at 256 sites in right atrium to simulate a
mapping array, exhibited a wide variety of morphologies (chapter 11). Electrogram mor-
phology was quantified by the distribution of waveform asymmetry and amplitude. Results
obtained in a uniform isotropic atrial tissue showed that: (1) wavefront curvature affects
waveform asymmetry, convex fronts being associated with negative asymmetries, concave
fronts with positive asymmetries, and nearly planar fronts with approximately symmetric
waveforms; (2) wavefront collisions generate large-amplitude positive asymmetric signals;
(3) the occurrence of conduction blocks was related to small-amplitude positive asymmetric
waveforms.

What is the effect of the fiber structure on electrogram morphology?

Simulations were performed in an atrial model with a gross fiber architecture based on histol-
ogy (chapter 12). Increasing anisotropy ratios from 1:1 to 9:1 were considered. The results
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showed that: (1) In a homogeneous and isotropic tissue the presence of highly asymmetric
electrograms is rare although there is a marked variability in amplitude and symmetry; (2)
The introduction of anisotropy increases this variability in symmetry and amplitude of the
electrograms especially for propagation across fibers; (3) More specifically, when a wavefront
propagates along a fiber, the asymmetry of the resulting waveform is reduced as compared
to the isotropic case. On the other hand, when a wavefront propagates across a fiber, the
effect of curvature on asymmetry is amplified.

What is the origin of electrogram fractionation?

Regardless of anisotropy, the vast majority of computed electrograms in the uniform atria
were found to be single, biphasic signals, suggesting that the complexity of the underlying
wavefront dynamics during AF is not the likely cause of these multicomponent signals in
the absence of heterogeneity. Multiphasic and fractionated electrogram waveforms, however,
were more common in models with regional heterogeneity in conductivities (section 12.3).
Moreover, even with fixed anatomic heterogeneity, the occurrence of multiphasic signals
depended on the direction of the wavefront and recovery conditions preceding the front.

Questions about Future Developments

What would be the next milestones in the project?

In any area of computer modeling, validation is crucial. Further comparisons with experi-
mental data are therefore required. Electrograms were shown to be a key tool for this purpose
(chapter 10). Extension to surface electrocardiograms would be an important achievement
since these signals are routinely measured for non-invasive clinical diagnosis.

Future extensions should also include further developments of the atrial model. Three-
dimensional structures like pectinate muscles, Bachmann’s bundle and crista terminalis were
found to affect atrial activation’ and may have an impact on the mechanisms perpetuating
atrial arrhythmias. A three-dimensional tissue could also account for the breakthrough
activations observed in experiments.'8!

Finally, therapeutic interventions such as radio-frequency ablations, antitachycardia pac-
ing or drug delivery can already be tested in the model. This constitutes a natural extension

to the study of AF initiation.

Finally, does it make sense to use computer models to investigate questions
about AF?

Despite the unavoidable limitations of the models, we believe that this work illustrates the
usefulness of computer models for research in cardiology and we hope that the combined
use of anatomically and electrophysiologically realistic computer models and experimental
mapping will help unlock the mechanisms underlying AF in order to eventually better treat
diseases and cure patients.
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