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Abstract

In this work, new spectroscopic techniques have been developed to measure electric dipole
moments of highly excited rovibrational states of small polyatomic molecules in the gas phase.

These techniques make use of lasers and of microwave synthesizers. They enable one to
measure the change on a molecular system caused by applying an external electric field, which
is called Stark effect and from this, extract the dipole moment. The first technique, called
microwave Stark spectroscopy, makes use of microwave-optical double resonance combined to
either laser induced fluorescence or vibrational predissociation detection. The second approach,
called Stark induced quantum beat spectroscopy, relies on the time evolution of a coherently
prepared molecular wavepacket in an electric field, using either electronic photodissociation or
laser induced fluorescence for detection. These techniques have been applied to Ho,CO, HOCI,
HDO, and H2O for whom the electric dipole moment have been measured for several highly
excited rovibrational states of the ground electronic state.

Using these experimental measurements, the dependence of the dipole moment vector,
both in orientation and in magnitude, on the vibrational excitation is discussed. Moreover the
experimental data are used to test ab initio calculations potential energy and dipole moment
surfaces and to establish critical benchmarks for future improvements.

Due to the rarity of dipole moment data for highly excited vibrational states and their
central role in transition intensities, intermolecular forces and collisions, these measurements
are of special importance for chemical and energy transfer processes in atmospheric sciences,
combustion studies, planetology, or more generally in the whole quantitative spectroscopy field,

where transitions intensities are at least as important as line frequency positions.



Résumé

Au cours de ce travail, de nouvelles techniques spectroscopiques ont été développées afin
de mesurer le moment dipolaire électrique de petites molécules polyatomiques en phase gazeuse
dans des états rovibrationels trés excités.

Ces techniques utilisent des lasers et des générateurs micro-ondes. Elles permettent de
mesurer le changement induit par un champ électrique externe sur un systéme moléculaire,
ou effet Stark, duquel est extrait le moment dipolaire. La premiere technique, ou spectro-
scopie Stark par micro-ondes, utilise une double résonance optique - micro-ondes combinée &
une détection soit par fluorescence induite par laser, soit par prédissociation vibrationelle. La
deuxiéme technique, ou spectroscopie par battements quantiques induits par effet Stark, repose
sur I'évolution temporelle d’un paquet d’onde moléculaire cohérent soumis & ’effet d’un champ
électrique externe; cette évolution étant détectée soit par photodissociation électronique, soit
par fluorescence induite par laser. Le moment dipolaire est extrait de ces mesures d’effet Stark.
Ces techniques ont été appliquées & HoCO, HOCI, HDO, et H,O, molécules pour lesquelles le
moment dipolaire électrique a été mesuré pour plusieurs états rovibrationels excités de I'état
électronique fondamental.

Les résultats expérimentaux permettent de discuter la dépendance du vecteur moment
dipolaire, en orientation et en norme, avec 'excitation vibrationelle. De plus, les données
expérimentales sont utilisées pour tester les calculs ab initio de surfaces d’ énergie potentielle
et de moment dipolaire, et pour établir des références strictes pour de futures améliorations de
ces surfaces.

Les données de moment dipolaires pour les états vibrationles trés excités sont treés rares
et vu le réle central du moment dipolaire pour les intensités de transition, les forces inter-
moléculaires et les collisions, ces mesures sont d’une importance particuliére pour ’étude des
processus chimiques et de transfert d’énergie, en sciences atmosphériques, en combustion, en
planétologie, ou plus généralement dans le domaine de la spectroscopie quantitative, ol les

intensités de transition sont au moins aussi importantes que la position en fréquence des raies.
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Chapter 1

Introduction

The electrical properties of molecules are of primarily importance for determining the
behavior of matter. For example, a non uniform charge distribution may allow a molecule to
absorb or emit light or to aggregate into a condensed phase. Electrical interactions are also
important for understanding the shapes adopted by biological and synthetic macromolecules as

well as the interactions between such molecules.

1.1 Electrical properties of molecules.

Molecular electrical properties reflect the degree to which the nuclei exert control over
the electrons in a molecule, either by causing them to accumulate in particular regions, or by

permitting them to respond more or less strongly to the effects of external fields.

The electric charge distribution operator in a molecule can be expanded in multiple-order
tensor operators [1], the electric multipoles, as is illustrated schematically in Fig. 1.1. The field
arising from an arbitrary finite charge distribution can be expressed as the superposition of the
fields arising from a superposition of multipoles. The zero-order rank tensor, the monopole,
is the overall electric charge of the molecule, which is zero for a neutral molecule, and non-
zero for an ion. The second-order rank tensor, consists of two electric charges, +¢ and —gq,
separated by a distance d. As is shown in Fig.1.2, this arrangement of charges is represented by
a vector, the electric dipole moment vector fi, that points from the negative charge to the positive
charge. We will follow this convention throughout this thesis. The magnitude of [ is given by
|Zll = q.d . The magnitude of dipole moments are commonly reported in the non-SI unit debye
D (1D = 3.33564 %1039 C.m). Dipole moments of small molecules are typically on the order of
1 D. Depending upon the level of description one desires and on the properties of the molecule
considered, one uses the lowest non-zero terms of the charge distribution expansion. In some

cases, particularly if a molecule has neither a net charge nor a dipole moment (as in the case

1



2 Electric dipole moments of highly excited molecular vibrational states

o Monopole
Octupole
Dipole
Quadrupole
Quadrupole Octupole

Figure 1.1: Typical charge arrays corresponding to electric multipoles. The dark and light tones correspond to
charges of opposite sign. Adapted from Atkins [2].

.(3 +q

Figure 1.2: Convention for the dipole moment vector

of CO,, for example) higher order terms in the multipole expansion, such as the quadrupole
moment, become important. For a molecule such as CHy, which has no charge, dipole or

quadrupole moments, the octupole moment is used to characterize the charge distribution.

The present work is devoted to the study of the electric dipole moment vector of neutral
gas phase small polyatomic molecules. A molecule is called polar if it has a permanent electric
dipole moment. The electric dipole moment stems from the partial charges on the atoms in the
molecule that arise from differences in electronegativity or other features of bonding. The more
electronegative atom is normally the negative end of the dipole, but there are exceptions, partic-
ularly when antibonding orbitals are occupied, as in the case of a CO bond. Difference in atomic
radii can also result in an imbalance of electron density because the enhanced charge density
associated with the overlap regions lies closer to the nucleus of the smaller atom. Moreover
symmetry criteria can determine that the dipole moment vector, or certain of its components,
must be zero. For example a molecule belonging to a D point group or to one of the cubic
or icosahedral point groups is non-polar, and the permanent dipole moment of the polar water
molecule cannot lie perpendicular to the Coy symmetry axis. To a rough approximation, the
dipole moment of a polyatomic molecule can be resolved into contributions from the different

bonds, and the different components can be vectorially added. Such a model is called a bond
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dipole model [2].

Molecules can acquire an induced dipole moment in an electric field on account of the
distortion the field causes in their electronic distributions and nuclear position. This induced
moment, which is temporary and disappears as soon as the perturbing field is removed, is related
to the strength of the applied electric field by the relation:

- 1

P = of+ é-ﬂé’Q + ... (1.1)
where « is the polarizability of the molecule, and 8 the hyperpolarizability. Higher-order terms
must be considered when the applied electric field is strong, as in a laser beam. As is illustrated in
Fig.1.3, there are several contributions to the polarizability associated with different timescales

of motion.

orientation |
polarization;

Polarizability, o

A

glectronic
polarization

Y

o
Radio Microwave Infrared Visible  Ultraviolet
Frequency, v

Figure 1.3: Variation of the polarizability with the frequency of the applied field. The inset shows the variation of
the electronic polarizability in the visible region, near an electronic excitation of the molecule, as higher frequency

light can distort the electronic distribution more strongly. Adapted from Atkins [2].

When the applied electric field changes direction too fast compared to the time scale on
which the molecule can reorient, which is typically the free rotation timescale in the gas phase,
the permanent dipole moment then makes no contribution to the polarization of the sample.
The orientation polarization, which arises from the interaction of the field with the permanent
dipole moment, is lost at such high frequency, typically in the microwave region. The next

contribution to be lost as the electric field frequency is raised is the displacement polarization,
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the polarization that arises from the distortion of the positions of the nuclei by the applied field.
As the molecule is bent and stretched by the applied electric field, the dipole moment changes
accordingly. The timescale for nuclear motion is approximately the inverse of the molecular
vibrational frequency, so the polarization disappears in stages as the incident frequency rises
above the frequency of a particular mode of vibration. At even higher frequency, in the visible
region, only the electrons are mobile enough to respond to the rapidly changing direction of
the applied field. The polarization that remains is now due entirely to the distortion of the
electron distribution, and the surviving contribution to the molecular polarizability is called the
electronic polarizability.

In the present study we will apply static electric fields, named Stark electric fields, and
the polarizability will reflect the orientation of the molecule, the distortion of the nuclei and the
electronic contributions to the polarization. We will also apply pulsed laser beams for which
the oscillating electric field frequency is of the order of 10'* Hz, and the pulse duration 10 ns.
Under these conditions the laser electromagnetic field can be seen to classically couple during a

rovibrational transition to the molecule dipole moment.

1.2 Importance of the dipole moment in molecular physics

Radiation-matter interaction

We describe the interaction of light with matter in a semi-classical manner—that is, the
electromagnetic field is described classically, according to Maxwell equations, and the matter
is described quantum mechanically. We consider the interaction of a matter particle of mass
m, charge g, and spin S , located at a distance R from the center of a central potential V(R),
with an electromagnetic wave, propagating along the y direction and described by its potential

vector /f(ﬁ,t), which is related to the electric and magnetic fields by the relations:

<3l
Py
o
o~
S
Il

--%A‘(R‘, t) = Eécos(ky — wt) (1.2)

o
~—~
=

IS
h—_

= V x A(R,t) = Be,cos(ky — wt) (1.3)

We can then write the radiation-matter Hamiltonian as [1]:

H= L [B— qAB 1] +V(R)- L5 B(R,1) (1.4)

" 2m

or as

H = H,+Wpg(t)+Wpnml(t) + Wog(t) + ... (1.5)
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with:
P2
H, = v + V(R) (1.6)
Wpe(t) = —pi.E=—qEZcoswt (1.7)
Wpm(t) = —%(Lx + 25, ) Beoswt (1.8)
Woe(t) = —E—T%E(YPZ + Z P,)Ecoswt (1.9)

where H,, is the matter particle Hamiltonian, and the other terms represent the interaction of
the light with the matter particle. This interaction Hamiltonian can be decomposed into the
sum of Wpg(t), the electric dipole interaction, Wpps(t) the magnetic dipole interaction, and
Wogr(t) the electric quadrupole interaction, as well as other higher-order terms. Wpp(t) and
Wor(t) are of the same order of magnitude and much smaller than Wpg(t). Thus, in the atomic
or molecular physics domain, we can to a good level of approximation neglect terms other than
the electric dipole moment Hamiltonian. We can consider that the primary interaction between
matter and radiation considered in molecular physics is driven by the interaction of the first
order charge distribution of the molecule, the molecular dipole moment, with the electric field
of the light.

If we consider the intensity of a molecular transition in the same semi-classical approxima-
tion, assuming the molecules to be in thermal equilibrium at a temperature T, the integrated
intensity for an electric dipole transition from an initial state with energy E” to an final state
with energy E' is given by [3]:

813N 4.05. exp(—E" /kpT)[1 — exp(—he.vif /kpT))

I(f «1) = (dmeq)3he0) S(f 1) (1.10)

where 7;; = (E' — E”)/hc is the wavenumber of the transition, and @ is the partition function
given by

Q= gwexp(—E,/kpT) (1.11)

w

gw being the degeneracy of the state of energy E,,. The line strength S, of an electric dipole

transition is given by:

§= Z Z [<¢:lnt[/1'A|¢'Ii,nt>!2 (1.12)

o, A=XY,Z

int
where ¢},,, and ¢” i are eigenfunctions of the molecular Hamiltonian corresponding to the eigen-

values E' and E” respectively.

From this we can see that both the molecular energy eigenvalues, eigenfunctions and the

molecular dipole moment is of fundamental importance when determining quantitatively how
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much an electromagnetic wave is absorbed or emitted by a medium. The position of the energy
levels is a subject widely treated by spectroscopy both experimentally and theoretically. However
as we will see below, quantitative spectroscopy, which includes the accurate determination of
the intensities, is very problematical despite its wide importance, mainly in atmospheric and

astrophysical sciences as well as in combustion processes or trace detection.

Optical properties

The concepts of dipole moment and polarizability also provide insight into optical prop-
erties of matter, such as the refractive index. The propagation of light through a medium can
be imagined to occur by the incident light inducing an oscillating dipole moment, which then
radiates light of the same frequency. The newly generated radiation is delayed slightly by this
process, and thus it propagates more slowly through a medium than through vacuum. This
property is expressed by the refractive index n, of the medium and is related to its polarizabil-
ity e, which in turn depends on the frequency of the light. Because higher frequency light can
distort the electronic distribution more strongly as it can be seen in the inset of Fig.1.3, the
refractive index is greater for blue light than red light, and this dependence on frequency of the
polarizability is at the origin of the dispersion of white light by a prism.

Another important property related to the concepts of refractive index and polarizability
is the optical activity which is the rotation of the plane of polarization of plane-polarized light.

This arises when the polarizability is not the same in all directions in space.

Intermolecular forces

Van der Waals forces are the interactions between molecules arising from the interaction of
either permanent or induced dipole moments between molecules. These interactions have differ-
ent physical origins. The permanent dipole moments of two polar molecules can interact with
each other (dipole-dipole interactions), and for nearly freely rotating molecules this interaction
scales as % Moreover the dipole moment of a polar molecule can induce a dipole moment in
a neighboring polarizable molecule. The induced dipole interacts with the permanent dipole of
the first molecule, and the two are attracted together (dipole-induced-dipole interactions), which
also scales as %’n Even if both molecules are non-polar, the transient dipole moment that all
molecules possess as a result of fluctuations in the instantaneous positions of the electrons allow
them to attract one another. The transient dipole moment of one molecule can generate an
electric field that polarizes another molecule to give an induced instantaneous dipole moment.
The two dipoles then attract each other (induced-dipole-induced-dipole interactions). This type

of interaction, which is also called dispersion interaction or London interaction, also scales as

G.
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The total attractive interaction between rotating molecules (considering only molecules
that are unable to participate in hydrogen bond formation) is then the sum of the three van der
Waals contributions discussed above, and if we neglect higher order multipole interactions, we

can write this total attractive force as:
V= (1.13)

This attractive interaction is combined with repulsive interactions in a Lennard-Jones poten-
tial or an exp —6 potential (potential with an exponential repulsive term) to provide a simple
model for the interaction of molecules, which is of primary interest in understanding collisions,
condensation processes or weakly bound van der Waals complexes. Moreover, in more complex
systems such as biomolecules, the folded shapes and intermolecular interactions are driven by

the dipole moments of smaller units that are linking together.

One can therefore see that the dipole moment is of primary importance in the description

of the interaction of electromagnetic radiation with matter as well as of matter itself.

1.3 Dipole moments of vibrationally excited molecular states

A significant fraction of chemical physics research focuses on the properties and dynamics
of molecules far from equilibrium, as most molecules involved in chemical reactions are in excited
rotational, vibrational or electronic states. Because such states have substantially different reac-
tivity than ground state species, one must understand the molecular properties responsible for
this reactivity. This necessitates developing techniques to measure the properties of molecules

at chemically relevant energies.

The general qualitative behavior of dipole moments for the vast majority of excited vi-
brational states is easily summarized. Dipole moments change on the order of 1% with each
increase in vibrational quantum number v, with moments of stretching states typically increasing
for higher v while those for bending states normally decreasing upon excitation. This behavior
can be understood in terms of a bond moment model, where most bonds increase their polarity
upon elongation near equilibrium geometries. The decrease of moments in bending states result
from smaller projections of the vibrationally averaged bond moments on the molecular axes as
the averaged bending angle is increasing and the molecule is opening. Molecules that generally
obey these observations include HF [4], HCI[5], LiH [6], LiF[7], SiO[8], GeOl[8], BaO [9], HCN
[10, 11],0CS [12], Hy0[13, 14], SO2[15], and NH3[16]. Of all of the vibrational modes studied in
this group, only two do not fit this simple picture: exciting the C = S stretch in OCS[12] and

the C = N stretch in HCN [11] decreases the dipole moments. Nevertheless, these cases can still
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be described by a bond moment increase upon excitation that cancels a larger fraction of the

dominant C = O or H — C bond moment, respectively.

For a diatomic molecule, this picture becomes quantitative by using vibrational wave func-
tions to average the dipole moment over internal motions in order to get a perturbative dipole
moment function. An obvious starting point is to use harmonic oscillator wave functions for the

former together with a linear dipole moment function for the latter,
d
W= e+ 2E(R—R) (1.14)

This vibrational average gives the equilibrium dipole moment p. for the moment of any
vibrational state, since the linear term averages to zero for an harmonic oscillator. The small
vibrationally induced changes observed in dipole moments are consistent with the lack of vibra-
tional dependence predicted by this model. Higher order terms in both the vibrational potential
and the dipole moment function are needed to describe vibrationally induced changes in the
dipole moment. Keeping terms in the dipole moment expansion up to second order gives:
1d%u

(o = e+ (R R+ L TR (R R, (1.15)

dR

where the angular brackets imply averaging over the v** vibrational wave function. Using Morse
functions to evaluate the vibrational averages in Eq.1.15 yields the dipole moment in terms of
conventional spectroscopic constants [17):

dp 3Rev/wexeBe ( 1) d?u 2R?B, (V 1)
T i

b = pe 55 vitg ) tamw, )

(1.16)

We

It is worth noting that the contributions arising from the anharmonicity and the quadratic
term in the dipole function are typically comparable in magnitude and both result in linear
contributions to the dipole moment change. This means that permanent dipole moment mea-
surements cannot give independent values for first and second dipole derivatives. However,
knowledge of the first derivative from infrared intensity data allows one to extract p. and (%%
from Stark data [4, 5].

Turning now to polyatomic molecules, the limited amount of dipole moment data for
excited vibrational states exhibits nearly linear dependence on vibrational quantum numbers,
and the perturbative dipole moment function can be written as:

3N—-6 1
(1o = pe + Z ai(vi + 3) (1.17)

As in the diatomic case, the coefficient of the terms linear in the vibrational quantum

numbers (a; in the polyatomic case) depend upon first and second dipole derivatives as well as
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upon cubic potential constants [18, 19, 20, 21]:

_ P

0
a; = 3 =
0q;

=y (1462 = 1.18
: ( i) w; 9 (1.18)

1.4 State-of-the-art in measuring dipole moments

Because of the importance of molecular dipole moments [22] as discussed above, substantial
effort has been directed towards measuring them. The earliest technique for the determination
of molecular electric dipole moments involved dielectric constant measurements of bulk matter
[23]. This approach has the disadvantage of averaging over all thermally populated rovibrational
states as well as naturally occurring isotopic species. Moreover these measurements are very
sensitive to impurities and thus required extrapolation to infinite dilution.

However, the dependence of electronic structure upon vibrational and rotational degrees
of freedom is of such importance for physical chemistry that substantial effort has been directed
towards the measurements of electric dipole moments as a functional of rotational and vibrational
quantum numbers.

With the advent of microwave spectroscopy in the late 1940’s, accurate measurements of
molecular dipole moments for specific rovibrational levels of a specified isotope became possible
through analysis of the spectral shifts induced by an external electric field, which is called the
Stark effect. This technique, which constitutes the most widely used and accurate method
for direct measurements of electric dipole moment, is extensively described in Reference [24].
Microwave spectroscopy has enabled a remarkably precise determination of the electric dipole
moment for molecules in their ground electronic state and in their ground vibrational state
[25]. Studies of vibrationally excited systems with conventional microwave detection schemes,
however, are limited to rovibrational levels that are thermally populated at room temperature.
Thus, it is impossible to extend conventional techniques involving long path absorption cells
to highly excited vibrational states. Thus, while a large number of dipole moments have been
measured in vibrational ground states, much less data exist for vibrationally excited species.

Nevertheless, various experimental refinements have enabled a remarkably precise deter-
mination of the electric dipole moment for molecules in several excited vibrational states. The
very sensitive technique of molecular beam electric resonance [26, 27] has permitted high preci-
sion dipole moments to be obtained for several vibrational states of several molecules, including
both diatomics and polyatomics. Briefly, the experiment involves monitoring the intensity of
a well-collimated beam of molecules after it has passed through two deflecting inhomogeneous
field regions. Between these two regions, an oscillating field is applied. The spectrum appears
as a change in the intensity of the beam as the frequency of the oscillating field is changed. The

first non-uniform electrostatic electric field selects molecules in an |J M;) molecular state. The
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second non-uniform electrostatic electric field serves to analyze the molecular state after the
molecule has been exposed to the spectroscopic radiation. The intensity of the molecular beam
that passes through these three regions of the spectrometer is then monitored by a molecular
beam detector. The occurrence of a transition between two states at a precise frequency due to
the oscillating field is therefore observed by a change in the number of molecules detected. A
Stark electric field shifts this transition frequency, and from this shift the electric dipole moment

can be determined [26].

A direct extension of Stark effect microwave spectroscopy is laser Stark spectroscopy. In
this technique, the Stark shift is measured for a rotation-vibration laser transition. This ap-
proach has extended dipole measurements to include overtone vibrations for several polyatomic
species [28, 29, 30, 31, 32, 33, 34]. However extending Stark effect measurements to high energy
states accessed by laser induced rotation-vibration transitions has been difficult, because Doppler
widths of infrared and visible transitions are typically larger than the majority of available Stark
splittings. Stark splittings produced by reasonable electric fields strengths (~ 10 kV/em) are
small (a few tenths of wavenumbers) when compared to inhomogeneous Doppler broadening
associated with electronic transition frequency (few 10000 c¢m™!). For this reason, very little

dipole moment data exist for excited electronic states using this method [35, 36, 37].

The development of microwave-optical double resonance experiments allowed more excited
states dipole moments to be measured. In the most common microwave-optical double resonance
experiments, microwave transitions occur in excited electronic states, detected by monitoring
rotational transition induced changes in luminescence from the excited state [38]. Microwave-
optical double resonance experiments observing rotational transitions in excited vibrational
states of the ground electronic state use the optical photon (infrared or visible) to prepare
molecules in the desired rovibrational state. While the microwave induced rotational transition
can be detected by the change in absorption of the optical radiation it causes [39, 40, 11,
16, 41, 42], in some cases an independent detection step is required to detect the microwave
transition. A number of options are available, including mass spectrometry [4, 5, 10, 15, 13],
bolometry [43, 44], laser-induced fluorescence [45, 46, 47|, multiphoton ionization [48, 49] and
photo-fragment detection [50, 51].

In addition to the frequency domain techniques mentioned above, alternative time-domain
techniques have been developed to measure both dipole moments of highly excited vibrational
states of the ground electronic state [34, 52, 53] and dipole moments of electronically excited
states [64, 55]. This approach, called quantum beat spectroscopy, is based on the creation
of molecular coherences with one laser pulse and the measurement of their subsequent time
evolution. A laser pulse excites a coherent superposition of eigenstates, called a wavepacket,
and then the time dependence of the wavepacket is detected, either by fluorescence or laser

induced fluorescence. This very accurate Doppler-free technique provides a viable method for
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the systematic investigation of ground electronic state dipole moment functions over a wide range
of vibrational and rotational excitation, but has the disadvantage of being difficult to implement,
as it requires the use of several lasers and cannot be applied to all molecules (because of hyperfine

structure or Franck-Condon overlap for example).

A widespread method to determine dipole moment for highly excited vibrational states
consists in measuring the integrated intensity of a line and making use of Eq. 1.10 and Eq. 1.12
to derive the transition dipole moment associated with a transition between two levels [21]. This
technique is relatively easy to carry out experimentally, but gives insight only into the transition
dipole moment and not in the permanent dipole moment. Moreover, because of the difficulty
in extracting the transition dipole moment from line intensities, due to noise on the baseline
and on the lines, blended lines and difficulty in maintaining precisely the same experimental
conditions during the spectrum acquisition, these measurements are not very precise. They

have the advantage to be rather fast and easy to execute however.

Besides these different experimental methods, the development of ab-initio methods, to-
gether with the increase of computational power, allows one to calculate rather accurate Poten-
tial Energy Surfaces (PES) and Dipole Moment, Surfaces (DMS)[56]. By fitting these surfaces
one can derive a potential energy function and a dipole moment function [57]. The potential
energy function is then used in the resolution of the Schrodinger equation to derive energy level
positions and wavefunctions. Using an ab-initio PES, as far as the calculation method can be
corrected by experimentally determined energy levels, it is possible to match experimental fre-
quencies to a very high degree of accuracy [58]. This is not necessarily the case for region of the
PES where there is no experimental data. This means that we can test and correct only the part
of the surfaces experimentally accessible. Using the wavefunctions derived from the PES, along
with the DMS, it is possible to calculate transition dipole moments and therefore predict line
intensities and compare them with experimental line intensities [59, 56] to refine both PES and
DMS. Ab-initio calculations have the advantage of being quite fast compared to experiment and
able to access regions of the PES and DMS that are not accessible experimentally. Moreover,
the use of these calculations is of great help in predicting and assigning experimental spectra.
Ab-initio methods are refined by experimental input, both energy level positions and transition
intensities, and improved to match better and better experimental data. The PES is optimized
using the variational principle that is by making iterative refinements of the wavefunctions until
the energy has converged to a desired accuracy. The wavefunctions obtained in this way are
then used to compute the DMS data [58]. Since the variational principle allows more accu-
rate determination of the energy than the wavefunction, it is easier to improve PES calculation
method from experimental energy level positions and therefore the relative accuracy of the DMS
data will be less than that of the energy [60]. Thus, variational methods that give comparable

energies can produce quite different dipole moments [61, 62, 63]. Moreover, several difficulties,
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such as treating the dynamical electron correlation, for example, could affect the dipole moment
as well as the energy [60].

One does not need to make extensive measurements to calibrate a PES or DMS, only few
experimental points are needed to compare and refine the calculation techniques. However, for
high energy regions there exists much more energy level data than dipole moment data. Indeed
dipole moment measurements for highly excited rovibrational states are extremely rare since
these states at chemically relevant energy are difficult to access experimentally. These statements
justify the need of accurate dipole moment measurements for highly excited rovibrational states

to provide stringent tests and refinements for ab-initio DMS’s.

1.5 Outline of the thesis

The goal of the present work is to use state-of-the-art laser and microwave techniques to
avoid the experimental difficulties mentioned above to provide dipole moment measurements of
highly excited vibrational states. Due to the rarity of dipole moment data for highly excited
vibrational states, and to the importance of dipole moment for transition intensities, intermolec-
ular forces and collisions, such measurements are extremely valuable, particularly for probing
regions of the dipole moment surface at geometries far from equilibrium. These techniques are
applied to HoCO, HOCI1, HDO, and H20O for which the electric dipole moment are measured for
several highly excited rovibrational states of the ground electronic state. In terms of accuracy
and insensitivity to sample conditions, the techniques used in this work are by far superior to
other existing methods such as direct intensity measurements.

The outline of this thesis is as follows. Because of the central importance of the Stark
effect in the techniques we used, Chapter 2 presents the theory behind this phenomenon and
explains how one extracts dipole moment data from Stark splittings.

Chapter 3 and Chapter 4 present studies of dipole moments of vibrationally excited HoCO
and HOCI respectively using frequency domain techniques. Here a pure microwave induced rota-
tional transition is recorded in a highly excited vibrational state, and a Stark electric field shifts
the frequency of this transition. In both molecules a first laser is used to populate the studied
vibrational state (as there is no population at room temperature), and then the microwave ro-
tational transition is made, originating from the previously laser populated rovibrational state.
The microwave transition is detected by either Laser Induced Fluorescence (LIF), in the case of
H3CO, or photofragment spectroscopy, in the case of HOCI.

Chapter 5 describes an alternative way of measuring the Stark effect, using Stark induced
quantum beat spectroscopy. This technique is a pump and probe technique, where a pump laser
creates a coherent wavepacket that is later detected by a probe laser. A Stark electric field mod-

ulates the evolution of the wavepacket and allows determination of the Stark splitting. Applied
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to HoO or its isotopic species HDO, electronic photodissociation followed by LIF detection of
the OH or OD product fragments is used to detected the Stark induced quantum beats.

From the measurements made on these molecules, we discuss the evolution of the dipole
moment vector, both in orientation and in magnitude, with vibrational excitation. For HyO,
the experimental data are compared to those determined from ab initio dipole moment and
potential energy surfaces, and this comparison provides a correction method for these ab initio

surfaces and establishes critical benchmarks for future improvements.

References

[1] Claude Cohen-Tannoudji, Bernard Diu, and Franck Laloe. Mécanique Quantique, volume 2.
Hermann, 1996.

[2] P. W. Atkins. Physical Chemistry. Oxford University Press, Oxford, Melbourne, Tokyo,
sixth edition, 1999.

[3] Philip R. Bunker and Per Jensen. Molecular Symmetry and Spectroscopy. NRCC, Ot-
tawa,Ont., second edition, 1998,

[4] S. M. Bass, R. L. Deleon, and J. S. Muenter. Stark, zeeman, and hyperfine properties of
v =0, v = 1, and the equilibrium configuration of hydrogen-fluoride. Journal of Chemical
Physics, 86(8):4305-4312, 1987.

[5] E. W. Kaiser. Dipole moment and hyperfine parameters of H(Cl — 35) and D(Cl — 35).
Journal of Chemical Physics, 53(5):1686, 1970.

[6] L. Wharton, W. Klemperer, and L. P. Gold. Preliminary values of some molecular constants
of lithium hydride. Journal of Chemical Physics, 37(9):2149, 1962.

[7] L. Wharton, V. E. Derr, R. Strauch, L. P. Gold, J. J. Gallagher, and W. Klemperer. Mi-
crowave spectrum, spectroscopic constants, and electric dipole moment of Li6 F19. Journal
of Chemical Physics, 38(5):1203, 1963.

[8] J. W. Raymonda, J. S. Muenter, and Klempere.Wa. Electric dipole moment of Sio and
Geo. Journal of Chemical Physics, 52(7):3458, 1970.

[9] L. Wharton and W. Klemperer. Microwave spectrum of BaO. Journal of Chemical Physics,
38(11):2705, 1963.

[10] W. L. Ebenstein and J. S. Muenter. Dipole-moment and hyperfine properties of the
ground-state and the C — H excited vibrational-state of HCN. Journal of Chemical Physics,
80(9):3989-3991, 1984.



14

[11]

[12]

[13]

[15]

[16]

[19]

[20]

[22]

[23]

Electric dipole moments of highly excited molecular vibrational states

R. L. Deleon and J. S. Muenter. The vibrational dipole-moment function of HCN. Journal
of Chemical Physics, 80(9):3992-3999, 1984.

L. S. Masukidi, J. G. Lahaye, and A. Fayt. Intracavity co laser stark spectroscopy of the
v3 band of carbonyl sulfide. Journal of Molecular Spectroscopy, 148(2):281-302, 1991.

S. L. Shostak, W. L. Ebenstein, and J. S. Muenter. The dipole-moment of water .1. dipole-
moments and hyperfine properties of HoO and HDO in the ground and excited vibrational-
states. Journal of Chemical Physics, 94(9):5875-5882, 1991.

S. L. Shostak and J. S. Muenter. The dipole moment of water .2. analysis of the vibrational

dependence of the dipole moment in terms of a dipole moment function. Journal of Chemical
Physics, 94(9):5883-5890, 1991.

D. Patel, D. Margolese, and T. R. Dyke. Electric-dipole moment of SO3 in ground and
excited vibrational-states. Journal of Chemical Physics, 70(6):2740-2747, 1979.

M. D. Marshall, K. C. Izgi, and J. S. Muenter. Ir-microwave double resonance studies
of dipole moments in the v; and vg states of ammonia. Journal of Chemical Physics,
107(4):1037-1044, 1997.

D.K. Hinderman and C. D. Cornwell. Vibrational corrections to nuclear-magnetic shielding

and spin- rotation constants for hydrogen fluoride - shielding scale for 19f. Journal of
Chemical Physics, 48(9):4148, 1968.

C. Secroun and P. Jouve. Mechanical anharmonicity contribution to absolute intensity of
infrared-absorption bands of triatomic molecules cov. Journal De Physique, 32(11-1):871,
1971.

A. Barbe, C. Secroun, and P. Jouve. Second-order anharmonic potential constants for
isotopic molecules S(16)O2 and S(18)0;. Journal De Physique, 33(2-3):209, 1972.

C. Secroun, A. Barbe, and P. Jouve. Higher-order vibration intensities of polyatomic-
molecules - application to diatomic and bent zys molecules. Journal of Molecular Spec-
troscopy, 45(1):1-9, 1973.

C. Camy-Peyret and J. M. Flaud. Vibration-rotation dipole moment operator for asymmet-
ric rotors, Molecular Spectroscopy: Modern Research, volume III, pages 69-110. Academic
Press, Orlando, Fla., 1985.

P. Debye. The Dipole Moment and Chemical Structure. Blackie & Sons Ltd., London, 1931.

A.D. Buckingham. Electric Moments in Molecules Physical Chemistry: an Advanced Trea-
tise. Academic Press, New York, 1970. chapter 8, pages 349-386.



Introduction 15

[24] C.H. Townes and A.L. Schawlow. Microwave Spectroscopy. Dover Publications, New York,
1975.

[25] R.D. Nelson, D.R. Lide, and A. A. Maryott. Selected values of electric dipole moments for
molecules in the gas phase. Technical report, Natl. Stand. Ref. Data Ser., U.S. National
Bureau of Standard, Washington, 1967.

[26] T.R. Dyke and J.S. Muenter. The properties of molecules from molecular beam spec-
troscopy. In A.D. Buckingham, editor, International Review of Science, Phys.Chem. IT
Molecular Structure and Properties, volume II, pages 27-92. Butterwoths, London and
Boston, 1971.

[27] B. Fabricant, D. Krieger, and J. S. Muenter. Molecular-beam electric resonance study of
formaldehyde, thioformaldehyde, and ketene. Journal of Chemical Physics, 67(4):1576—
1586, 1977.

[28] J. W. C. Johns and A. R. McKellar. Stark spectroscopy with CO laser - vo fundamentals
of HoCO and DoCO. Journal of Molecular Spectroscopy, 48(2):354-371, 1973.

[29] J. W. C. Johns and A. R. W. McKellar. Stark spectroscopy with CO laser - dipole-moment
of HyCO in ve = 2 state. Journal of Chemical Physics, 63(4):1682-1685, 1975.

[30] M. Allegrini, J. W. C. Johns, and A. R. W. McKellar. Stark spectroscopy with co laser -
v3 fundamental band of HoCO. Journal of Molecular Spectroscopy, 66(1):69-78, 1977.

[31] M. Allegrini, J. W. C. Johns, and A. R. W. McKellar. Study of coriolis-coupled v4, vg, and
v3 fundamental bands and v5 -1 difference band of HoCO - measurement of dipole-moment
for vs = 1. Journal of Molecular Spectroscopy, 67(1-3):476-495, 1977.

[32] K. Nakagawa, Y. Moriwaki, and T. Shimizu. Observation of the stark-effect in high-overtone
band transitions of NHg. Optics Letters, 14(10):488-490, 1989.

[33] J. A. Dodd, A. M. Smith, and W. Klemperer. Dipole-moments of highly excited vibrational-
states of HCN. Journal of Chemical Physics, 88(1):15-19, 1988.

[34] P. H. Vaccaro, J. L. Kinsey, R. W. Field, and H. L. Dai. Electric-dipole moments of excited
vibrational levels in the X1a; state of formaldehyde by stimulated-emission spectroscopy.
Journal of Chemical Physics, 78(6):3659-3664, 1983.

[35] D. E. Freeman and W. Klemperer. Electric dipole moment of lay electronic state of
formaldehyde. Journal of Chemical Physics, 45(1):52, 1966.

[36] D. E. Freeman, J. R. Lombardi, and W. Klemperer. Electric dipole moment of lowest
singlet 7’ state of propynal. Journal of Chemical Physics, 45(1):58, 1966.



16

[37]

[38]

[40]

[45]

Electric dipole moments of highly excited molecular vibrational states

D. E. Freeman and W. Klemperer. Dipole moments of excited electronic states of molecules
Lay state of formaldehyde. Journal of Chemical Physics, 40(2):604, 1964.

T. Suzuki, S. Saito, and E. Hirota. Dipole-moments of HoCS in the alas (v = 0) and a3as
(v3 = 1) states by modr spectroscopy. Journal of Molecular Spectroscopy, 111(1):54-61,
1985.

K. Tanaka, A. Inayoshi, K. Kijima, and T. Tanaka. CO laser-microwave double-resonance
spectroscopy of HoCO with intense stark field - precise measurement of dipole-moment in
the ground and vs vibrational-states. Journal of Molecular Spectroscopy, 95(1):182-193,
1982.

K. Tanaka, H. Ito, K. Harada, and T. Tanaka. COs and CO laser microwave double-
resonance spectroscopy of OCS - precise measurement of dipole-moment and polarizability
anisotropy. Journal of Chemical Physics, 80(12):5893-5905, 1984.

R. L. Deleon, P. H. Jones, and J. S. Muenter. Radio-frequency ir double-resonance spec-

troscopy using a color center laser. Applied Optics, 20(4):525-527, 1981.

M. D. Marshall, K. C. Izgi, and J. S. Muenter. Ir-rf double resonance studies of dipole
moments in the v(1) + v(4) and v(1) + v(5) states of acetylene-d. Journal of Chemical
Physics, 105(18):7904-7909, 1996.

J. C. Keske and B. H. Pate. Decoding the dynamical information embedded in highly mixed
quantum states. Annual Review of Physical Chemistry, 51:323-353, 2000.

E. R. T. Kerstel, K. K. Lehmann, J. E. Gambogi, X. Yang, and G. Scoles. The 1 vibrational
predissociation lifetime of (HCN)s determined from upperstate microwave-infrared double-
resonance measurements. Journal of Chemical Physics, 99(11):8559-8570, 1993.

K. C. Namiki, J. S. Robinson, and T. C. Steimle. A spectroscopic study of CaOCH3 using
the pump/probe microwave and the molecular beam optical stark techniques. Journal of
Chemical Physics, 109(13):5283-5289, 1998.

W. J. Childs. Overview of laser-radiofrequency double-resonance studies of atomic, molec-
ular, and ionic beams. Physics Reports-Review Section of Physics Letters, 211(3):113-165,
1992.

D. W. Callahan, A. Yokozeki, and J. S. Muenter. The polarizability anisotropy of 7 —2 from
laser assisted molecular-beam spectroscopy. Journal of Chemical Physics, 72(9):4791-4794,
1980.



Introduction 17

[48]

[51]

[52]

[56]

[57]

[58]

H. Akagi, K. Yokoyama, and A. Yokoyama. Photodissociation of highly vibrationally excited
NHs in the 5 vy_g region: Initial vibrational state dependence of N — H bond dissociation
cross section. Journal of Chemical Physics, 118(8):3600-3611, 2003.

A. Bach, J. M. Hutchison, R. J. Holiday, and F. F. Crim. Vibrational spectroscopy and
photodissociation of jet-cooled ammonia. Journal of Chemical Physics, 116(12):4955-4961,
2002.

J. S. Muenter, J. Rebstein, A. Callegari, and T. R. Rizzo. Photodissociation detection of
microwave transitions in highly excited vibrational states. Journal of Chemical Physics,
111(8):3488-3493, 1999.

A. Callegari, P. Theule, R. Schmied, T. R. Rizzo, and J. S. Muenter. The dipole moment
of HOCI in vpog = 4. Journal of Molecular Spectroscopy, submitted, 2003.

P. Schmidt, H. Bitto, and J. R. Huber. Excited-state dipole-moments in a polyatomic
molecule determined by stark quantum beat spectroscopy. Journal of Chemical Physics,
88(2):696-704, 1988.

T. Walther, H. Bitto, and J. R. Huber. High-resolution quantum beat spectroscopy in the
electronic ground-state of a polyatomic molecule by ir-uv pump-probe method. Chemical
Physics Letters, 209(5-6):455-458, 1993.

P. H. Vaccaro, A. Zabludoff, M. E. Carrerapatino, J. L. Kinsey, and R. W. Field. High-
precision dipole-moments in Alg, formaldehyde determined via stark quantum beat spec-
troscopy. Journal of Chemical Physics, 90(8):4150-4168, 1989.

E. Hack, H. Bitto, and J. R. Huber. Stark quantum beat spectroscopy of polyatomic-
molecules. Zeitschrift Fur Physik D-Atoms Molecules and Clusters, 18(1):33-44, 1991.

G. Chambaud. Potential surfaces and spectroscopy. Journal De Chimie Physique Et De
Physico-Chimie Biologique, 95(8):1892-1924, 1998.

J. Tennyson, J. R. Henderson, and N. G. Fulton. dvr3d - for the fully pointwise calculation
of ro-vibrational spectra of triatomic-molecules. Computer Physics Communications, 86(1-
2):175-198, 1995.

H. Partridge and D. W. Schwenke. The determination of an accurate isotope dependent
potential energy surface for water from extensive ab initio calculations and experimental
data. Journal of Chemical Physics, 106(11):4618-4639, 1997.

B. Galabov, T. Dudev, S. Ilieva, and J. R. Durig. Creation of intensity theory in vibrational
spectroscopy: Key role of ab initio quantum mechanical calculations. International Journal
of Quantum Chemistry, 70(2):331-339, 1998.



18 __ Electric dipole moments of highly excited molecular vibrational states

[60] D. W. Schwenke and H. Partridge. Convergence testing of the analytic representation of an
ab initio dipole moment function for water: Improved fitting yields improved intensities.
Journal of Chemical Physics, 113(16):6592-6597, 2000.

[61] A. Halkier, W. Klopper, T. Helgaker, and P. Jorgensen. Basis-set convergence of the
molecular electric dipole moment. Journal of Chemical Physics, 111(10):4424-4430, 1999.

[62] G. de Oliveira and C. E. Dykstra. Anomalous isotope effect in Ar — HsS versus the normal
effect in Ne — HyS. Journal of Chemical Physics, 110(1):289-295, 1999.

[63] H. G. Kjaergaard, K. J. Bezar, and K. A. Brooking. Calculation of dipole moment func-
tions with density functional theory: application to vibrational band intensities. Molecular
Physics, 96(7):1125-1138, 1999.



Chapter 2

Dipole moment measurement using
the Stark effect

The term Stark effect refers to any change induced in the spectrum of a molecule or atom
when it is subjected to an external electric field. The large Stark splitting afforded by molecules,
in conjunction with high resolution made possible by microwave and lasers techniques, make the
Stark effect an important spectroscopic probe for characterizing their properties. It is clearly
the most sensitive and accurate technique available for the determination of molecular dipole
moments.

It is useful at this point to examine the interaction of a molecular system, that is a collection
of charges (nuclei and atoms), and an applied electric field. We will then see two techniques,
using measurements in the frequency domain and in the time domain respectively, that make use
of these electrical interactions to measure the dipole moment of molecules in excited vibrational
states. Measuring the changes in spectra of vibrationally excited states of molecules induced
by an external electric field poses the problem of the detection of those changes. A section of
this chapter is dedicated to a survey of possible detection techniques for measuring electric field

effects in highly vibrationally excited molecules.

2.1 Theory of the Stark effect

2.1.1 The Stark interaction Hamiltonian

Electrical interactions occur between the collection of charged particles constituting a
molecule and an external electric field that exerts various forces and torques on the molecule. As
explained in detail in Appendix A, the quantum mechanical operator, ) Stark, describing the in-

teraction of a molecular electric dipole moment and an external electric field, can be formulated
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as:

Hstorr = -TNR)-TWE)=-7-E (2.1)
or: Hepork = —uE cosf (2.2)

where @ is the angle between the molecular dipole 77 and the electric field E lying along the z

axis. pz = pcosf is the Z component of the dipole moment vector in the space-fixed system.

2.1.2 Stark effect for molecules

The discussion below about the Stark effect follows the treatment of Townes and Schal-

low [1]. Many of the details can be found in Appendix A.

Stark effect for symmetric rotors

We will use perturbation theory to evaluate the effect of an external electric field on the
rotational motion of a symmetric rotor. We characterize symmetric rotor wave functions by
the quantum numbers J, K, M and «, where K and M are the projections of the total angular
momentum J along the molecule-fixed and space-fixed z-axes respectively and o represents all
the other quantum numbers of the system (e.g. associated vibrational and electronic degrees
of freedom). Perturbation theory characterizes the energy of the molecule as the zeroth-order

energy (i.e., that in the absence of the field) plus correction terms of successively higher order:
W(laJKM)) = W°(laJKM)) + AW; + AWs + ... (2.3)

If the external electric field direction defines the z-axis of the space-fixed system, the first-

order correction gives (as developed in Appendix A):

N R MK
AW: = (aJKM|Hstark|a] KM) = (aJKM| ~ f.E|aJKM) = —p(0) E (2.4)

(J+1)

It is apparent that the derivation of Eq. 2.4 assumes an explicit separability of rotational
motion from other (i.e., electronic and vibrational) degrees of freedom. Determining the quantity
p(a), the dipole moment for a particular vibronic state in the vibronic molecule-fixed frame, is
the object of this study.

It is very important at this point to understand that, as explained in Appendix A, the
vibronic dipole moment p(a) is expressed in an Eckart frame averaged over a vibrational period
of the studied vibronic state, and that its components are referred to this frame. This has an
important consequence for line strength calculations since the intensity is proportional to the
square of the transition dipole moment matrix element. As discussed in Ref. [2], the factoriza-
tion of the intensity of a rovibrational transition into a purely vibrational parameter (i.e the

vibrational band intensity) and a purely rotational factor (i.e. the Honl-London factor) implies
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that the dipole moment vector is referred to the Eckart internal axes.

The next level of approximation for the Stark effect (i.e., second-order perturbation theory)

takes into account the small changes in the molecular wavefunction due to the field and is written:

'J'K’M' JKM)|?E?
JKM of JTK'M!
= (AJK + BjgM*)E? (2.6)

For a symmetric top molecule, the dipole moment matrix element is non-zero only if AJ =
0,+1, AK = 0, and AM = 0, since pz is always along the symmetry axis. The two states
laJKM) and |o/J'K’M’) are said to interact through the perturbation pFE cosf. This can be
seen classically in terms of an induction process in which the external electrical field induces
a moment in the molecule with which it can subsequently interact. The electric field distorts
the distribution of electrons, polarizing the molecule and changing its energy !, as discussed in
Section 1.1. This second-order correction to the energy AW, is usually much smaller than the
first-order correction AW;. Still higher-order perturbation terms may be included in the Stark
energy but in most cases they are very small.

In the absence of Stark splitting there are 2.J + 1 degenerate levels for each value of J
corresponding to different values of M. The first-order Stark effect, when present, completely
removes this degeneracy. The second-order Stark effect depends on M2, and thus this term
separates the levels into pairs of degenerate levels (M) except for M = 0, which is non-

degenerate.

Stark effect for asymmetric rotors

Rotational levels of symmetric tops show a first-order Stark effect because levels with K > 0
are doubly degenerate as explained in Appendix A. In contrast, rotational levels of asymmetric

rotors are non-degenerate and thus do not experience a first-order Stark effect. More generally,

1 It is common to make the distinction between the second-order perturbation interaction between rovibronic
levels described in Eq. 2.5 and the polarization induced by electronic or vibrational states. The electronic or
vibrational polarization is expressed by the a polarizability tensor, a component of which is written, along one
the axis of the molecule-fixed frame, as:

P =23 el 2.)

@ W, .
This polarizability tensor describes the polarization of the state n by states n/, which can be other vibrational
or electronic states. The contribution from the different rotational levels is not discriminated. The difference
between the interaction between rovibronic levels as described in Eq. 2.5 and the interaction described by Eq. 2.7

is a matter of order of magnitude, since vibrational or electronic states are much further in energy than rotational

states, and not of physical nature.
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no electric multipole moments of odd order can exist in the absence of degeneracy. Thus,
the Stark effect is only observed in asymmetric rotors in the second order perturbation theory
corrections.

For the usual case in which there is no accidental near degeneracy, the Stark energy can be
written as the sum of a number of terms containing matrix elements between rotational states,

using the fact that the matrix elements are non zero for AM =0 and AJ =0, 1:

o 1 2
AW = 3 ZZZ 2om 2o I : JL'MOIMIGJTM)I 2.8)

r=a,b,c o T'#T W o J'r!
'J —17"MlaJTM
- Y 2Ry Y Zml k [ ) (2.9)
z=a,b,c of T 77‘ o J-17!
}:M[(a’JT’MlaJTM K ZM[( 'J+ 17" M|aJTM)?
W, ~ WO, W, Wi

The indices a,b and ¢ indicate the directions of the three axes of the molecule-fixed sys-
tem 2 , and W9 ~J- is the unperturbed energy of the rotational states J.. We have factored out
the dipole moment component u, along the molecule-fixed system axes, leaving only direction
cosine matrix elements that can be evaluated using asymmetric rotor programs. To calculate the
Stark shift of a state |aJ7M), one must consider its interaction with all the states |o’J — 17/ M),
o/ JTM),|o!J + 17" M) in the energy region around it. States that are too far away in energy
will not contribute significantly because of the denominator of each term, which contains the
energy difference between the zeroth-order rotational state and the one shifting it via the Stark

effect. The expression for the overall Stark shift can be condensed into
AWyen = (Asr + By M?)E? (2.10)

where the matrix elements in Eq. 2.10 are combined into the constants A and B. These constants
thus give the net shift of a given state by the collection of states that can interact through one

or more of the appropriate matrix elements.

Stark induced interaction of two nearby levels

In the cases treated above it was assumed that the interaction between levels is weak,
allowing the perturbation theory to be applied. If one considers two levels that are very close
in energy, the energy due to the electric field induced interaction between the levels cannot be

considered as a small perturbation, and perturbation theory does not apply. In this case one

2 Eq. 2.8 is adapted from Ref. [1]. In this reference a,b and ¢ are said to indicate the directions of the three
principle axis of inertia. If this statement is valid for the equilibrium configuration, it does not hold anymore
for vibrationally excited states. As discussed above, separating rotational from vibrational motion makes use of
Eq. 25 of Appendix A, the so-called Eckart conditions, which define the Eckart frame. Therefore, the vibronic
dipole moment of Eq. 2.8 is expressed in the Eckart frame.
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must derive an exact solution. This situation typically occurs for slightly asymmetric rotors, and
for l-type doublet levels of vibrationally excited linear molecules, where rotational levels can be
very close. This applies as well for the case where there are accidentally two nearly degenerate

levels.
An exact solution is therefore necessary to consider two neighboring zeroth-order levels,

¥ and 49, strongly interacting through the operator ﬁgmrk = —FEuz = —Epcosf. After

diagonalization of the total Hamiltonian, one gets the energies for the perturbed levels:

0 0 0 _ 70\ 2 1/2
Wiy = il ;WQ + le 2W2) +E2u‘f’2] (2.11)

with pie = W’?l/—b cos 9|¢g)

We can consider two different cases, according to the strength of the interaction energy

with respect to the energy separation of the two levels

7. 7 B3 E?u2
If Eup < |[WY— W2 then Wy=W,+ W 1V2VO +... and Wy =W — o 1]/2[/0 +.
If Epz > [WP - Wj| then Wiy = M + Epis + ...

In the first case, Eq. 2.12, as the magnitude F of the electric field increases, the Stark
shift initially depends on E2, as is typical for a second-order perturbation, although it is not
necessarily small, depending upon the energy denominator. At higher electric field strength, the
Stark shift becomes linearly dependent on E, as seen in Eq. 2.13, as would be expected from a
first-order Stark of a symmetric top, since the two K —states are degenerate. Thus, for nearly
degenerate levels, the Stark shift exhibits a transition from a second-order to a first-order Stark
effect with increasing field strength. This case typically applies to a slightly asymmetric top,
where pairs of the degenerate symmetric top energy levels are split by asymmetry. As they
are non-degenerate, they cannot have a permanent electric dipole moment in the space-fixed
frame, and the Stark effect is initially of second-order (induction process). Once the electric
field is large enough to cause the mixing of states having opposite parity (e.g. the members of
an asymmetry doublet), the Stark effect becomes linearly proportional to the electric field (see
Appendix A for more details). Therefore the Stark shift for an asymmetric top shows a transition
from a second-order to a first-order dependence on the electric field strength, depending on the
magnitude of pF with respect to W?,r w9 Tt At sufficiently high field, all the M-components
of a single rotational state Wf}m become equally spaced (see Eq. 2.13). If the asymmetry is
small, dipole moment matrix elements p12 can be approximated by those of a pure symmetric

top as given by Eq. 2.4.

(2.12)

(2.13)
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2.1.3 Relative intensities of Stark components

Having derived the expression of the Stark shift for all the M components of a rotational
state, we must now calculate the relative intensity of transitions from one |JTM) state to
another.

Consider a two-level system submitted to radiation during the time interval ¢. The Fermi
golden rule [3, 4] gives a damped sine-squared dependence for the transition probability P;;:

2
Pii(v) = 4#“]52 .sin? \/4;1,2-E2 + h2(v; — 11)2.i (2.14)
1 4 B2 + h2(vij — v)? W I 2h

where v;; is the resonant frequency, F is the magnitude of the electric field of the radiation that
induces the transition, and pu;; is the transition dipole moment between levels |i) and |j).

The intensity is proportional to the square of the dipole moment matrix element. Having
factored out the vibronic component of the dipole moment, p, in Eq. 2.4 and Eq. 2.5, one can
see that the intensity will be proportional to the square of the direction-cosine matrix elements.
These matrix elements are derived for a symmetric top in Appendix A. The M dependence of
these matrix elements for an asymmetric rotor is the same as for a symmetric rotor. One can see
this by considering that this dependence is roughly independent of K, and that the asymmetric
rotor wavefunctions can be expanded in a basis of symmetric top wavefunctions of the same J
and M, but different K. Thus, the M dependence of these matrix elements for an asymmetric
rotor is the same as for a symmetric rotor. The two levels involved in a rotational transition
are (2J + 1) degenerate, and the lineshape and intensity of a rotational transition is given by
Eq. 2.14. When an electric field is applied, the spatial degeneracy is lifted. The AM = 0
selections rules of Appendix A allows 2.J + 1 two-level transitions for which the intensity and

lineshape are given by Eq. 2.14.

2.1.4 Stark effect when hyperfine structure is present

One usually considers the nuclei of a molecule as point charges of infinite mass. In reality,
a nucleus should be considered as a charge distribution in motion with a nuclear spin angular
momentum I that can couple with the total electronic angular momentum J to give the total
angular momentum F=J+1T The perturbation of the rovibronic energy levels of a molecule
induced by this coupling is called hyperfine structure. Most of the time the inhomogeneity of the
charge distribution inside the nucleus, represented at the lowest order by the electric quadrupole
moment @ is small, making it difficult to observe the splitting of the energy levels arising from
this hyperfine effect. In this case, the treatment of Stark effect presented above is perfectly
valid. However, if one or more nuclei have a large electric quadrupole moment, one must take
into account the coupling between the nuclear spin I and the electronic angular momentum J.

This coupling can be characterized into three regimes.
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In the limit of a weak electric field, the Stark energy is considerably less than the hyperfine
energy. The molecular state is satisfactorily specified by the quantum numbers I, J, F, and MFp.
M7 is no longer a good quantum number. Each hyperfine level is then split by the Stark effect
into various components by an amount that is small compared with the hyperfine splitting. The

first-order correction to the energy is given by Ref. [1]:

_ uK[J(J+1)+ F(F+1)—I(I+1)]MpE
AWrikiMe = = 2J(J + VEF(F + 1) (2.15)

In the limit of high electric field, the Stark energy is much larger than the hyperfine energy.
In this case, the molecule is made to precess so violently by the electric field that the nuclear
orientation cannot follow the motion. When this occurs, T and .J are decoupled, and F and Mg
are no longer good quantum numbers, since IT+Jisno longer fixed. The good quantum numbers
are I, J, M7 and M and the Stark splitting is identical with that obtained when no hyperfine
structure is present. The hyperfine structure splits each M level by an amount that is much
smaller than the Stark levels. If the Stark energy is large compared with the hyperfine energy
but small compared with the rotational energy, the hyperfine splitting is given by Ref. [1]:

2
AWrkIMM = Fra7— 1)(53?- 1)(2J + 3) [J(g.)]ﬁ 1) 1} [3M7 ~ I(I + 1)) [3M] ~ J(J + 1)]

(2.16)

where eq() is the quadrupole coupling constant.

In an intermediate regime, the Stark and hyperfine energies, and hence splittings, are
comparable in magnitude. In this case My, Mr and F are no longer good quantum numbers.
The wavefunctions in this intermediate regime are combinations of wavefunctions appropriate
for the weak or strong field regimes. Calculation of wavefunctions, energy levels and relative

intensities in this regime is complex [1].

2.1.5 Contribution of rotation to the dipole moment

In the above development, we have considered dipole moment matrix elements for rovibronic
states (' J'7' M'|uz|aJTM), and we assumed an implicit factorization (a'|uz|a)(J'T'M'|JT M),
where (o/|uz|a) is the dipole moment characteristic of a particular vibronic state. This allowed
us to derive all the above expressions using direction-cosine matrix elements.

At the level of accuracy needed for high resolution spectroscopy, however, the molecular
Hamiltonian is not truly separable into electronic, vibrational and rotational degrees of freedom.
This is nevertheless done with recourse to several approximations and transformation of the
molecular Hamiltonian [5, 6]. Using these approximations when deriving the vibronic dipole
moment, there still remains a J dependence to the dipole moment [7] due to the centrifugal

distortion of the molecule. An exact derivation of the vibrational and rotational dependence of
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the dipole moment operator for asymmetric rotors can be found in Ref. [8]. The space-fixed Z

vibronic component p% of the dipole moment is given by [8]:

1 .
My = D vanst Y Slea sy} §M (2.17)
o o,Byy
0;?71\”4 = 081 4P (2.18)
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where the second term of Eq. 2.17 expresses the rotational contribution to the dipole moment

B2 = (2.22)

operator ({A, B} is the anti-commutator of A and B). This rotational contribution can be
decomposed into two terms, as seen in Eq. 2.18, where @Q‘f is the coeflicient of Watson and CEW
is the term arising from the rotational contact transformation introduced by Clough et al.[9].
The indices a, B, denote the principal inertial axis, wy,, and @,, are the vibrational frequency
and the dimensionless normal coordinate of the mode m respectively, I is the moment of inertia
tensor, 4 the Kronecker symbol, ¢ the asymmetric tensor and ¢, the direction cosine between
the axis Z and . sq17 is the term of the contact transformation used to reduce the quartic

centrifugal terms of the molecular Hamiltonian [5].

2.2 Experimental techniques used for measuring Stark split-

tings.

We saw in last section that Stark splittings and shifts are directly related to the dipole
moment of the molecule. If one can measure these Stark splittings for two levels a and b, one
can extract the dipole moments of those levels.

We used several techniques to measure the dipole moments of highly excited states. All

these techniques can be decomposed into three elementary steps:

1. The excitation/state-selection step:
Highly excited rovibrational states are not populated at room temperature. Population
must be transferred selectively to these excited states using either overtone excitation
or stimulated emission pumping. Overtone excitation limits the nature of the excited

rovibrational levels for which one can measure the dipole moment to light atom stretch
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overtones (typically OH, CH stretches). Stimulated emission pumping makes it is possible
to access vibrational states of different nature than light atom stretch, but the pump step

(see Section 3.2.6) must be to a Franck-Condon active mode.

2. The Stark splitting measurement:
We will distinguish between frequency and time domain techniques of measuring Stark
splittings. The frequency domain technique is based on microwave spectroscopy. We will
measure the shift induced by the Stark field on a microwave induced transition between two
rotational states @ and b within an excited vibrational state. The time domain technique
is based on Stark induced quantum beat spectroscopy. A coherent wavepacket is created
as a superposition of the two stationary eigenstates a and b. The wavepacket evolves

differently in time as it is submitted to a Stark field.

3. The detection step:
Both the microwave induced pure rotational transition in the excited vibrational state and
the time evolution of the wavepacket must be detected. We use one of three techniques for
this step: laser induced fluorescence, vibrational predissociation and electronic photodis-

sociation.

laser induced fluorescence
3. DETECTION vibrational predissociation

electronic photodissociation
2. STARK SPLITTING quantum beat spectroscopy

MEASUREMENT

microwave spectroscopy

stimulated emission pumping
1. EXCITATION '

overtone excitation

Figure 2.1: A measurement of the dipole moment of a highly excited vibrational state can be decomposed in
three elementary steps. Different techniques can be used to perform each step. An experiment is a choice of

combination of these techniques.

Overtone excitation [10] has been used in all our experiments for the state-selection step
(step 1) and will be not described any further. Steps 2 (Stark microwave spectroscopy and Stark
induced quantum beat spectroscopy) and 3 are described in more detail below. The different
experiments implemented in this work are different combinations in the range of possibilities,

summarized in Fig. 2.1, for the three successive steps.
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2.2.1 Frequency domain measurements of Stark splittings: Stark microwave

spectroscopy.

As seen above, applying an external electric field splits and shifts the levels of the molecule
and hence modifies its spectrum in a manner that depends upon the dipole moment. This can
be applied to measuring the dipole moment of an excited vibrational state.

Once a rovibrational state a have been selected and populated (step 1), one can use a
microwave source to induce a pure rotational transition between two rovibrational states a and
b within the same excited vibrational state. Upon applying an external Stark electric field, both
level a and b are split into their different M-components and shifted according to the expressions
reported in Section 2.1.2. From the amount the microwave transition is shifted, one can extract
the dipole moment of the excited vibrational state.

For the sake of clarity, it is useful to consider as an example an experiment we performed
on HoCO (this experiment will be discussed in much more detail in Chapter 3). Briefly, a
microwave transition is made between the 177 and 17y rotational levels in the 59 vibrational
level, as displayed in Fig. 2.2. Applying a Stark field shifts the center transition frequency.
Fig. 2.3 displays the shift of the center transition frequency as a function of the Stark voltage.

Stark shift MHz
pr . 0 20 40
5! E?'x AlAg i { i { L I L
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Figure 2.3: Quadratic Stark effect in HoCO. The

frequency of the microwave transition 111 ¢ 1o, in

Figure 2.2: Stark effect detection using LIF on
H2CO. A first laser pulse populates a single rovi-
brational state with 2 quanta of CH stretch, and a the vibrational level of HoCO with 2 quanta in the
asymmetric C-H stretch mode, is shifted under the
effect of a Stark field. In this case the Stark shift

depends on the square of the electric field.

second laser pulse probes the population transferred
by the microwave to the first excited electronic state,

that fluoresces to the ground electronic state.

According to Eq. 2.10, the Stark shift is quadratic with respect to the electric field. Fitting
the experimental Stark shift of Fig. 2.3 with Eq. 2.10 enables us to determine the value of the
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dipole moment for the 55 vibrational state of HoCO.

2.2.2 Time domain measurement of Stark splittings: Stark induced quantum

beat spectroscopy.

The quantum beat principle relies on the interference effect between different indistinguish-
able paths in a pump-probe experiment. A polarized pump laser pulse excites molecules from
an initial state |i) to at least two intermediate excited states |e) creating a coherent superpo-
sition, or wavepacket, of several excited states |e). After a fixed time delay, a polarized probe
pulse induces a transition from the superposition of excited states |J. M) to the final states
|f). Fig. 2.4 gives a scheme of the quantum beat technique principle and Fig. 2.5 provides an
example of a quantum beat experiment made on HyO. In this example the initial states |i) are
|J; M;) M-rotational states of the ground vibrational state, the excited states |e) are |J. M)
M-rotational states of the vibrational state with 4 quanta of OH stretch and the final states | f)
are |J; M;) are M-rotational states of a dissociative excited electronic state. This example will

be discussed in more details in Chapter 5.

OH (A 2%
P3, 13 ;LIF
{11>} :
A
& ‘: T OH (X2 + H
{le>} i
4 (4,0
Py,
é, s
{0.0)
H,0 (X 'Aq)
{li>}
Figure 2.4: Scheme of the double-resonance stark in-  Figure 2.5: Stark effect detection using electronic
duced quantum beat technique. photodissociation for vox = 4 of water. A first laser

populates a rovibrational state with 4 quanta in the
OH stretch. A second laser brings the molecule to a
purely repulsive electronic state. A third laser probes
by LIF the OH fragments.

The orientation of the pump laser polarization with respect to an external electric field
controls the preparation of the coherent superposition of several |J, M) from a single |J; M;).

For example a laser polarized parallel to the electric field will gives AM = 0 selection rules,
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and a laser polarized perpendicular to the electric field will gives AM = +1 selection rules. A
detailed formulation of the quantum beat phenomenon is given in Appendix B, where a simple

expression is derived for the time dependence of the amount of molecules transferred to the final

states,
N'f(t) X Z Z P%%Pﬂ;bi exp [-—i (wMe - wMé) t] (2.23)
M. M}
with the scalar quantities Pf,}: T,ﬁ and Pﬂ,ﬂ ]?Z that depends both on the quantum numbers of

the initial, intermediate, and final states and on the polarizations of the pump and probe radi-
ation. wy, and wyy are the angular frequencies of the states |J. M,) and |J. M) respectively.
According to the derivation proposed in Appendix B, the amount of population of molecules
transferred to the final states as a function of time N¢(t) is a superposition of oscillating signals
each one of them having a phase (wMe - wMé) t, and a normalized magnitude of oscillation given
by the contrast P which depends on the polarization of the pump and probe radiation and on
the quantum numbers of the states involved. This contrast gives the theoretical depth of the
beats. A table of the contrast is given in Appendix B for a linearly polarized pump-probe scheme
and for different sets of initial, intermediate and final states 3. Tt is convenient to choose J, = 1
intermediate levels and lasers polarized at 45° with respect to the external field (in the case of
a second order Stark effect) in order to have a single beat between M, = 0 and |M,| = 1 states.
However more complex beat patterns can be considered following this treatment.

If we fix the origin of time at ¢ = tpump = 0, Eq. 2.23 gives the amount of molecules
transferred at time ¢ = tyrobe — tpump, and the frequencies of the oscillations are given by the
energy differences h (wpr, — wpr;) which are related to the external Stark electric field which
defines the quantization axis. The wavepacket is a coherent superposition of stationary eigen-
states with the same total angular momentum J, and different values of projection M on the
space-fixed laboratory frame, and as such a superposition of M-states, it is spatially orientated.
Since a superposition of eigenstates is non-stationary, the phase of the wavepacket, or its spatial
orientation, changes both as a function of the time and of the amplitude of the electric field.

An alternative of viewing this, as displayed in Fig. 2.6, is to see a wavepacket created at
t = 0 with a particular initial spatial orientation, and evolving with phases (wMe — wMé) t during
a period of time tprope — tpump. At time t = tprope, the spatial orientation of the wavepacket is
probed by a linearly polarized laser. If we take pump and probe lasers with parallel polarizations,
for an integer number of periods (or at tprope — tpump = 0), the maximum population of final
molecules is achieved for (P, R), (R, P), (P, P), (R, R) or (Q,Q) pump/probe transitions, and
the minimum is achieved for a (@, P), (@, R), (P,Q), (R,Q) pump/probe transitions, since

3 In this table, the set of the different initial, intermediate, and final states are indicated by the initial state
J; and into parenthesis the type (P, @ or R) of rotational transitions involved in the pump/probe sequence. For
example, J = 0 (R, P) indicates an initial state J; =0, J. =1 and J; = 0.



Dipole moment measurements using the Stark effect 31

for a @ branch transition the transition moment lies along 7, while for P and R branch
transitions the transition moment lies in a plane perpendicular to 7. Since the energy separation
h(wMe -wMé) is determined by the Stark effect, as explained in section 2.1.2, this can be
classically seen as the field exerting a torque on the molecular wavepacket, making it precess
during the time interval t,,.ope — tpump- The spatial orientation at time ¢ = t,,, determines
the overlap with the probe radiation polarization, and thus the transition moment of the probe

transition. The evolution of the wavepacket can be measured by probing it at different ¢ = #,,5pe,

t= t;aump ot

Stark field

Figure 2.6: Pump-probe experiments and temporal evolution of the wavepacket. At t = tpump, the polarized
pump radiation, €pump creates the wavepacket of the M, intermediate excited states (represented as an angular
momentum wavefunction, in grey ). The spatial orientation J(t) of the wavepacket makes an angle 6(t) with
the polarization €prepe of the probe radiation that transfers the wavepacket to the final states. At & = fprote,

6 = O(probe) . The temporal evolution 6(t) of the wavepacket is driven by the Stark electric field.

and so measuring Ny (tprobe). This time domain method has been applied, for dipole moment or
nuclear quadrupole constant measurements (see Ref. [11] for a review) although up to this point
not for highly vibrationally excited states. An equivalent method consists in changing the phase
(wMe — wMé) tprobe by changing the energy difference (wMe — wMé), which is related to the Stark
electric field and to the molecular dipole moment, at a fixed time (fprobe), and thus measuring
Ny (Estark), which is in practice more convenient to carry out experimentally. The quantity
(wMe - wMé), and thus the dipole moment, is extracted from the measurement of the period of
the beat oscillations. Fig.2.7 gives an example of quantum beats on the water molecule. The line
shape of the oscillations can be approximated by a sine with a phase (wMe — wMé) t, since only
the phase is of interest for us. To take into account limitations of actual experiments we will

write the more general expressions of Eq. 2.24 and Eq. 2.25 for a first-order and second-order
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quantum beats line shape respectively.

S(E)YY = (k—1-kyE)[1+ kssin(2rCVEt + ¢)] (2.24)
S(EY? = (k—1-kyEY)[1 + kssin(2rCOE?*t + ¢)] (2.25)
In these expressions, the coefficients CM) and C® are respectively called first and second-order

Stark coefficients. They are respectively related to _“(Q)J(—Jli—l_) of Eq. 2.4 and to Bjx of
Eq. 2.5. C) and C® have units of Hz(v/em)™! and Hz(v/em) 2 respectively. This is a very
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Figure 2.7: Quantum beat spectrum for the wavepacket which is the superposition of the M states of the 11 o
rotational state of the vom = 4 vibrational state of H2O. The orientation of the wavepacket is related to the LIF
of OH fragments, as shown in Fig. 2.5. Scanning the Stark electric field changes the orientation of the wavepacket
at t = tprope and thus modulates the LIF. The period of these oscillation is related to the dipole moment of this

vibrational state.

powerful method to measure small energy level splittings below the limits imposed by Doppler
broadening and finite laser linewidth, giving us access to the molecular properties responsible
for the splittings.

Once we have populated the final states J¢, the transferred population Ny must be detected
by a means that can keep the coherence between the My states. This will be the subject of

section 2.2.3.

2.2.3 Spectroscopic techniques for detecting Stark effect

Both techniques of measurement of the Stark effect, either in the frequency or in the time
domain, rely on initially populating a single rovibrational state. After some time delay, the
population of this rovibrational state has been modified, either because a microwave radiation

transferred its population to another rovibrational state, or because the coherent superposition
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of the M-states wavepacket has evolved with time. The information on the dipole moment is
extracted from the modification of this change of population under the effect of an electric field,
and this population change must be detected spectroscopically (step 3). In the following section
we will consider the various possibilities for completing step 3.

For the frequency domain technique, a microwave transition induces a pure rotational
transition, transferring population between states ¢ and b. One must subsequently detect the
transferred population. For the time domain technique, the coherent wavepacket evolves in
time until it is detected by a delayed probe laser. We have used several different techniques for

detecting the population of the final state.

Detection using laser induced fluorescence (LIF).

If a fluorescent electronic state is easily accessible with a laser, and if the non-radiative
decay (via internal conversion, inter-system crossing, or collisions) is not too fast and the flu-
orescence lifetime not too long (with respect to the transit-time of the molecules in front of
the photomultiplier), laser induced fluorescence detection is a sensitive method for detecting
molecules in vibrationally excited states. In part of the work performed for this thesis, this LIF
method was applied to HoCO, as shown in the energy level diagram of Fig. 2.8.

This is a straightforward method if there is a bound electronic state at a wavelength easy
to generate. However, the transition we use to probe must have an appreciable Franck-Condon
factor. Since we start from vibrational states with quanta in light atoms stretch modes (OH,
CH, NH) which are generally not Franck-Condon active in electronic transitions, we probed

them by exciting vibronic states with the same number of quanta in these modes.

Detection using vibrational predissociation

If no fluorescing electronic state is easily available, another way of detecting the population
of the final state of the Stark measurement is to use a laser pulse to transfer the molecules to a
vibrational state above the dissociation limit of the ground electronic state. The unimolecular
dissociation fragments are then probed by using a third laser to induce an electronic transition
and recording the fluorescence with a photomultiplier. This solution has been used for HOCI
[12] to study the vibrational state with 4 quanta in the OH stretch mode, as shown in Fig. 2.9.

This is a powerful method, as it is applicable to all molecules that can be dissociated by
vibrational overtone excitation. However, the dissociation must be fast compared to the time
that the molecules fly out of the region of the laser overlap and the region observed by the PMT.
Moreover, the products are distributed among several rovibrational states and since we probe
only one product state at a time, we loose the population in the other states. This requires

choosing the rovibrational state of the product corresponding to the main dissociation channel
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Figure 2.8: Stark effect detection using LIF on H2CO.
A first laser pulse populates a single rovibrational state
with 2 quanta of CH stretch, and a second laser pulse
probes either the population transferred by the mi-
crowave or the coherent wavepacket to the first excited
electronic state, that fluoresces to the ground electronic

state.
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Figure 2.9: Stark effect detection using vibrational
predissociation for vog = 4 of HOCL A first laser
pulse populates a rovibrational state with 4 quanta
of OH stretch. Microwave radiation then induces a
pure rotational transition between two rotational of
this excited vibrational state. A second laser pulse
makes a vibrational overtone transition to a dissocia-
tive rovibrational state, and a third laser probes the
OH fragments by LIF.

of the excited parent molecule created in the second step. Thus, the sensitivity of this approach

is reduced by the fractional product population that one can detect at one time.

Detection using electronic photodissociation

Electronic photodissociation can be also used to probe the amplitude of a coherent wavepacket

by transferring it to a purely repulsive electronic state (i.e. an excited electronic surface with

no dissociation barrier). In this case, the molecule is likely to dissociate on a picosecond or even

femtosecond time scale, and we can probe as previously the dissociation products by LIF, with

the same limitations related to the distribution over various dissociation channels. This method
has been applied to HoO and HDO as schematically illustrated in Fig. 2.5.
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However electronic photodissociation cannot be used to detect the population transfer
induced by a microwave radiation between two excited rovibrational states. The electronic
transition that dissociates the molecule is not rotationally resolved and all the rovibrational
states with sufficient energy can reach the electronic continuum. Therefore it is not possible to
determine the difference of population between the two excited rovibrational states since the

populations of both of them are transferred to the electronic state continuum *.

2.3 Summary

We showed in this section that the Stark effect has different expressions, linear or quadratic
with the electric field, for the different types of rotors, and that correction terms due to the
hyperfine structure or to the centrifugal distortion must be added to be able to extract the
dipole moment value from the Stark shift. Two different methods have been used to measure the
Stark shift of vibrationnally excited levels of the ground electronic state, one using a microwave-
induced pure rotational transition, and the other one quantum beats of a coherent wavepacket.
We also described several methods that we have used to detect the change in the molecular
system induced by the Stark electric field. Subsequent chapters will describe in details how

these approaches have been implemented.
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Chapter 3

Fluorescence detected microwave

spectroscopy of rovibrationally
excited HoCO.

This chapter describes experiments in which we measure dipole moments of single rovibra-
tional states of HoCO. As explained in Chapter 2, a single rovibrational state is populated with a
laser transition, a cw microwave source induces a pure rotational transition from a rovibrational

state to another rovibrational state and the microwave transition is detected by LIF.

3.1 Motivation.

Formaldehyde has played a key role in the current understanding of the spectroscopy,
photochemistry, and photophysics of polyatomic molecules. The large body of work on this
molecule, both experimental and theoretical, makes it a uniquely valuable system for quantum-
state resolved studies of non radiative electronic transitions, of vibrational motions in highly
excited states, and of photofragmentation dynamics. Useful reviews can be found in Ref [1] and
Ref. [2]. Moreover, a dozen dipole moments are known for HoCO (see Table 14 of Ref. [1]). For
all these reasons HoCO is a good starting point to apply the fluorescence detected microwave
technique to measure dipole moment of highly excited vibrational states. Normal modes of

H2CO are represented in Fig.3.1 L.

1 A common way of noting vibronic states is to indicate by a subscript the number of quanta in the corre-
sponding vibrational mode (e.g. 52 means ns = 2 in the XA, ground electronic state), whereas a superscript
indicates the number of quanta in the corresponding vibrational mode in the A' A; excited electronic state (e.g. 5°
means ns = 2 in the AIAQ, or 51, electronic state). This notation can be combined with the Jg, k., rotational

state notation to label a rovibronic state, as for example 5% 11;.

37



38 — Electric dipole moments of highly excited molecular vibrational states

4
P

V., Vi
j\ /ﬁ\ \-j\
v, # Vf/

,
Figure 3.1: The six normal modes of HoCO.
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3.2 Experimental procedure

3.2.1 Experimental set-up

We used the experimental sequence shown in Fig. 3.2 to measure the dipole moment of
ground electronic state 52 for example. The experimental set-up is shown in Fig. 3.3 and

Fig. 3.4.
Infrared laser pulses are used to populate a single rotational state within the excited 5o

AtA,

l%?\%
x

4

elfectronic excitation

microwave transition

o
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state selection
5.
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Figure 3.2: Experimental energy level diagram for LIF detected microwave-optical double resonance. A first
laser pulse populates a single rovibrational state with 2 quanta of CH stretch, and a second laser pulse transfers

the population to the first excited electronic state, that fluoresces on the ground electronic state. The LIF is

recorded.

vibrational level of HoCO, that is the state with two quanta in the asymmetric CH stretch

mode. They are generated by difference frequency mixing the output of Nd:YAG pumped dye
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laser with single mode Nd:YAG radiation at 1.064 pym in a LiNbOs crystal, to produce between
1 and 5 m.J/pulse of IR radiation. The dye laser normally has a linewidth of 0.15 em™!, but
this can be reduced to 0.02 cm™! by inserting an etalon inside the oscillator. This linewidth is
largely preserved after mixing in the crystal.

To detect the overtone transition we used a vibronic transition in the A'As + X2A;
electronic band 2. Laser radiation for electronic transition is produced by frequency doubling
another Nd:YAG pumped dye laser in KDP. Both lasers are calibrated on atomic transitions
using an Ar-Ne optogalvanic lamp. The optogalvanic lamp is also used to calibrate a wavemeter
that is in turned used for frequent frequency checks of the laser wavelengths. The microwave
source is a Hewlett-Packard model 83751 A frequency synthesizer, which covers the range from
2 GHz to 20 GHz. An active DBS2640 x 218 frequency doubler-amplifier extends the range to
40GH z. The two (IR and UV) laser beams counter-propagate inside a quasi-static cell (described
in Fig. 3.4). Perpendicular to these beams, an f/1 lens collects HoCO Al A, fluorescence and
images it onto a photomultiplier tube (EMI 9235Q)B).

Laser timing, wavelength scanning, and signal acquisition are accomplished through CA-
MAC modules interfaced to a PC, and a Labview program enables automatic data acquisition,
as well as control of the frequencies and timing of the two lasers and microwave source. The
microwave synthesizer is connected to the data acquisition computer by two TTL logic lines.
One logic level is used to gate the microwave power, so that microwave radiation is present and
absent during alternate laser pulses. The difference between signals from alternate pulses allows
background subtraction. The second logic level is used to step the microwave frequency in preset
increments. To acquire a microwave spectrum, the lasers are tuned to the desired frequencies
and the initial microwave frequency, frequency increment, and power level of the synthesizer are
set manually. The computer then averages the background subtracted LIF signal for a fixed
number of laser shots (typically 20, 40 or 60) and steps the microwave frequency. The frequency
increment is typically 0.1 MHz per data point. The signal and background are averaged for ten
laser shots, and then subtracted.

We used an aluminum body cell with stainless steel baffle arms to reduce the amount
of scattered light from the lasers. The cell body has outside dimensions of approximately
100 x 100 x 180 mm, and it is continuously evacuated by a rotary vane pump (of about 65 m3/h)
in order to maintain a pressure of about 15 to 20 mtorr while slowly flowing sample through
it. A 100 mm O.D.0 flange located at the bottom of the cell provides vacuum feedthroughs

for microwave radiation and dc Stark voltages and supports the Stark electrodes. The Stark

21t is standard to use a compact notation for vibronic transitions where the ground electronic state initial
vibrational state is indicated as subscript, and the excited electronic state final vibrational state as superscript.
For example, 4559 stands for the vibronic transition A'As 4'5° « XA, 405.
We will also combine the rotational transition notation A'As 415° 217 « X1'A; 4052 202 to the previous notation

to label a rovibronic transition.
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Figure 3.3: Schematic view of the experimental set-up used on HoCO. Two Nd : Y AG pumped dye lasers
counterpropagate inside a static cell of HoCO. Microwave radiation is brought into the cell and a Stark voltage
is applied to a pair of electrodes. A PMT records the fluorescence inside the cell. CAMAC modules interfaced to

a PC controls the lasers, the microwave synthesizer, the voltage and the data acquisition.

Microwave

Figure 3.4: Detail of the experimental set-up: inside the cell. Lasers are crossing parallel to the Stark electrodes.
The microwave radiation is introduced between the electrodes, and a photomultiplier tube collects the fluorescence
in the vertical direction.

voltage is produced using a Fluke 410B power supply.
The microwave signal is brought into the cell with 3.58 mm OD hermetically sealed semi-
rigid coaxial cable that goes through a swagelok connector on the bottom flange of the cell.

Inside the cell this cable is connected to an antenna positioned immediately below the Stark
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electrodes. The Stark electrodes consist of 60 x 40 x 4 mm anodized and rounded aluminium
plates, separated by 10 mm and supported by precision machined teflon blocks. The outer part
of the coaxial cable and one electrode are grounded. A mylar sheet electrically isolates the
waveguide from the electrodes (so as not to destroy the synthesizer and the doubler-amplifier
in case of discharge between the Stark electrodes) and provides an hermetic isolation from the
leaks that could occur from the coaxial cable. The waveguide orientation generates a plane
polarized microwave E-field parallel to the dc field giving AM = 0 selection rules. The fact that
we use a metallic cell along with several metallic pieces as Stark electrodes means that there
will be microwave interference effects and standing waves, and we have no information about
such interference patterns. Moreover the coupling between the inner part of the coaxial cable
(the antenna) and the electrode at the Stark voltage, is frequency dependent. Both of these
effects could affect the intensity of the microwave radiation in the volume from which signal is
collected.

The HoCO gas sample has been synthesized by pyrolisis of paraformaldehyde (Aldrich)
polymer in a bath of polyethylene glycol. After the pyrolisis, we carry out two fractional
distillations in a vacuum line and condense HoCO in a liquid nitrogen trap, which allows us to
use the pure monomer gas sample in our cell. We have also simply pyrolized paraformaldehyde
and flowed the entire mixture through the cell, which gives similar results, and thus in most

cases we have proceeded in this manner.

3.2.2 Stark measurements in the X'A; 5, level of H,CO.

For the 52 level of HoCO, which is the first overtone of the asymmetric C-H stretch mode,
the IR a-type transition used for the initial state preparation step (refer to Fig. 3.2) corresponds
to X 59 117 + X 0 212; the microwave a-type transition in the second step is between 17
and 139 rotational levels in the by vibrational level, and the b-type electronic transition used in
the third step to detect the microwave transition is A 4! 15; « X 52 119. The 4359 vibronic
transition used in the detection step is not the one with the largest Franck-Condon factor. The
53 transition, which is stronger, was first used, but the laser dye used to generate this frequency,
LDS698, degrades too quickly. We then tried the 2353 transition using LDS751 dye, but if we
block the IR laser, a signal is observed originating from the UV laser alone. We then changed
the detection step to the 4353 vibronic transition at ~ 780 nm. using a mixture of LDS765 and
LDS821 laser dye, which produces 47.5 mJ/pulse at this wavelength.

Since there is no spectroscopic information in the literature for the 5o vibrational level,
and since we need rotational constants at a sufficient accuracy to be able to find the microwave
transitions in the vibrationally excited state, a photoacoustic spectrum of the 52 band was taken,
as shown in Fig. 3.5.

In order to assign this photoacoustic spectrum, we took a series of IR-UV double resonance
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Figure 3.5: Photoacoustic spectrum of the 52 vibrational band of HoCO. A dye laser is passed through a
photoacoustic cell. When the laser is in resonance with a rovibrational transition of the 52 band, an acoustic

signal is recorded with a microphone inside the cell.

spectra since the fewer and cleaner lines of these double resonance spectra are more easily
assigned than those of the photoacoustic spectrum. The IR laser makes the X5, « X 0o
transition and the UV laser the 4359 vibronic transition. The fluorescence from the upper
vibronic state A 4! is collected. For each spectrum, the UV laser is kept at a fixed frequency on
an unassigned 4(1)58 rovibronic transition, and the IR laser is scanned. Figure 3.6 displays several
of these double resonance spectra. Since the energy levels positions of the ground vibrational
state are precisely known, it is straightforward to assign from the IR laser scans, both the first
and the second laser transitions. Therefore we can determine the energy levels position of the

intermediate 59 vibrational level and thus its rotational constants. The rotational constants are
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Figure 3.6: Double resonance spectra of 52 of HoCO. The detection laser frequency is fixed and the state-
selection is scanned. The Jy., states denote the intermediate rotational state in the 52 vibrational state. It is

derived from the P, @, R lines spacings, which represent ground vibrational state energy differences.
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then refined by fitting the photoacoustic spectrum. The final rotational constants are used to
make an estimation of the desired 52 119 + 52 117 microwave transition frequency.

This microwave transition is found to occur at 4912.65(2) M Hz, as shown in Fig. 3.7.
The 300 ns delay between the infrared state-selection pulse and the UV detection pulse, which
fixes the microwave transition time, limits the theoretical FWMH line width to 3 M Hz. Both
the flight time of molecules through the laser beams and collisional dephasing further shorten
the microwave transition time, resulting in a slightly broader line shape. For this reason the
pressure is also optimized to give the best microwave signal, being careful to avoid arcing at

high values of the Stark electric field. The microwave transition displayed in Fig.3.7 exhibits a

characteristic two-level system Rabi resonance line shape.
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Figure 3.7: Microwave transition between the rotational states 111 ¢ 110 of the 52 vibrational state of HoCO.
When the microwave frequency is resonant with the 111 ¢ 110 transition, a LIF signal is observed at the
photomultiplier tube. We thus observe the LIF as a function of the microwave frequency. The sinc lineshape of

the LIF signal is typical of a two-level system transition which exhibit Rabi oscillations.

As shown in Fig. 3.8, this microwave transition was then recorded for a series of different
Stark voltages. Fig. 3.8 displays the shift of the center transition frequency as a function of the

Stark voltage for the 111 ¢ 11¢ transition within the 5o vibrational state.

3.2.3 Stark measurements in the f(lAl 1; level of H,CO.

A pure rotational transition was also recorded between levels 119 and 177 of the 1; vibra-
tional level of formaldehyde (i.e., the state with one quantum in the C-H symmetric stretch), by
using the IR a-type transition X 1; 1; ¢ « X 1y 2; 1 for state preparation and the UV b-type
transition A 4! 197 « X 1; 1371 for detection of the microwave transition. The frequency
for exciting the former transition was generated by difference frequency mixing the Nd:YAG
pumped dye laser, using LDS821 dye, with the single mode Nd:YAG radiation at 1.064 ym in
a LiNbO3 crystal. This produces IR radiation at about 2780 ecm™! (3.6um) that was aligned
through the cell and superimposed with the UV radiation using a pyroelectric detector. The

UV radiation was generated by frequency doubling a Nd:YAG pumped dye laser, using LDS765
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Figure 3.8: Quadratic Stark effect in J = 1 of HoCO. The frequency of the microwave induced pure rotational
transition 111 ¢ lip in the 52 vibrational level of HoCO is shifted by the Stark voltage. The Stark shift is
proportional to the square of the Stark voltage, which is typical of the Stark effect in an asymmetric top.

dye, in a KDP crystal. The infrared transitions for 5; are taken from Ref. [3] and the UV
transitions are calculated from Ref. [4]. The microwave transition 17 117 «+ 17 139 was found
at 4,945.52(3) M Hz, and its Stark shift was recorded for different voltages as previously to get

the dipole moment of 17 .

3.2.4 5; of H,CO and the calibration of the Stark electric field.

Calibrating the Stark electric field is a very important issue for the accuracy of the mea-
surement. The electric field has different sources of uncertainties: the non-linearity of the
power supply, the inhomogeneity of the Stark electric field between the two electrodes aris-
ing from imperfect parallelism of the electrodes, electric field gradients and edge effects, and
uncertainty on the spacing between the electrodes. To calibrate the power supply, we use a
Hewlett-Packard 3456A digital voltmeter and a high-voltage probe previously calibrated on a
highly stable power supply (Standford Research Systems PS350/5000V-25W, 0.05% accuracy
). The electrode spacing is measured with high precision gauge blocks. This calibration gives a
relatively good precision to our measurements but does not reflect potential systematic errors
associated with electric field calibration. To guarantee that small vibrationally induced changes

in dipole moments can be accurately compared with measurements from different laboratories,
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it is very useful to combine our measured Stark coefficient to the dipole moment of 5; which
is known from Ref. [5] to be 2.2841(47) D. Toward this end, we recorded a pure rotational
transition between the 177 and 1;¢ rotational levels in the 57 level, and measured the Stark
coefficients for this transition. We therefore have a second calibration of our Stark electric field.

An additional and independent calibration of the electrode spacing has been made on a
OCS transition at Rochester University. This third calibration gives an agreement within 0.1%
with the first calibration made using the dipole moment the 5; level of HoCO and is within the

limit of uncertainty of the second calibration made using the gauge blocks.

3.2.5 Higher J transition in the 55 level of H,CO

It is appropriate to make a few remarks on the capabilities and generality of this dipole
moment measuring technique based on Stark microwave spectroscopy. The only requirement for
a molecule to be investigated by this approach is that it have a rotationally resolved electronic
transition with at least a moderate fluorescence quantum yield. Pure rotational transitions
can be observed in high resolution over a broad frequency range. The upper limit is simply
determined by the availability of appropriate radiation sources. For example, as shown in
Fig. 3.9, we have been able, using the same laser set-up as described in Section 3.7, to observe
the 219 « 147 rotational transition in 53 level of HoCO at 140.48208(2) G H z using a backward
wave oscillator (BWO). This allows us to measure higher J rotational transitions, in cases where
it would not be possible to measure low J transitions. In addition small molecules with extremely
large rotational spacings can be studied using this microwave radiation source. This BWO has
a range of 118 — 178 GH z with an output power of about 17 dBm (50 mW). The frequency is
stabilized by a phase lock loop using the Hewlett-Packard model 83751 A frequency synthesizer.

LIF signal

140.470 140.480 140.490 140.500
BWO Frequency /GHz

Figure 3.9: The microwave induced 21 2 <> 11 1 rotational transition in the 52 vibrational state of HoCO at
140 482.08(2) M Hz. The microwave radiation is generated using a BWO synthesizer.
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3.2.6 Stimulated Emission Pumping on X1A; 2,44 of H,CO

The fluorescence detected microwave spectroscopy technique is not limited to overtone
excitation in HoCO which can only access vibrational levels with —CH stretch character. It
is actually possible to access other vibrational levels with different vibrational character, us-
ing the Stimulated Emission Pumping (SEP) technique [6, 7]. In order to prepare planned
pump/dump-microwave-probe experiments, as described in Fig. 3.10, preliminary Stimulated
Emission Pumping experiments have been done on the 214¢ level of formaldehyde. The fluores-

cence is separated from other laser radiations using colored filters.

M\
s AN

LIF detection

{ 1. pump| !2.dump ja. probel
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Figure 3.10: The excited state a is prepared by a pump-dump sequence of two laser pulses (SEP). A probe laser

pulse can enable the detection of the population transferred from state a to state b by microwave radiation.

A rovibronic transition 4} in the A « X electronic system is excited with a first laser,
populating the A 4! state which fluoresces. A second laser, when in resonance with a rovibronic
transition of the X 2;4¢ state, induces dips in the fluorescence, as shown in Fig. 3.11. In this
way single rovibrational states of 214¢ are prepared, with the ultimate goal of inducing pure
rotational transitions and detecting via the 204} rovibronic transition. While we have not added
the microwave step to the pump/dump/probe scheme of the SEP experiment, these spectra
show that is possible to get sufficient signal to enable the microwave transition in 2;4g to be

attempted.
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Figure 3.11: SEP spectra of the 2;4¢ vibrational state of HoCO. The L; pump laser excites the 41 vibronic
state. The three spectra are performed scanning the dump laser L2 at three L; pump laser fixed frequencies. In
this figure dips in the fluorescence are reversed to appear as bumps. There is neither microwave radiation nor

probe laser here.

3.3 Results and analysis

We will now see how we can extract the dipole moment of a vibrationally excited state
of HoCO from the series of scans we took at different Stark voltages, as displayed in Fig. 3.8.
We will first extract the center frequency of the microwave transition as a function of the Stark
electric field, and derive from this the Stark shift from the zero field transition frequency. We

will see then how the dipole moment is extracted from the Stark shifts.

3.3.1 Transition center frequency as a function of the Stark electric field.

The raw data is relatively noisy because of pulse-to-pulse fluctuations in the intensity of
the two lasers, and for this reason the signal is digitally filtered. Since the 0.1 M H 2z microwave
step is smaller than the typical 3 M Hz line width, this improves the signal to noise ratio
without introducing significant distortion. The data are Fourier transformed into the frequency
domain and high frequency noise is removed using a low pass filter. The filter cutoff frequency
corresponds to a period of five data points. Inverse Fourier transformation back to the time
domain provides the experimental signal that we then analyze spectroscopically.

The present microwave transition occurs between M =1 of [111) and M =1 of |119). The
117 M =0) + |l1p M = 0) transition has no intensity when the static and microwave fields
are parallel, as it can be seen in Table 10 — 1 of Ref. [8] for a AJ =0 AM = 0 transition. The

spacing of these two levels increases with the Stark electric field, and the transition is shifted to
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higher frequency, as seen in Fig. 3.12.

M=0

E Stark

Figure 3.12: Schematic energy level diagram showing the Stark shift in the microwave a-type transition 111 ¢ 11p

of HoCO. The M = 0 to M = 0 transition has no intensity.

For every Stark voltage, the microwave transition is fitted with a damped sine-square
line shape function associated with the coherent Rabi oscillations in a two-level system, as
expressed in Eq. 2.14 with ¢ = 300 ns and different p; values. The shift of the center transition
frequency as a function of the Stark voltage for the 592 117 «> b9 17 transition is displayed in
Fig. 3.8. E,.., the microwave radiation electric field amplitude, is not well known, both because
of the possibility of interference effects inside the metal cell (since the radiation wavelength
is comparable to electrode dimension) and because the coupling of the coaxial adapter to the

electrodes is frequency dependent. We therefore consider p;; - Epq, the transition moment times

8004

700

;

LIF signial {a.u}

a20
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Figure 3.13: Dependence of the microwave power on the frequency and its consequence on a two-level transition
line shape, as seen in the transition 111 < lio of 51 of HoCO. The difference of Stark frequency shift due to a
100 V increase in the Stark voltage is sufficient to modify both the pattern of the standing waves inside the cell

and the coupling between the coaxial cable and the electrodes.
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the amplitude of the microwave electric field, as an adjustable parameter that we fix to fit to
the experimental data. The peak intensity of the calculated lines is therefore scaled to agree
with that of the signal. Then, both the center frequency of the transition, v;;, and p;; - Emw
are adjusted for best agreement with the experimental data. v;; has been determined very
precisely to give a zero-field transition frequency of vy = 27,484.33(10) M Hz. The time delay
between the infrared state-selection pulse and the UV detection pulse fixes both the line width
and the frequency of the damped oscillations in the wings of the line. The ¢t = 300 ns laser time
delay gives a theoretical line width of 3 M Hz, but the flight time of molecules through laser
beams and collisional dephasing further shorten the microwave transition time, resulting in a
slightly broader observed line shape. It is interesting to note, as shown in Fig. 3.13, that the
frequency shift due to the Stark electric field is sufficient to change both the coupling coaxial
cable-electrodes and the pattern of the standing waves inside the cell. This modifies significantly
the damped sine-square line shape of the microwave transition since the microwave power fixes
the number of Rabi oscillations occurring during the time between the excitation and detection
laser pulses. The three transitions displayed in Fig. 3.13 do not correspond to the same number
of Rabi oscillations between the 117 and 119 of 57. It is useful to realize that an integer number
of coherent Rabi oscillations between the two rotational levels during the time between the two
laser pulses is equivalent to no transfer of population at all. In this special case, no transition
can be observed.

Fits of the microwave transition give the following transition center frequency to within
100 kHz for the different excited vibrational states and for different Stark fields. These are
listed in Table 3.1.

1; Symmetric C-H stretch | 5; Asymmetric C-H stretch | 55 Asymmetric C-H stretch
Egq.(voltfem) | v(MHz) | Egc(volt/em) | v(MHz) | Eg(volt/em) | v(MHz)
0.0 4945.51 0.0 4887.15 0.0 4912.72
99.76 4946.89 99.76 4888.60 99.76 4914.08
199.52 4950.86 199.52 4892.43 199.53 4917.98
299.28 4957.67 299.29 4895.37 299.30 4924.59
399.05 4966.91 399.09 4908.87 349.19 4929.18
498.81 4978.98 598.65 4935.47 399.10 4934.36
598.57 4993.56 698.45 4952.62 448.98 4939.96
698.33 5011.02 798.24 4972.60 488.88 4946.30
798.09 5030.83 898.02 4995.10 548.76 4953.39
897.85 50563.14 997.82 5020.30
997.62 5078.05

Table 3.1: Stark effect data for excited vibrational states of HoCO. 111 4 110 transition center frequencies are
indicated along with the Stark field applied for the 11, 51 and 52 states of HoCO.
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3.3.2 Extracting the dipole moment from Stark shifts.

The Stark shift results from the interaction of the |133 M = 1) and |139 M = 1) levels
with one another through the dipole moment matrix element (113 M = 1|pg|l10 M = 1) (since
the b component of the dipole moment is zero by symmetry), and from the a-type interaction
of the |13 M = 1) and |139 M = 1) levels with the surroundings energy levels. This is shown
schematically in Fig. 3.14.

000

Figure 3.14: Interaction of the different rovibrational levels of HoCO through the a component of the dipole
moment in the molecule-fixed frame. The Stark shift of the |110) and |111) levels is expressed by Eq. 3.1 and

Eq. 3.2. The dashed lines represent interactions between states due to the a component of the dipole moment.

According to the exact expression for a two-level interaction given in Eq. 2.11, to which
must be added the interaction with the |211) and |215) levels according to Eq. 2.8, we can write

the energy of the |119) and [111) levels as

~1/2

i 2
e - (Ri). (_......._...v?m—v?u) (0 TR
2 2 20 yzll——l/llﬂ
- 9 1172
B P P Yo = ¥y uEfMK 3 B
Yin = 2 + 2 200 — v (3:2)
12 11

where f is the appropriate conversion factor 0.503411 M H z/ (DF%I) This can be expressed as:
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(3.3)

The interaction term with the |21;) and |212) levels contributes less than 100 £Hz to the

Y212 ~ Vi

)
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Stark shift, even at the largest field strengths. We fit the observed Stark shift Arv by adjusting
p for each value of the Stark electric field F.

We repeat this procedure for all the microwave transitions recorded at different electric
fields, and get a value of u, for the vibrational states 51, 5o and 1;. The value for the first
state 51 is a check to ensure that our calibration is correct (see Section 3.2.4), since it has been
previously measured in Ref. [5]. We do not have to include any hyperfine correction, as 12C
has no nuclear spin. Moreover, as we are using states with J = 1, the centrifugal distortion
correction should be negligible as explained for water in Appendix C.

The uncertainty in the dipole moment value can be expressed as

(5 (3 () (3

where the first term under the square root comes from the uncertainty in the electrode spac-

ing, the second from the non-linearity of the power supply, the third from the uncertainty in
determining the line center from our fitting procedure, and the fourth from the uncertainty of
the Stark coefficients. In the HoCO experiment, the dominant uncertainty terms are (%}C) and
(%). The calibration procedure is explained in Section 3.2.4. We estimate the uncertainty of a
single dipole moment value to be ( éf) = 0.24%. We then average several spectra, recorded for
several Stark voltages, to get the final uncertainty on the dipole moment. This gives a dipole
moment of 2.2944(50)D for 17 and of 2.2936(47)D for 5.

3.4 Discussion: the dipole moment function of H,CO.

Table 3.2 summarizes the dipole moment measured during this work along with those
previously recorded for other vibrational states. Figure 3.15 displays the evolution of the dipole
moment upon vibration for the 6 normal modes of HoCO.

We anticipate from Section 1.3 that the formaldehyde dipole moment should exhibit linear
dependence with vibrational quantum numbers, v;, increasing for stretching modes and decreas-
ing for bending modes. A brief glance at Table 3.2, however, shows this not to be the case.
While the carbonyl stretching mode v» fits this simple description, with p exhibiting nearly
linear increases for the 0g, 27 and 29 states, the v5 mode behavior is so nonlinear that the
moment for the 5o state lies between those of the 0y and 5; states. It is not possible to fit
the twelve moments in Table 3.2 with well determined values for u. and the six a; coefficients
from Eq. 3.4. Since the effects of cubic potential constants and %f—li;‘ are incorporated into the a;
coefficients, the inability of Eq. 3.4 to fit the observed HoCO moments most likely arises from
either the breakdown of the assumption of isolated, non interacting modes that is implicit in

this expression or from a dipole moment surface that cannot be well described by a Taylor’s
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vib. state u (D) Ref. (u— po) (D)

0 2.3316(5) [9] 0.0
14 2.2944(50) | This work | -0.0372
2, 2.3469(15) |  [10] | +0.0153
2, 2.3605(20) | [11] | +0.0289
3, 2.3250(25) [5] -0.0066
4 2.3086(5) [9] -0.0230
44 2.2723(86) [12] -0.0593
5 2.2841(47) [9] -0.0475
Sg 2.2936(47) | This work | -0.0380
6 2.3285(5) [9] -0.0031

24, | 2.2825(33) | [13] -0.0491

24 | 2.322(47) 13] -0.0094

Table 3.2: Collection of the experimentally measured dipole moments for the ground electronic state of HoCO.

series expansion truncated at the second derivatives

3N-6 1
(Mo = pe+ Z ai(vi + 5) (3.4)
) % kiij Op
with a; = 5‘(‘1? - (1 + 5‘,,)"&;‘5&; (35)

J

While we usually consider the normal mode approximation to be reasonably accurate for
low vibrational quantum numbers in molecules the size of HoCO, this certainly need not be
the case. One consequence of mixing between normal modes is a perturbation in the dipole
moments of the mixed states relative to the predictions of a simple linear model. In fact,
dipole moment measurements have been used as a diagnostic of vibrational state mixing in OCS
[14] and NHj [15, 16]. While at least some of the non-linear evolution of the dipole moment
in HoCO with vy excitation is likely to arise from vibrational state mixing, it can also arise
from higher-order terms in the dipole moment surface. Having independent information on
either one of these two contributions would make it possible to determine the other. A rational
approach to this problem would combine ab initio calculations of the dipole moment surface and
vibrational wave functions with experimental Stark effect measurements of the kind reported
here. Accurate calculations of dipole moments to compare with those listed in Table 3.2, as well
as those of several different isotopomers in the ground [9] and excited states [12, 17, 18] would be
an excellent starting point. We hope that our dipole moment data for highly excited vibrational
states will stimulate new theoretical calculations, and that the combination of these efforts will

significantly improve our understanding of molecular electronic structure and vibrational state
mixing of HoCO.
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Figure 3.15: Evolution of the dipole moment upon vibration for the different normal modes of HoCO.

3.5 Summary

We have used fluorescence detected microwave spectroscopy to determine the only missing
fundamental dipole moment, p1, = 2.2944(50), and to measure the dipole moment of the first
overtone of the asymmetric CH stretch, ps, = 2.2936(47) of HoCO. We have shown that
a simple perturbative dipole moment function could not explain the evolution of the dipole
moment upon vibration mainly because of vibrational state mixing and higher-order terms in

the dipole moment surface.
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Chapter 4

Photodissociation-detected
microwave spectroscopy of

rovibrationally excited HOCI.

This chapter describes an experiment in which we measure dipole moments of single rovi-
brational states of HOCI with 4 quanta in the OH stretch vibrational mode. As explained in
Chapter 2, a single rovibrational state is populated with a laser transition, a cw microwave
source induces a pure rotational transition from a rovibrational state to another rovibrational
state and the microwave transition is detected by photofragment LIF. This work is an extension
of the Double Resonance Overtone Photofragment Spectroscopy (DROPS) technique that has

been used to study the unimolecular dissociation dynamics of small molecules [1, 2, 3, 4, 5].

4.1 Motivation.

HOCI is an interesting molecule for both theoretical and experimental reasons because its
relatively simple structure and well separated vibrational modes make the high-energy dynamics
easy to access by OH overtone excitation. Numerous studies have produced potential energy
surfaces and accurate spectroscopic constants for levels below the dissociation threshold. The
spectroscopy and state-to-state unimolecular reaction dynamics of HOCI near the dissociation
threshold has been investigated extensively, a good review of which can be found in Ref. [5].
From a practical point of view, HOCI plays an important role in the catalytic depletion of the
stratospheric ozone, acting as a reservoir for active chlorine [6], and thus its spectroscopy and
dynamics are important for atmospheric studies.

When referring to vibrational states of HOCl we use the notation (nom,ne, noct) to in-

dicate the number of quanta in the OH stretching, HOCI bending and OCI stretching modes

87
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respectively. These states are zeroth-order eigenstates of an approximate Hamiltonian which is

separable in the above mentioned coordinates.

4.2 Experimental procedure.

We describe here Stark effect measurements on a pure rotational transition in HOCI con-

taining four quanta of OH stretching excitation (voy = 4), at about 14,000 ecm™!.

A2t
OH LIF probe of OH

3 —a microwave transition
- R -
state selection
1 ettt —————-
V=0 e J" Ka" Ke
HOCI

Figure 4.1: Energy level diagram for the experiment. A first laser pulse populates a rovibrational state with
4 quanta of OH stretch. As shown in the inset a microwave radiation then induces a pure rotational transition
between two rotational levels of this excited vibrational state. A second laser pulse makes a vibrational overtone

transition to a dissociative rovibrational state, and a third laser probes the OH fragments by LIF.

The experimental procedure involved is quite similar to those described in Section 3.2 or
in Ref. [7] and Ref. [8]. As for HoCO, there is a state-selection step followed by a microwave
transition. However, since there is no fluorescing electronic state that we can easily access for

detection of the microwave transition, we use vibrational overtone excitation to a predissociative
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level followed by LIF of the unimolecular dissociation fragments (see Section 2.2.3). Figure 4.1
shows a schematic energy level diagram for the experiment, and Fig. 4.2 gives an overview of

the experimental set-up. Following the procedure described by Barnes and Sinha [9], HOCI is

2R 1 VIS

F e

Figure 4.2: Experimental set-up used for vog = 4 of HOCl. Three pulsed Nd : YAG pumped dye lasers
generate respectively the state-selection pulse, the dissociation pulse and the OH electronic excitation pulse. The
three laser beams are focused in a quasi-static cell of HOCI in between a pair of electrodes. Microwave radiation
is generated and introduced inside the cell at the focal point of the lasers. A power supply provides the Stark
voltage at the electrodes. A photomultiplier tube records the OH fluorescence. CAMAC control units control the

scanning of the lasers, of the microwave synthesizer and the data acquisition of the LIF.

prepared in situ by flowing HoO and Cly at a pressure of several mTorr through a glass column

packed with glass beads and yellow HgO. HOCI is produced by the reaction:
HgO + Hy0 + 2Cly, — 2HOCI + HgOCl,

and slowly flows through a gas cell at a total pressure of approximately 20 mTorr.

The state-selection step is made by a Nd:YAG pumped dye laser, using LDS751 dye,
which produces 50 m.J /pulse at about 14,000 cm ™! to induce the (400) 167 16 + (000) 157 15
rovibrational a-type transition of HOCI.

The microwave radiation is generated by a Hewlett-Packard 83751 A synthesizer and a DBS
2640X 218 frequency doubler and enters the cell via a semi-rigid coaxial cable, where it is coupled
to the Stark electrodes using a K-band waveguide to coaxial converter.

As for the detection step, after a 500 ns delay, IR laser pulses excite the (600) 189,18 +

(400) 179,17 transition [10, 4], putting the molecule in a state above the barrier for dissociation
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into OH + Cl. These IR pulses are generated by difference frequency mixing the output of a
Nd:YAG pumped dye laser, operating on DCM dye, with the single mode Nd:YAG radiation
at 1.064 pym in a LiNbOj3 crystal. Approximately 20 ns later, UV laser pulses from frequency
doubled Nd:YAG pumped dye laser are used to probe the nascent OH fragments from the
unimolecular dissociation of HOCL. The Q;(1) transition of OH in the A + X electronic band
is used for OH LIF detection. This transition offers the greatest efficiency for the product state
distribution produced here [2], since the most highly populated level of OH has N = 1.

The microwave signal between (400) 179,17 « 16116 is found to be at 27,484.33(10) M H z,

as can be seen in Fig.4.3.

o480 MHz | 27490

Figure 4.3: Microwave induced pure rotational transition 17 17 ¢ 161 15 in voy = 4 of HOCL The 2%16+1 = 33
M-components of the transition are degenerate. The dashed curve is the experimental data, and the solid curve
is a Rabi two-level line shape for a 500 ns delay between the visible and infrared laser pulses. It has a FWHM of
1.8 MHz.

It is useful to comment on the choices of transitions we made for the different steps of our
experiment and how they are related to the limitations inherent to this technique.

The dissociation barrier for HOCI is at 19, 290.3 em™!, which is 160 em™! above the (600)
level [2]. This means that at least an equivalent amount of rotational energy must be added
to reach dissociative states, and this corresponds to the J = 16 for K = 0 [1, 2]. The height
of the HOCI dissociation barrier prohibits us from reaching low J, K transitions in both the
(400) and (600) states and therefore limits us to studying high J states if we use excitation
to the (600) level for detecting the microwave transition. Because of the limited frequency
range of our microwave synthesizer, suitable transitions occur when the .J state in the K =1
manifold is accidentally nearly degenerate with the JJ + 1 state in the K = 0 manifold. Thus,
our limited frequency range, the dissociation requirement, large A rotational constants, and the

nearly symmetric top nature of HOCI severely restricts the number of available transitions. One



Photodissociation-detected microwave spectroscopy of HOCI 61

could imagine using excitation to vibrational states well above the dissociation threshold as a
detection step, however the unimolecular dissociative lifetime decreases when going to higher
predissociative states [4, 5], which broadens and weakens the transitions and prohibits us from

reaching low J, K levels.

In spite of all these requirements which restrict the number of feasible transitions, two
possible microwave transitions were found. The first is (400) 157 15 < (400) 169,16 calculated to
be around 5.5 GHz and the second one is (400) 17917 < (400) 16116 calculated to be around
27.5 GHz. Because collisional dephasing further shortens the microwave transition time, one
would observe a slightly broader line shape for the lower frequency transition. Because the
collision induced population transfer between the two rotational states is likely to be slower in

the higher transition frequency case, we chose to focus on (400) 17917 « (400) 161 16.

We first recorded the (400) 17,17 «+ 161,16 transition at 27,484.33(10) M H z in the absence
of a Stark field. The transition line shape is displayed as a dashed line in Fig. 4.3 along with a fit
of a two-level transition probability using Eq. 2.14 for a 500 ns measurement time (solid line).
The pure rotational transition occurs during the time-delay between the visible and the infrared
laser pulses, which fixes the time available to generate the microwave signal. The longer this
time, the narrower will be the microwave absorption line until either the pulse delay exceeds
the transit time of HOCI molecules across the laser beams or until collisions become significant.

This represents a second limitation to the time available for the microwave measurement. The

. i / »
# \Jl
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Figure 4.4: Microwave induced pure rotational transition 170,17 <> 161,16 in vog = 4 of HOCl in a 1400 volts/cm
Stark field. The dashed curve shows experimental data, while the three solid curves are calculated line shapes.
The heavy solid line has up adjusted to 0.001 D larger than the optimal value, so the high frequency edge of the
solid and dashed curves are resolved. The two lighter solid lines use dipole moments differing by 4-0.5% from the
optimum value. The frequency axes display absolute and relative positions of the Stark shifted signal. Note that

the experimental data do not extend to low enough frequency to include the weakest two Stark components.
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delay has been optimized at 500 ns between the visible and the IR pulses, which produces a
1.8 M Hz FWHM line width. Moreover the pressure is optimized at 15 — 20 mtorr to minimize
collision broadening. To ensure power broadening is not an issue, microwave scans were recorded
using from 9 dBm to —7 dBm.

The second step of the experiment is to generate a Stark field to split the zero field mi-
crowave transition into its M components. The Stark field is produced using a Fluke 410B power
supply which is calibrated using a Hewlett-Packard 3456 A digital voltmeter and a previously

calibrated high-voltage probe. The electrode spacing is determined with precision gauge blocks.

When applying this external Stark electric field the previous zero field microwave transition
splits up into 17 unresolved Stark components, as the M-degeneracy is lifted. Figure 4.4 shows
a spectrum for Egiorr = 1400 V/em as a dashed line. Data of this type were recorded for Stark
fields from 1000 V/em to 2000 V/em in 100 V' increments.

4.3 Results and Analysis

Figure 4.3 displays the pure rotational transition 167 16 <= 170,17 at zero external electric
field. This transition clearly shows the damped sine-square dependence associated with Rabi
oscillations in a two-level system, as expressed in Eq. 2.14. Since the two rotational levels
have been deliberately chosen to be accidentally close so that they fall within the range of our
microwave generator, we can use the treatment discussed in Section 2.1.2 for two nearby levels,
and consider to a first approximation a two-level system. Since HOCI is nearly a symmetric top,
we can write in a first approximation the two rotational states as Wang linear combinations of
symmetric top basis wavefunctions, and the transition dipole moment matrix element can be

written as:

(J2-M?)(J-K)J—-K-1)
— v
HIKM—J-1LK+1,M = Ky \/ 22 (2] — 1) (2T + 1) (4.1)

where p; is the b component of the dipole moment of the vibronic state ». In the absence of
a Stark field, the transition is a superposition of 33 degenerate M-components, each having its
own matrix element. When the spatial degeneracy is removed by the Stark field, as displayed
in Fig. 4.4, the signal consists of 17 components, each one (except M = 0) being a doubly-
degenerate two-level transition since we have a second-order Stark effect (see Section 2.1.2) and
AM = 0 selections rules (see Appendix A). In Figure 4.4, the dashed line represents experimental
data.

Using the expression for the Stark effect derived in Section 2.1.2 that is dominated by the
matrix element of Eq. 4.1, we get from Eq. 2.11, the frequency shift of each M-component as a
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function of the Stark field

AV = W’(J, K, M‘) Estark) - W(J - 1,K “‘l“ 1, M, EStark) (4.2)
_ B (- MA(J - K)(J - K~ 1)
) J2(2J —1)(2J +1)

As the Stark splitting is smaller than the line width, we do not see 17 separated components
but a modified lineshape. The M components with the most intensity and largest frequency
shift form a sharp edge on the high frequency side of the microwave signal that accurately defines
the Stark shift.

The frequency shift given by Eq. 4.2 accounts for more than 90% of the total observed
Stark shift due to the accidental degeneracy of the two levels involved. This makes the frequency
shift primarily sensitive to the b-component of the permanent dipole moment, py. However, a
complete data analysis must take into account other contributions to the Stark effect.

First we must account for up to the fourth order terms in the 164,16 — 179,17 interaction by

expanding the two-level system solution of Eq. 2.11:

2
(“ﬂ w2> 4_“2E2
2
wy + w2

wy — wo 1 2uFE 2 1 2uFE 4
+ 14 = —— —_— ) 4.4
2 2 { + 2 (wl — w2 i 4.2! w1 — Wy ( )

We have also to consider real asymetric rotor dipole moment matrix elements (tabulated in
appendix V of Ref. [11] or calculated using SPFIT/SPCAT set of programs) and not simply

1
2
W= Witwe

; (4.3)

Wang linear combinations of symmetric top basis wavefunctions as in Eq. 4.1. Moreover, we
must consider additional p; matrix elements from all the states lying around the 164 16 and

179,17 levels, as long as their contribution is not negligible. We thus considered the following

interactions:
16116 < 17215
16116 « 15p15
16116 <+ 15213
17017 < 18118

Note that we did not include 164,16 <> 162,15 and 17,17 ¢> 171,16. Indeed the Stark shift induced
on states with AM = 0, AJ = 0 is proportional to M?2 [11], thus the shift on the M = 0,1,2
components of 161 16 and 17¢ 17 induced respectively by 16915 and 171 16 is negligible.

The a-component of the permanent dipole moment p, of HOCI does not make a significant

contribution to this Stark effect both because py, is very small (0.36 D in the ground state [12])
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and because the a-type terms all have large energy denominators. We can then calculate the

Stark shift for every M value in terms of a single parameter pp.

We also take into account the slight lifting of the M = 41 degeneracy by the chlorine
hyperfine structure (I(**Cl) = %, Q = —8.165.1073° m?) as explained in Section 2.1.4. If the
nuclear quadrupole moment of the Cl atom makes negligible contributions to the zero field
transition, the Stark effect and hyperfine energies have comparable magnitude, and we are
therefore in the intermediate field regime. We can carry out a Stark hyperfine calculations
using an uncoupled basis set |J, I, My, M) and the nuclear quadrupole tensor of the ground
vibrational state [13]. The relative intensities for a given M-component, of the ((2 * -g +1)(2 *
16 + 1) = 122) Stark hyperfine components are derived in Appendix 1 of Ref. [11], and the
Stark hyperfine components are superposed to the M-components. Note that if we were able
to examine transitions for low J values, where the nuclear quadrupole structure would have
been resolved, we could have measured the nuclear quadrupole constant which contains a useful

description of the electron distribution at the chlorine nucleus.

The total expression for the Stark shift, resulting from the different expressions above,
indicates that the low M values exhibit both the largest frequency shifts and intensities, and
henceforth the shape of the spectrum in Fig. 4.4, where the stick diagram represents the calcu-
lated shift and intensity of each M-transition. The frequency and shift distribution of Fig. 4.4
forms a sharp and well-defined high frequency edge on the signal. Using the expression for the
total Stark shift along with the intensity expression given by Eq. 2.14, with ¢ = 500 ns (which
is fixed by the lasers timing) and a value of y;, we can calculate the lineshape of the transition.
The three solid lines in Fig. 4.4 represent the calculated curves for different values of u;. The
peak intensity of the calculated curves is scaled to agree with the M = 0 peak intensity of the
experimental signal, by adjusting the microwave radiation amplitude Ey,,. The Stark shift v;;
and the dipole moment p; are also adjusted to get the best agreement between the observed
and simulated signal. Fi,,,, the microwave radiation electric field amplitude, is not well known
because of the possible standing waves and interference effects that can occur and because the
coupling of the coaxial adapter to the electrode is not known and should be frequency depen-
dent. We therefore consider E,y,,, as an adjustable parameter that we fix to fit the experimental
data. The radiation field E,,,, primarily determines the slope of the low frequency side of the
simulated signal. The time delay ¢ = 500 ns, determines both the linewidth and the frequency
of the damped oscillations in the wings of the line. py is fixed by the clean and near vertical high
frequency edge of the signal. A small amount of excess linewidth, arising from unresolved Cl
quadrupole hyperfine splittings and residual Doppler width can be observed on Fig.4.3. These

broadening mechanisms partially wash out the damped sine-squared oscillations.

First, v;; has been determined very precisely from Fig. 4.3 to give a zero-field transition
frequency of vy = 27,484.33(10) M Hz. Then, for each electric field Eg;q. used, the calculated
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Egc(voltfem) | pp(D) | vm=o(MHz)
983.7 1.592(15) | 27489.51
1180.2 1.555(10) | 27491.44
1377.0 1.561(8) 27494.08
1475.4 1.562(7) 27495.54
1573.8 1.569(6) 27497.20
1672.2 1.562(5) 27498.73
1770.8 1.561(5) 27500.45
1869.0 1.563(4) | 27502.34
1967.7 1.563(4) 27504.29

Table 4.1: Stark fields, dipole moment fit to the data and calculated frequencies for the M = 0 components of
the 179,17 ¢+ 161,16 transition in vor = 4 of HOCL

and observed signals are displayed together and gy is varied until the high frequency edge of the
two waveforms is superimposed. For calculated signal represented by the heavy solid line, the
value of yy is 0.001D larger than optimum so the two calculated and experimental waveforms
can be distinguished at the high frequency edge. The two lighter solid lines use dipole moments
differing by +0.5% from the optimum value. The dipole moments obtained in this way are listed
in Table 4.1, along with Eg;,+ values and calculated frequencies for the M = 0 component.
The experimental accuracy listed with the dipole moments are based on maximum Stark
shifts deviating from the calculated values by no more than 100 kHz. As in the case of HyCO,

the uncertainty on each individual dipole moment determination is given by

b 8V, (ALY, (32)+ (52)

In this experiment, the critical uncertainties are both the determination of the Stark shift
(%}’-) ~ 0.5% and the electrode spacing with (%—4) = 0.6%. This large uncertainty on the

electrode spacing comes from the dispersion of the results when measuring the spacing with
gauge blocks or determining it from the known dipole moment of 5; of HoCO. We measured
the dipole moment from several microwave spectra and for several Stark voltages, as reported in
Table 4.1. A weighted average of the individual dipole moment values obtained in this way gives
py = 1.562(9) D, where the £0.009 D final uncertainty includes both statistical and calibration

uncertainties on the individual dipole moments we average on.

Since we measured the dipole moment using a high J transition, it is important to address
the centrifugal distortion problem. Reference [14] reports a value of 1.4708(60)D for p; of HOCI
in the ground vibrational state using the 17; 17 — 180 1 transition, a value 1.4707(60)D using
the 20920 — 199,19 transition, and a value of 1.472(36)D using the 13 — Op transition. gy, is
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reported to be 1.463(30)D in Ref. [12] for the same 1¢ ; —0p o transition. The uncertainty in low .J
transition is greater because the signal is weaker. Even if it is difficult to say something because
of the large uncertainty on the small J transitions, it seems that the rotational contribution to
the dipole moment affects the third decimal of the dipole moment. Although there is no reason
that the rotational contribution should be the same for vog = 0 and for vog = 4, this gives
an order of magnitude, which is on the same order than our measurement uncertainty. Since it
is not possible to calculate to a satisfactory accuracy the centrifugal distortion, we must keep
in mind that the dipole moment value we get for vog = 4 is related to the 16116 + 179,17
transition.

The dipole moment data that we have obtained for vibrationally excited states of HOCI
are limited to u; components. While we have devoted substantial effort to both microwave
double resonance and Stark induced quantum beat experiments to measure p,, the combination
of spectroscopic and HOCI dissociation requirements has made it impossible to obtain p, values
for vibrationally excited states of this molecule. Moreover a strong hyperfine constant completely

washes out the quantum beat oscillations.

4.4 Discussion: The dipole moment function of HOCI.

We can use the geometry of HOCI and a bond moment model to interpret u. The a inertial
axis is just 2 degrees from the O — Cl bond axis, and this angle varies by only 0.2° for the excited
states in question. We can thus consider that the inertial frame does not move with vibration and
that the inertial contribution is negligible for HOCI, due to the mass of the chlorine atom (see
Fig.4.5). From the rotational constants for the three vibrational states, we can verify that the
HOCI angle changes by 0.4° in going from vog = 0 to vog = 4. Thus the O — Cl bond moment
has a negligible projection on the b axis. The OH bond lies at a 15° angle relative to the b axis,
making u, = pop cos(15°). Thus, to a quite good approximation, the p; values reported here
represent OH bond moments, that we can determine by making this small correction. Together
with the previously published dipole moments for HOCI, u, = 1.472(36) [12] for the ground
state and pp = 1.515(5) for vog = 2 [7], we summarize the results for HOCI in Fig. 4.6. As
shown in this Figure 4.6, uog appears to vary linearly with vibrational energy. As explained in
Section 1.3, such behavior is expected even in the presence of mechanical (wez.) and electrical
(g—;%) anharmonicities, if the energy is localized to the extent that the vibrational excitation can
be treated like a single oscillator. The linear dipole moment behavior that we observe in HOCI
is thus evidence for local mode behavior [15, 16]- that is, that the OH stretching mode is not
significantly mixed with other modes for energies up to 14,000 ¢m™1. This is consistent with
our earlier observation of just small, local perturbations in vomg = 6 rotational energy levels

structure [2].
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Figure 4.5: Position of the inertial axis system for HOCIl. The a axis is very close to the O — Cl bond. Due to
the high mass of the Cl nucleus compared to the H nucleus, the molecule-fixed frame almost does not tilt with

OH stretch vibrational excitation when the OH bond length is elongated due to vibrational anharmonicity.

However, the magnitude of the dipole moment is expected to eventually decrease, since the
dipole moment of very highly excited OH stretching states of HOCI must approach the 1.2974 D
moment of OCI [17]. Tt is not clear at what point the OH bond moment in HOCI will turn over,

but it must do so at sufficiently high levels of excitation.

4.5 Summary

We used photodissociation-detected microwave spectroscopy to measure the b component
of the dipole moment of HOCI with four quanta of OH stretch to be u, = 1.562(9)D. Comparing
it with previous dipole moment measurements [12, 7], we showed that p; appears to vary linearly
with vibrational energy and that he OH stretching mode is not significantly mixed with other

modes for energies up to 14,000 em™1.
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Chapter 5

Stark induced quantum beat

spectroscopy of rovibrationally
excited HoO/HDO.

This chapter describes experiments in which we measure dipole moments of single rovibra-
tional states of HoO and HDO in the time domain. The technique of Stark induced quantum
beat spectroscopy used here is complementary to the Stark microwave technique discussed in
Chapters 3 and 4.

5.1 Motivation

The dipole moment surface (DMS) of the ground electronic state of water directly affects
the absorption spectrum from the microwave through the near-UV portions of the spectrum,
and this makes it particularly important for understanding energy deposition in the Earth’s
atmosphere. Water accounts for about 70% of the atmospheric absorption of incoming solar
radiation [1] and is the most important greenhouse gas, trapping reradiated energy. Thus water
plays a crucial role in the Earth’s energy balance, and its spectrum is an essential part of
atmospheric models. The fact that the best models cannot account for up to 30% of solar
radiation incident on the Earth [2] stresses the importance of a quantitative understanding of
the water absorption spectrum and the need for an accurate water DMS.

Difficulties in line strength calculation along with experimental difficulties associated with
measuring accurate absorption cross sections [3, 4, 5] call attention to the need for improving
the DMS for water [6], particularly for configurations far from equilibrium, which strongly affect
the overtone and combination band transitions occurring at short wavelengths. Dipole surfaces

can be improved both by generating new ab initio data points for DMS development, and by

71
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measuring dipole moments of highly excited rovibrational states (i.e. for configurations far from
equilibrium) to use as critical benchmarks for judging current and newly constructed surfaces.
Tt is for this purpose that we developed this technique for measuring dipole moments of highly
excited rovibrational states of HoO.

Single deuterated water, HDO, is a simpler molecule than HyO, since the high frequency
normal modes consist of vibrational motion largely localized in the OH and OD bonds [7,
8]. Moreover, it does not exhibit tunneling associated with the identical H atoms in HaO [9].
Moreover HDO and HsO have the same DMS. For these reasons it is useful to measure dipole
moments for highly excited rovibrational states of both HoO and HDO to compare them with
those obtained from calculated DMS’s, with the goal of improving the latter.

This chapter describes the measurements we made for vibrational states with 4, 5 and 8
quanta in the OH stretch of these two molecules. The evolution of the dipole moment function
with vibration will be discussed. We will also compare our experimental data with high level ab

wnitio calculations.

5.2 Experimental procedure

We discuss the application of this technique to the specific case of HoO and HDO excited
with 4, 5 and 8 quanta of O-H stretching vibration [10, 11, 12]. The principles of the technique

have been described in Section 2.2.2.

5.2.1 von =4 and 5 of H,O/HDO.

Figure 5.1 represents the energy level diagram for our dipole moment experiments of the
vog = 4 level of HoO. For both H2O and HDOQO, a linearly polarized nanosecond laser pulse P;
excites at time 71 a J = 1 rotational level of an excited vibrational state. The laser polarization
is oriented at 45° with respect to the Stark electric field, creating a wave packet that is a coherent
superposition of the J = 1, M = 0 and M = +1 states (quadratic Stark effect, see Section 2.2.2).
At time 79, a second linearly polarized nanosecond laser pulse Py projects the wave packet from
the vibrationally excited state to the A'B; dissociative electronic state. Pulses P; and P, are
polarized parallel to one another, at 45° to the Stark electric field, using Fresnel rhombs. A third
nanosecond laser pulse Ps, polarized parallel to the Stark field (AM = 0 selection rules), excites
at time 73 the Q1(1) line in the Av = 0 band of the A + X transition of the resulting OH/OD
photofragments. A PMT records the total LIF signal. P; and P» are counter-propagating and
focused into the cell. P, and P; are superimposed using a dichroic mirror. The three J =1
rotational levels are excited using different initial states. The scheme for the vog = 5 level is
the same apart from the different frequency of P;.

P, is produced by a Nd:YAG pumped dye laser, (using LDS750 dye for vog = 4, Rh 610+
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Figure 5.1: Energy level diagram for vom = 4 of HoO and HDQO. A first laser populates a rovibrational state
with 4 quanta in the OH stretch. A second laser brings the molecule to a purely repulsive electronic state. A
third laser probes by LIF the OH fragments.

Rh 640 for |5,0)~ and |4,0)7|2) 1) and P, is the fourth harmonic of a Nd:YAG laser (266 nm)
obtained by doubling the second harmonic in KDP. P5 is produced by doubling a Nd:YAG
pumped dye laser, using Rhodamine 640. The three lasers are overlapping and focused in the

center of the cell, halfway between the two Stark electrodes surfaces and about 10 mm from

1This local mode notation refers to the number of quanta in each identical OH oscillator of H20. |ni1,ns)
denotes the state with n1 quanta of stretch in bond 1 and ns quanta in bond 2. This notation is completed by
appending the number of bending quanta np present: |ni,ne)|ns). In the absence of bending excitation, it is
common to drop the appended zero from the notation. If the two local oscillators are not coupled, the |n1,ns2),
[na2,n1) pair of states is degenerate, but any interaction between the oscillators removes the degeneracy and the
resulting eigenstates are symmetric |[+) (or |s)) and asymmetric |-} (or |a)) linear combinations of the |n1,na),

[n2,n1) basis functions:

1
+) = E([m,m)%—[nz,m)) (5.1)
-) = -—éum,n»—lnz,m» (5.2)
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their top edges. The electrodes are parallel stainless steel metal plates separated by quartz
spacers. The plates were machined and then flattened using cold diamond grinding. The quartz
spacers are made from plane parallel windows (CVI, PW1 — 1037 — UV') with a wedge < 10
seconds of arc, a A\/10 surface quality and a thickness tolerance of +0.010”. The thickness has
been measured with a precision sensor head in a temperature stabilized environment and the
averaged measurements give a spacing of 9.7285+5.10"% mm. The effect of fringing fields in this
geometry was investigated with the SIMION computer program [13] and found to be negligible.
The voltage between the electrodes is set by an H NC20000 Heinzinger high voltage power supply
controlled by a Hewlett-Packard 593034 D/A converter. To calibrate the power supply, we use
a Hewlett-Packard 34564 digital voltmeter and a high-voltage probe previously calibrated on
a very stable power supply (Standford Research Sytems PS350/5000V-25W, 0.05 % accuracy).
The calibration is periodically performed to check for long term drift. The overall uncertainty

for the electric field is estimated to be 0.1%. The HoO sample is slowly pumped through the

Figure 5.2: Experimental set-up used for vog = 4 and 5 of H2O and HDO.

cell at 15 — 20 mTorr pressure . HOD is obtained by mixing HoO and D-O.
The pump-probe delay At = 7 — 71 is measured using a fast photodiode taking the

reflections of the counter propagating pump and probe lasers at the Brewster angle windows of
the cell. To maintain the Brewster angle, the windows must be rotated to follow the rotation of
the polarization. The photodiode signal is sent to a Hewlett-Packard 54615B oscilloscope. The
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Stark voltage is measured using a Hewlett-Packard 3456 A digital voltmeter measuring the output
of the D/A converter. The oscilloscope and the digital voltmeter are GPIB controlled and the
timing pulses, data acquisition, and control signals are generated with CAMAC electronics. The
whole experiment is controlled by a LabView program running on a PC, as shown in Fig. 5.2.
To acquire a quantum beat spectrum, the lasers are tuned to the desired frequencies, and the
initial Stark voltage and voltage increment of the power supply are set. For a given Stark
voltage, the computer then averages the LIF signal for a fixed number of laser shots (typically
20), acquires the At from the fast photodiode and measures the Stark voltage at the output
of the D/A converter from the voltmeter. It then steps the Stark field at the GPIB controlled
D/A converter. The Stark voltage is stepped through the whole voltage scan range twice, once
in each direction, to reduce possible non-linearity. The quantum beat signal is averaged for a
fixed number of these double scans.

The resolution of the quantum beat frequency measurement increases as the delay time At
increases, so we carry out the measurement with a At that is fixed at the largest value possible.
For HoO and HOD, the optimum At is about 400 ns, determined by the combination of the
collisional dephasing time in the gas phase sample, the time of flight of the excited molecules
through the volume of the three overlapping laser beams, the breakdown voltage, and the Stark
coefficients. 73 — 7 is fixed at 20 ns to maximize the OH LIF detection efficiency. We verified
that a longer delay does not modify the quantum beat spectrum and therefore that the third
laser does not contribute to the beat, since it is polarized parallel to the Stark field.

Using this experimental set-up, quantum beat spectra of the [4,0,0), |5,0,0) vibrational
states of HDO?, and [4,0)~, |5,0)~ and [4,0)~|2) of HoO have been recorded. Figure 5.3 shows
an example of a quantum beat spectrum. For HyO, the transition frequencies are taken from
Ref. [14] and Ref. [15]. For HDO the transitions are taken from Ref. [16] and Ref. [17].

The fact it is possible to modulate the OH or OD photofragment population with the
Stark field, as shown in Fig. 5.3, demonstrates that the photofragments keep the coherence of
the wavepacket of the |J. M) states during the photodissociation. This new way of detecting
quantum beats extends the number of molecules to which we can apply our Stark induced

quantum beat technique.

5.2.2 VOH = 8 of HzO/HDO

For vog = 8, the experimental procedure is slightly different. As shown in Fig. 5.4, we
need two Nd:YAG pumped dye lasers to access the vog = 8 level by a vog = 4 + vog = 0,
vog = 8 « vog = 4 scheme. The dissociation photon, Pj, is now the third harmonic of a
Nd:YAG laser at 355 nm. The delay between the two first lasers is set at 10 ns and At is now
T3 — 9. P;, P> and Py are linearly polarized parallel to one another, at 45° to the Stark field.

2HDO vibrational energy levels are labeled as (nom, bend., "OD)-
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Figure 5.3: Quantum beat spectrum for 11 o of vog = 4 of H2O. The wavepacket is the superposition of the
M-states of the 110 rotational state of the von = 4 intermediate vibrational level of HoO. The spatial orientation
of the wavepacket at ¢ = tpope is reflected by the amount of LIF of the OH fragments, as shown in Fig. 5.1.
Scanning the Stark field, changes the orientation of the wavepacket at ¢ = {pope and thus modulates the LIF. The

period of these oscillations is related to the dipole moment of this vibrational state.
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Figure 5.4: Energy level diagram for vor = 8 of HoO. Two laser pulses populates a rovibrational state with 8
quanta in the OH stretch. A third laser brings the molecule to a purely repulsive electronic state. A fourth laser
probes by LIF the OH fragments.
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Using this set-up, quantum beat spectra have been measured for |8,0,0) of HDO and |8,0)*
of HpO. For HyO, transition frequencies taken from [18] are used together with others that we
measure ourselves, as there is not much spectroscopic data in this energy region, especially for
symmetric states. For HOD, we relied solely on our measurements, the absolute frequencies of

which were verified on our wavemeter which is in turn calibrated by an opto-galvanic lamp.

5.3 Results and Analysis

5.3.1 An asymmetric molecule: HDO.
Experimental Stark coefficients

We will first extract, for every rovibrational state, the second-order Stark coefficient C?
(that we will note henceforth C) from the experimental LIF signal as a function of the Stark
electric field E (see Section 2.2.2). The simple 1+ ksin(2nrC E?t + ¢) form of the quantum beat
must be generalized to account for limitations of actual experiments, as dephasing processes and
imperfect laser polarizations affect the signal waveform. To account for these effects, we write
the F field dependent LIF signal S(FE), as:

S(E) = (k; — ko EY)[1 + k3sin(2rCE?t + ¢)) (5.3)

The constant k; scales the signal amplitude, ko describes any systematic F field dependence of
the amplitude and ks specifies the quantum beat contrast. C' is the desired second order Stark
coefficient and ¢ is the phase factor. k; depends solely on experimental conditions. Some Jg, k.,
states exhibit small positive values for kg, as is the case for the 119 levels data, while other
rotational levels exhibit small negative ko values. Even for ideal conditions, k3 can vary from
zero to one and ¢ can be a multiple of 90° depending on polarizations and on the transitions used
in the experiment. These five parameters are fitted to each set of S(FE) data points to obtain C'
for the rovibrational state under study. The solid line in Fig. 5.3 displays the fit obtained from
the experimental data points. There are no significant correlations among the fitted parameters.

The procedure is applied to the three J = 1 rovibrational states investigated and the
corresponding values of the Stark coefficients C' are reported in Table 5.1.

All of the fundamental information provided by these measurements is contained in these
experimental Stark coefficients, which can be compared directly with theoretical ab initio calcu-
lations based on potential energy and dipole moment surfaces. While at present wavefunctions
for HDO with sufficient accuracy do not exist to calculate theoretical Stark coefficients, the
theoretical machinery to do so exists, and our measurements provide a benchmark for future
calculations. As described further in this chapter, most of our comparison with theory is con-

centrated on the HyO isotopomer.
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vib. state Jx, ke | CobsHz(v/cm) ™2 |
14,0,0) o1 | 0.546(1)
14,0,0) 11 | 0.557(2)
14,0,0) 110 | 0.798(1)
15,0, 0) 11 | 0.583(1)
15,0, 0) 11 | 0.561(3)
15,0,0) 1o | 0.821(1)
8,0, 0) 11 | 0.657(1)
18,0,0) 17 | 0.582(2)
18,0,0) 1o | 0.886(1)

Table 5.1: Experimental Stark coefficients for different J = 1 rovibrational states of HDO. Experimental Stark
coefficients are directly derived from the frequency modulation of the OD LIF when the external electric field is

scanned.

Vibrational dipole moment components

While every eigenstate has its own specific Stark coefficient, dipole moments derived from
these coefficients have traditionally been considered as molecular properties having well defined
values for specific vibrational states. This common assumption implicitly assumes that rota-
tional and vibrational motions can be separated (i.e. that the wavefunction can be written as
the product of a rotational term and a vibrational term). Obtaining values for u,, the dipole
moment operator averaged over the vibrational motion of the vibrational state |n), remains desir-
able, as these moments provide intuitive descriptions of the structural dependence of molecular
charge distributions upon vibration. To extract vibrationally dependent moments from Stark
coefficients of rovibrational states, we start by writing the second order energy correction for

the rovibrational state |aJK,K,) using the perturbation expression developed in Section 2.1.2:

(5.4)

o JK'K'\ux|aJK,K.)|>E?
AWaskoko = 2. 3. ( 'K ux| )

w S
X=abca'J K K! aJKoK. aJ' K/ K!
2 2
= (Aask.k. + Bask, k. M°)E

where X stands for the a, b or ¢ axis in the appropriate molecule-fixed axis frame, « represents all
the other quantum numbers (electronic and vibrational motion) and (¢/ J'K,K||ux|aJK.K.)
represents the dipole moment matrix elements connecting |aJK,K.) to all possible states
o’ J'K]K!) through the X component of the dipole moment vector. These Stark connections
are represented in Fig. 5.5. The left hand arrows represent dipole matrix elements involving
states connected by the a component of the dipole moment while the right hand arrows represent
dipole matrix elements involving states connected by the b component of the dipole moment.
In a conventional analysis, |aJK,K,) is separated into the product of vibronic and rota-

tional functions, |aJK,K,.) = |a)|JK,K.), and only angular coordinates are explicitly consid-
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Figure 5.5: Interaction of the different rovibrational levels in HDO through the a and b components of the dipole
moment in the molecule-fixed frame. The Stark shift a level undergoes is expressed by Eq. 5.4. The vertical lines
represents the dipole moment matrix elements of Eq. 5.4. The full vertical lines represent dipole matrix elements
involving states connected by the a component of the dipole moment. The dashed vertical lines represent dipole

matrix elements involving states connected by the b component of the dipole moment.

ered in calculating the (o/ J'K,K.|ux|aJK,K.). Since we are dealing only with the ground
electronic state, we have (o/|px|a) = (n'|ux|n). The vibrational state dependence remains in-
corporated in the permanent moment, (4% ) = (n|ux|n). These assumptions permit the dipole

moment matrix elements to be written in the general form:

(o T KK px|ad KK = > > (0%)2Sska ket K K. (5.5)
X=ab,c JJKLK!

where (u%) is the projection of the vibrationally averaged dipole moment on the n* principal
axis and Sy, K,.J K! K [19] is calculated from direction cosine matrix elements. The direction
cosine matrix elements for an asymmetric rotor are calculated from the set of rotational constants
of the vibrational state |n) using SPFIT/SPCAT set of programs [20].

Inserting Eq. 5.5 in Eq. 5.4, we get for the rovibrational state [nJK,K_.)

5K ke, Ky K1)
Mk, = 3 (B Y ObKeKal k) (56)
X=ab.c KL D RaKe T I LK KL
= Y )4k, + Bix.x. M?)E? (5.7)
X=ab,c

and for a given rovibrational state |[nJK,K.), the Stark coefficient between M = 0 and M =1
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can be written as

Wik ke = WaiKake) (5.8)

(Blar (i + Bl i) - B (5.9)

2
CnstKa Ke E =

=

We use Eq. 5.8 and experimentally determined energies (see Section 5.2) to fit (u?)2 and
(um)? (or more simply p2 and pf) to the experimental Cy, j k, k. Stark coefficients for the three
J = 1 levels measured for the vibrational states investigated®. The resulting u, and pp, as
well as the total dipole moments, pp = 4/pu2 + yg, and their standard deviations, are listed in
Table 5.2. Since we only measure the absolute value of the dipole moment components, the sign
is given using the convention set in Fig. 1.2 and the orientation of the molecule-fixed axis we

chose in Fig. 5.5.

vibrational state e (D) wp(D) pr(D)
(000) -0.6591(2)[21] | -1.7304(5) | 1.8517(5)
(001) -0.6412(2)[21] | -1.7528(5) | 1.8664(5)
(004) -0.5867(9) | -1.822(1) | 1.914(1)
(005) -0.572(1) -1.8292(9) | 1.917(1)
(008) -0.571(1) -1.828(1) | 1.915(1)

Table 5.2: Components of the dipole moment in the molecule-fixed frame for different vibrational states of HDO.
The last column gives the magnitude of the total dipole moment. This magnitude is independent of the frame

used to express the dipole moment.

The uncertainty on each individual Stark coefficients is written as:

AC AVy, \ 2 AV, \ 2 Ad\? [At\?
- = 4 | = 2ot 4 == =
C \/4( V21r ) * ( Vvoli. + d + t

where (%ﬁm) ~ 0.3% is the uncertainty on the fit of the oscillation using expression 5.3,

(%ﬁh) is the uncertainty on the Stark voltage, (%) the uncertainty on the electrode spacing
and (%-t«) the uncertainty on the pump-probe delay measurement. These three last uncertainties
can be evaluated to ~ 0.01%, and thus we can say to a good approximation that the dominant
uncertainty on the Stark coefficients is on the fit of the oscillations:

AC 2 (AV%
c Var

) ~ 0.6%

One should note that the uncertainty on the dipole moment components come from both
the uncertainty of the Stark coefficients as well as that of energy levels, the former being domi-

nant.

% See Appendix C for a discussion on the rotational contribution to the dipole moment.
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5.3.2 A symmetric molecule H,O.

In contrast with HOD, H2O has two indistinguishable hydrogen atoms that can be per-
muted, and thus belongs to the Cay (M) molecular symmetry group [22]. Because the complete
molecular Hamiltonian has Coy (M) symmetry, every eigenfunction will generate an (reducible
or irreducible ) representation of the Coy (M) group of the molecular Hamiltonian. While HoO
is better described in a local mode basis, it is convenient to take into account the permutation
operation by introducing a tunneling effect between nearly degenerate OH stretch vibrational
modes and to work in a local C; basis. Each local mode O-H stretch has a constant vibrational
action, and the tunneling can bee seen as the swapping of the local mode wavefunction from

one bond to another.

In this section, we will present the treatment we used to take into account the indistin-
guishability of the hydrogen atoms in HoO in order to extract from the experimental Stark
coefficients the components of the vibrational dipole moment, both in the Coy (M) symmetrized
basis and in a C} local basis. This treatment makes use of a Hamiltonian developed by Lehmann
[9]. We will use this Hamiltonian to calculate the dipole moment matrix elements we need to

extract the vibrationally averaged dipole moment components from the Stark coefficients.

Experimental Stark coefficients

We extract the Stark coefficients for HoO following the same procedure explained for HDO
in Section 5.3.1%. The results are summarized in Table 5.3. The uncertainty calculation is the
same as for HDO.

Identical hydrogen atoms and tunneling

Local mode properties Generally, highly excited vibrational states of symmetric molecules
are better described by a local mode basis set than by the more traditional normal modes
[23, 24]. As said previously, for a molecule like water with two identical OH bonds, one starts
by specifying the number of quanta in each identical OH oscillator, (e.g. |m,n) denotes the
state with m quanta of stretch in bond 1 and n quanta in bond 2). For water, this notation is
completed by appending the number of bending quanta b present, |m,n})|b). In the absence of
bending excitation the appended zero is dropped from the notation. If the two local oscillators
are not coupled, the |m, n) pair of states is degenerate, but any interaction between the oscillators

removes the degeneracy and the resulting eigenstates are symmetric (s) and asymmetric (a)

4 See Appendix C for a discussion on the rotational contribution to the dipole moment.
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In,05)|b) | Jk.ke | CopsHz(v/cm)™?
14,0~ o1 | 0.4372(8)
14,0~ 1 | 0.3160(9)
14,0~ 1o | 0.5097(10)
(
(

)

)

)

)

14,07)2) | 101 | 0.3153(26)

14,07)2) | 1.1 | 0.2137(39)

14,07)2) | 110 | 0.6306(27)

|5,0-) lp | 0.4277(7)

|5,07) 117 | 0.3032(7)

|5,0~) lig | 0.5077(4)

18,0%) lp | 0.4953(16)

18,0%) 157 | 0.4250(10)
)

18,0+ lig | 0.6657(38)

Table 5.3: Experimental Stark coefficients for different J = 1 rovibrational states of HoO. Experimental Stark
coefficients are directly derived from the frequency modulation of the OH LIF when the external electric field is

scanned.

linear combinations of the |m, n) basis functions:

7=

s) = |m,n (Im,n) + n, m)) (5.10)

P—‘Sib—‘
DO

@) = |m,m)” = —5(jm, n) = |n,m)) (5.11)

Much has been written about the local mode representation and several criteria exist for judging
the transition from normal to local mode behavior [23, 24]. One of the simplest is the magnitude
of the s — a splitting between pairs of states, (i.e. Wimmny- — W[m,n)ar). Small s — a splittings
indicate highly localized vibrations. The s — a splitting for the HoO vibrational states studied
in this work are: W(|4,0)") — W(|4,0)7) = 2.7 em™%, W(]5,0)") — W(|5,0)F) = 0.4 cm™!
and W(|8,0)7) — W(|8,0)F) ~ 0 em™! [14, 15]. It is convenient and useful to consider the
s — a splittings as arising from tunneling between the two local mode basis states involved. The
rapid decrease in the separation between the s and the a states is then seen to arise from the
increasing difficulty of transferring n quanta from one bond to the other as n increases. In the
harmonically coupled anharmonic oscillator model of local modes [25], the coupling between the
In,0) and |0,n) states is of order n, so for example the resulting s — a splitting of the |5,0)*
states of water is very small because it arises from a fifth order perturbation. For any process
occurring on a time scale that is fast relative to the tunneling between the s and the a states,
water is more accurately described as an asymmetric molecule having only one bond excited.
The s—a splittings in the vibrational states studied here are small relative to rotational spacings,
indicating that rotational motion is faster than tunneling, and the conventional semi-rigid rotor

model based on the separability of vibration and rotation is not appropriate. Lehmann [9] has
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constructed a Hamiltonian that starts with the |n,0) and |0, n) states and simultaneously treats
local mode tunneling and molecular rotation. The lower symmetry of the |n,0) and |0, n) basis
states affects experimental observations in a variety of ways. For example, any spectroscopic
experiment that does not resolve the s — a splitting will not exhibit the 3 : 1 ortho-para intensity
ratios because the two hydrogen atoms are now dynamically inequivalent. In the case of Stark
effect measurements, we will show that it is more effective to focus on the dipole moment
components of the |n,0) and |0, n) local states, which do not exhibit Cs, symmetry, rather than
on the moments of the s and a states. We will use this local mode basis following the treatment

developed by Lehmann [9], as explained below.

The Lehmann Hamiltonian[9] Treating each OH local mode as independent and the two
bonds as inequivalent, since only one of them is excited, neglects tunneling motion between the
two OH. A correct treatment of water rotational-vibrational motion must include tunneling,
which re-establishes the equivalence of the two bonds and hence requires that the wavefunctions
be properly symmetrized with respect to the permutation symmetry of the molecular Hamilto-
nian. This is done by introducing a coupling term A in the local mode Hamiltonian. Following

Lehmann’s treatment, we write:

H= [Go+ AJ2 + BJ2 + CJEI1)(1]| + [Go + AJZ, + BJZ + CJ2]12)(2|

1 2

+A[I1)(2] + [2)(1]] (5.12)

In this expression Gy is the vibrational energy of the local mode basis states, |1) = |n,0) and
|2) = |0,n) , and A defines the interaction that removes the degeneracy between these states.
The J; and J; angular momentum operators are defined in the inertial coordinate systems of
the |1) and |2) basis states, respectively. The rotational constants in the 1, y1, 21 and z2, yo,
z2, coordinate systems are equal to one another by symmetry and the two coordinate systems
are mirror images, rotated by an angle 6 in opposite directions from the Cy, axis system, with
z; = a; and y; = b; (1 = 1,2). Lehmann rewrites this Hamiltonian in terms of projections onto

the vibrational eigenstates, giving
H= [Go+ A+ AJ? + By J2 + CoJZ|s)(s| (5.13)
+[Go + A+ [AaJ? + BoJ2 + CoJ2]|a)(al
+2dsa{Jz + Jy} [Is){al + |a){al]

with
A, = Ap= Acos20; + Bsin26; (5.14)
Bs = B, = Asin20; + Bcos26; (5.15)
C; = Co=C (5.16)
dsa = (A— B)sin26; (5.17)
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The angular momentum operators are now referred to the Cy, inertial axis system appropri-
ate for the |s), |a) eigenstates. The anti-commutator {J, J,,} mixes rotational levels having the
same J and K., but from local mode combinations of opposite symmetry and, not surprisingly,

the size of the mixing term increases with increasing frame rotation.

Permanent and transition dipole moments. Not only does the dg, term mix rotations
and vibrations, it also scrambles permanent with transition dipole moment matrix elements.
Tt is useful to consider how the dipole matrix element taken between purely vibrational wave-
functions transforms going from the local mode basis (and the corresponding molecule-fixed
frame) to the Cy, symmetrized basis. In our notation, a double subscript indicates the identity
of the vibrational states and a superscript indicates the Cartesian axis over which the dipole
is projected. Hence, for example, u$, indicates the projection of (1|77|1) on the b-axis of the
molecule, that is, the dipole moment operator vibrationally averaged over the local mode state
|1), projected over the tilted inertial frame. Similarly, 42, indicates the projection of the (s|77|a)
transition dipole on the z axis appropriate for the Cy, symmetry of the s and a states. With

the above notation,

p = pfycosby — b, sin by (5.18)
piy = pfisinfy + iy cosby (5.19)

and similarly for pg, and u,.
From the definitions of the s and a wavefunctions in Eq. 5.10 and Eq. 5.11, and the

symmetry of the (n,0| and (0, n| states we have:

= b (5.20)
P = —H3 (5.21)
Has = ';‘(M?ﬁ + ity + 3y + ) = py + el (5.22)
Moo = %(M% — Mo+ iy — i) = py — (5.23)
o = -12-(#%’1 — pla — By + i) =0 (5.24)
Has = %(/‘1{'1 + iy — 18y — 15) =0 (5.25)
pn = iy — e — ) = iy (5.26)
e = i — i — 1) = iy (5.27)

Since u¥, is of the same order as transition moment for an nt"

overtone transition, it is equal
to zero in the pure local mode limit. So to a good approximation, p¥s = i, = p¥; = u,, while

the pf, = pZ, transition moment equals pf, = pf, = uf; = —p,.
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Therefore, to a good approximation, the permanent dipole moment in the Cs, symmetrized
basis (by symmetry the permanent dipole has only one component, the one along the Cy, axis)
is equal to the y component of the permanent dipole moment in the local basis, whereas the
transition dipole moment in the Cy, symmetrized basis, connecting the symmetrized a and s
eigenstates, is equal to the z component of the permanent dipole moment in the local basis.
Tunneling from |n,0) to |0,n) reverses the sign of y*. A permanent moment in the local mode

basis states becomes a transition moment between the eigenstates when tunneling occurs.

Vibrational state dipole moments

Dipole moment matriz elements and local basis dipole moments. To continue with
the full analysis we need to know the parameters of the Lehmann Hamiltonian (band origins,
rotational constants, and coupling term dy,). Even though rotational assignments of the transi-
tions exist, the rotational states have never been analyzed by fitting to an effective Hamiltonian,
since the presence of many local perturbations precludes the usual full analysis. However, at
least a limited rotational constants determination is required to calculate dipole moment matrix
elements. For each symmetrized local mode doublet |n,0=£)|b) we use the SPFIT/SPCAT suite
of programs [20] to fit Go, A, A, B, C, and dg, in Eq. 5.13 to experimental energy levels. In
addition, we include DJj 4 DJszjf, and DKj;l centrifugal distortion terms in the Lehmann
Hamiltonian so nine parameters are used to describe each s,a pair of states. There is no obvious
perturbation in the low J, K levels of these vibrational states, and we use a limited set of rota-
tional levels for the fit, typically J < 6, K, < 3. There is very little data for the |8, 0%) states
[18], and some of the |8,07) energies had to be determined from laser frequency measurements
made in this work. All of the |8, 0%) data is consistent with this pair of states being degenerate
and A was fixed at zero in this fit. The vibration and rotation results from these fits, listed in
Table 5.4, should be considered as effective values because of both the limited data set used and
the inevitable presence of small perturbations.

From this fitting procedure it is also possible, using SPCAT program, to obtain for each
pair of tunneling states the coefficients ¢;; that relate the dipole moment matrix elements p;; of

Eq. 5.4 to the permanent dipole moment u$s = u4, and the transition dipole moment u%, = u2.:
Hij = c’?j/‘"’ia + c?jugs (528)

The dependence of the transition dipole moment p;; of each of the rovibrational states
on both the u, permanent moment and the p, transition moment arises from the dg, induced
mixing of rotational levels across the s and a pair of vibrational states. The specific y;; required
to analyze J = 1 Stark effects are shown schematically in Fig. 5.6, which uses the [4,07) state
as an example. The b-type connections for the three different .J = 1 levels are drawn vertically

within the |[4,07) manifold, while the a-type interactions are shown as diagonal lines connecting
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param. cm™! |4, 0%) |4,0%)|2) |5,0%) |8, 0%)
Go 13829.5951 16821.0975 16898.9081 25120.2784
A 1.3376 0.3217 0.3548 0.00
dea 1.12 0.674 1.88 2.16
A 24.6618 30.351 24.6031 21.478
B 13.8079 13.910 13.8562 12.902
C 8.6533 8.3435 8.4713 7.931
Dy -0.629.10~3 0.441(3).1073 -0.207.1073 -0.610
Dk 3.27.1073 8.62(3).1073 0.023677 3.30.10~3
Dg -0.0263 0.173(4) 0.0533 -0.0188
0 5.8 1.911(13) 9.6 13.4

Table 5.4: Spectroscopic constants for the studied vibrational states of HoO. The constants are derived by

fitting experimental energy levels of HoO to the Lehmann Hamiltonian as expressed in Eq. 5.13.

rotational levels between the |4,0") and the |4,07) states. In the absence of rotation-tunneling
mixing, the b-type matrix elements would only depend on y, and the a-type matrix elements
would depend solely on p,. However, the mixing induced by d,, causes the vertical dashed lines
in Fig. 5.6 to have a contribution of about 10% from u, and the diagonal Stark connections to
have roughly 10% p, content.

We now combine Eq. 5.28 with Eq. 5.18 and Eq. 5.19 to give p;; in terms of p, and p:

pij = c&(pfy cos Oy — by sinfy) + ct;(ufy cos by + ph; sin 0y) (5.29)

The cfj, ci-’j and 0 are known from fitting experimental term values to the Hamiltonian, we

thus have the necessary dipole moments matrix elements in terms of y, and p; and can write:
o= %% 4ol 5.30)
Hij = CiH11 T Cil1 (5.

Stark coefficients and local basis dipole moments. These expressions are combined with

the definition of second order Stark effect and Eq. 5.4 to give:

AW 1 |cGus, + cpds|? E?
2 _ 2 1 1jFsa ]
CiE = ZJ: W= W5 (5.31)
1 |cf; (ufy cos b5 — ph, sin 0) + ci;(uty cosOf + pb, sin07)|2. E?
= > T (5.32)
3 I
1 lefut + Csjﬂlf1|2-E2
= - ; W W5 (5.33)

We use Eq. 5.33 and experimentally determined energies W; and W; to fit p, and p; to the

experimental C; Stark coefficients of the three J = 1 rotational levels measured for each pair
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20
29y ] S

-

14,07) 14,07

Figure 5.6: Interaction of the different rovibrational levels in HoO through the a and b components of the
dipole moment in the molecule-fixed frame. The Stark shift a level undergoes is expressed by Eq. 5.4. The
dashed lines represent the dipole moment matrix elements of Eq. 5.4. The left hand dashed lines represent dipole
matrix elements involving states connected primarily by the a component of the dipole moment expressed in the
local basis. The right hand dashed lines represent dipole matrix elements involving states connected primarily
by the b component of the dipole moment. p, mainly connects rovibrational states between the symmetric and

asymmetric vibrational states, |[407) and |407) respectively while y, mainly connects rovibrational states with

the same vibrational symmetry.

of vibrational states investigated. The resulting p, and pg are listed in column 2 of Table 5.5
along with their standard deviations. Total dipole moments, puz = {/pu2 + u%, are also listed in
Table 5.5. The » = 0 and » = 1 dipole moments are taken from Ref. [21].

As shown in Eq. 5.33, the Stark effect depends on the square of the sum of two terms,
having coefficients of ¢j; and c%‘_’?- and this causes interference between the permanent moment y,,
and the transition moment ;. Since the coefficients ¢;; can have either the same or opposite
sign, the interference can be, accordingly, constructive or destructive. In the absence of ds,
mixing, c:;."j would be identically equal to zero for a-type transitions (diagonal connections in
Fig. 5.6) and c;; would equal zero for b-type transitions (vertical connections in Fig. 5.6) and

there would be no interference effects.

To show the extent to which this analysis is necessary for a proper description of the dipole
properties of these tunneling states, we also present the results of a conventional analysis that
treats the s, a pair of states in the semi-rigid rotor approximation, as described by the Watson
Hamiltonian [26]. This treatment includes all of the Stark effect terms indicated in Fig. 5.6,

both pure rotational b-type and vibration-rotation a-type connections, but the matrix elements



88

Electric dipole moments of highly excited molecular vibrational states

vibrational state (D) semi-rigid rotor | pg p, for s and a

(000) 10,0) -1.85498(9)[21] | -1.8554(4)

(010)  |0,0)|1) pp | -1.82332(20)[21] | -1.8238(4)

(100) |1, 0+> 14t -1.86006(22)[21] | -1.8603(4)

(001) |1,07) -1.87744(8)[21] | -1.878(2)

(301) [4,07) p 0.299(3) 0.26(3) 0.102(3)
(301) |4,07) p -1.926(2) -1.94(2) -1.946(2)
(301) [4,07) p 1.949(2) 1.957(3) 1.947(2)
(221)  [4,07)]2 ) 0.37743(51) 0.22696(64) 0.31719(56)
(221)  4,07)(2) up | -1.8001(22) -1.8183(64) -1.8116(22)
(221)  [4,0™ >|2) pr | 1.8392(23) 1.8324(71) 1.8392(23)
(401)  |5,07) p 0.354(3) 0.35(8) 0.030(3)
(401)  |5,07) p -1.909(1) -1.91(4) -1.942(4)
(401)  |5,07) p 1.942(1) 1.942(74) 1.942(6)
(800) [8,0%) pq 0.600(7) 0.60(1) 0.158(7)
(800) [8,0%) s -1.846(5) -1.84(1) -1.935(5)
(800) [8,0™) ur 1.941(5) 1.935(16) 1.941(8)

Table 5.5: Dipole moments for different vibrational states of HoO. The vibrational states are indicated in the
first. column, both in normal mode notation and in local mode notation. The second column gives the dipole
moment components in the local basis derived by fitting the experimental Stark coefficients to Eq. 5.33. The
third column gives the dipole moment components if we use a semi-rigid rotor model in which the rovibrational
coupling ds, that mixes the symmetric and the asymmetric states of H2O is ignored. The last column gives p,
and p,, the z and y components of the dipole moment between the s and a pairs of states in the symmetrized
basis. They have been derived by fitting the experimental Stark coefficients directly to Eq. 5.31.

for these interactions were calculated in the conventional fashion using molecular properties
obtained by fitting low energy rotational energy levels to the Watson Hamiltonian. This ap-
proach produces dipole moment components in agreement with the more detailed analysis, and
thus qualitatively correct, but the quality of the fits is much worse, as indicated by standard

deviations a factor of ten larger than the more rigorous results.

5.4 Discussion

In this section, we will use the dipole moments we measured for the different, vibrationally
excited states of the OH stretch of HDO and H2O to understand how the dipole moment is
evolving upon vibrational excitation. We will see how adding quanta to an OH stretch vibration
changes both the charge distribution along the bonds and the dipole moment vector, both in
magnitude and in direction. We will show that the charge redistribution is not the only factor

responsible for the evolution of the dipole moment. We will also compare the dipole moments



Stark induced quantum beat spectroscopy on H,O/HDO 89

of HDO, H20 and HOCL

We will use a simple bond dipole moment model, where the dipole moment vector is
expressed as the sum of dipole moment vectors along the different chemical bonds. This simple
approach is quite useful in getting physical understanding of charge distribution, but is only
qualitative. To go to a higher level of theory we will use ab-initio calculation. Dipole moment
matrix elements are generated using ab-initio PES and DMS and used to build calculated Stark
coefficients that we can compare to our experimental Stark coefficients. We will see then that

the ab initio calculation can be improved to match better the experimental results.

5.4.1 The dipole moment function of HO and HDO.

Table 5.6 summarizes the dipole moments measured during this work along with the ones

previously recorded for v = 0 and » = 1 in Ref. [21] and Ref. [27]. Equation 5.34 gives the

vibrational state (D)

(000) |0,0) 11 = -1.85498(9)
(010) |0,0¥]1) wy = -1.82332(20)
(100) |1,0T) p = -1.86006(22)
(
(

001) [1,07) | pp = -1.87744(8)
301) [4,07) fia = 0.299(3)

iy = -1.926(2)

py = 1.949(2)
(221)  |4,07)|2) | o = 0.37743(51)
pp = -1.8001(22)
py = 1.8392(23)
(401) |5,07) fia = 0.354(3)

1y = -1.909(1)
pe = 1.942(1)
(800) 18,01) | pa = 0.600(7)
1y = -1.846(5)
py = 1.941(5)

Table 5.6: Summary of the known dipole moment components of H2O, either measured in this work or in

previous work [27]. The vibrational states are indicated both in normal mode and local mode notations.

perturbative expression for the dipole moment function as a function of the vibrational quantum
numbers (as is discussed in Section 1.3), which we can fit to the experimental y;,. Table 5.7
gives the fitted parameters a; if we use only v = 0 and » = 1 as it has been done in previous

work [27], and if we use all the experimentally available data for y; and p,. The experimental
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data for y are displayed in Fig. 5.7 along with the two fits.

3N—6 1
(o = pet ) ailvi+3) (5.34)

. & kiij Op

with a; = aq’? - ZJ:(]. + 5,]):)';"6'(}; (535)
parameters | pp fit [27] wp fit Yo fit

e _1.8570 | -1.803(22) | 0.0(0)
. -0.0051 | 0.011(30) | -0.156(75)
as 0.0317 0.029(13) 0.046(10)
as -0.0225 0.0057(35) | 0.0748(54)

Table 5.7: Parameters of the perturbative dipole moment function for HoO. These parameters have been
obtained by fitting Eq. 5.34 to the experimental dipole moments. The parameters in the first column have been
obtained fitting pp to the experimental dipole moments for the » = 0 and » = 1. The parameters in the last two

columns have been obtained fitting pp to all the experimental dipole moments of vibrationally excited states.

1.85 &1
-{43‘(
a -t 90}
o -
= ] )
-1.95‘: " % \Ai-:»
1| ¢ Experimental [f, ‘ %
4| -%- Calculated Ji, from first fit
-2.00-| - & - Calculated i, from second fit
T T ] I T | )
©0,00(1,60)00,1)  (1.0.0) (4,0,0)(4.9,2)(5,0,0) 8,60

vibrational state

Figure 5.7: Evolution of the b component of the dipole moment upon vibration for the different vibrational states
of HoO. Experimental dipole moments are plotted along with p calculated using the dipole moment function
with parameters coming first from a fit of the experimental dipole moments of v = 0 and » = 1, and second from

a fit of all the known dipole moments.

It can be seen in Fig. 5.7 that the perturbation approach works fairly well for y; of the
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v =0 and v = 1 vibrational states. The a; parameters from the first fit [27] give small residuals
for pp of v = 0 and v = 1, and therefore truncating the dipole moment function to the first and
second derivatives (see Eq. 5.35) is sufficient to reproduce the experimental data. However they
dramatically fail in predicting up of higher excited vibrational states. Moreover the second fit
which considers p; until v = 8 gives large residuals. This, as for HoCO, brings into question
the adequacy of the perturbation approach, the inability of Eq. 5.34 to fit the observed HyO
moments arising from either the breakdown of the assumption of isolated, non interacting modes

or from a dipole moment surface that cannot be well described by a Taylor’s series expansion.

A similar treatment can be applied to HDO. Table 5.8 gives the parameters for a fit of the
observed dipole moments to Eq. 5.34 for this molecule. Similar conclusions on the adequacy of

the perturbation approach can be drawn by considering the residuals as can be seen in Fig. 5.8.

parameters 1y fit e fit
Le -1.738(18) | -0.655(14)
as -0.0133(37) | 0.0119(28)

Table 5.8: Parameters of the perturbative dipole moment function for the OH stretch mode of HDO.

5.4.2 Inertial and electrical contribution to dipole moment change

The goal of this section is to discuss how we must interpret this evolution with vibration,
or how the electronic charge distribution is evolving when the H atom is pulled away from the
O atom. From the dipole moment measurements carried out for HOCI (see Chapter 4) and for
H20 and HDO, we can sketch the evolution of the a and b components of the dipole moment

vector, displayed in Fig. 5.9.

The inertial contribution

In practice, for both HDO and Hy0, we start from a local mode state |n,0) with n quanta
of vibration in bond 1 and 0 quanta in bond 2. In the case of HDO, bond 1 is the OD bond and
bond 2 is the OH that is stretched during the vibrational excitation, as shown in Fig. 5.11. In
the case of H2O, if we temporarily neglect tunneling and treat the problem in the local mode
basis, bond 1 is the OH bond which is not excited and bond 2 is the OH that is stretched
during the vibrational excitation. We will denote them OH; and OHjs respectively, as shown in
Fig. 5.11. In this local mode basis, we will use the usual semi-rigid rotor approach and factor

out rotational and vibrational wavefunctions in the appropriate molecule-fixed Eckart frame
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Figure 5.8: Evolution upon vibration of the b component of the dipole moment of HDO for the different OH
stretch vibrational states. The calculated values come from using the perturbative dipole moment function with

parameters coming from fitting experimental data.

averaged over a vibrational period.

Treating the two bonds as inequivalent because of anharmonicity causes the excited bond
to have a longer vibrationally averaged length. An important consequence of the excited bond
elongation is an asymmetric mass distribution that results in the molecule-fixed frame axes tilt-
ing away from the Cy, frame appropriate for the ground state of HoO, or from the position of
the molecule-fixed axes of ground state HDO, as shown schematically in Fig. 5.11. Therefore,
two different vibrational states have different orientation of the molecule-fixed axes. Further-
more, the bond elongation alters the molecular charge distribution, as the electronic charge is
redistributing around the atoms and along the bond when the atoms are displaced from equi-
librium, producing a change in both the magnitude and the direction of the molecular dipole
moment. Therefore the OH bond is stretched, the dipole moment vector rotates in the plane
of the molecule and changes in magnitude. Even if the dipole vector was not changing from
one vibrational state to another, the difference in orientation of the molecule-fixed axes of the
two vibrational states makes the projection on the a and b axes different for the same vector.
This is of particular importance when calculating transition dipole moments, and thus inten-
sities of transitions [28], since the dipole moment operator is integrated over two rovibrational
wavefunctions which are not expressed in the same frame. This frame rotation is of crucial

importance, and great care must be taken to take it correctly into account when treating the
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Figure 5.9: Evolution of p,, us, the a and b components of the dipole moment vector on an averaged Eckart

frame, upon OH stretch excitation for HoO, HDO and HOCL
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Figure 5.10: The figure displays the evolution of the magnitude of the dipole moment vector upon OH stretch
excitation for HoO, HDO and HOCIL For HOCI the evolution is linear with OH stretch excitation up to the
energy we measured. For HoO and HDO the evolution upon OH stretch excitation of the magnitude of dipole

moment is first linear, then levels off and slightly decreases at higher excitation.

kinetic operator term of the vibration-rotation molecular Hamiltonian, as explained in Ref. [29]
and Ref. [30]. Both the frame rotation and the charge redistribution thus affect the projections

of the molecular dipole on the new molecule-fixed axes.

In order to get a sense of the relative magnitude of these two contributions we turn briefly
to a simple bond moment model for the dipole moment of a |n, 0) basis state. In a bond moment
model, the dipole moment vector is considered to be the sum of the two dipole moment vectors
lying along the two bonds, 7# = fif + fi3. In water, for example, the vibrational ground state has
O — H bond lengths of 0.958 A and a bond angle of # = 103.5°, and the 1.855 D molecular dipole
moment is reproduced by two O — H bond moments of 1.499 D. We assume the unexcited O — H
bond of the |n,0) state retains these properties (i.e. we take ri = 0.958 A and pog = 1.499 D).
We determine r2 and 0 from the excited state A and B rotational constants, and estimate u(OHy)
using ro and an assumed dipole derivative. Using the |4,0) state as an example, the A and B
rotational constants give ro = 1.033 A, and 6 = 102.9%, while ry remains at its 0.958 A ground
state value and g1 at 1.499 D . The 0.075 A bond extension and a linear bond dipole moment
function having a typical 1 D/ A derivative give a rough estimate of 1.574 D for the excited
bond moment ps. Thus, the new molecular dipole is larger and has rotated counterclockwise by
6, = 1.8°. This situation is summarized in Fig. 5.11, where the excited O — Hy bond, having

a greater length and larger bond moment, is on the right. The dot-dash line axes, labeled =z
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Figure 5.11: Tilt of the molecule-fixed frame in a triatomic molecule when a bond is elongated. Because of
mechanical anharmonicity, the excited bond, in a local basis, is longer. For both HoO and HDQO atoms 2 and 3
are H and O respectively. Atom 1 is H for HoO and D for HDO. The molecule-fixed frame (i.e. the average on a
vibration period of the Eckart frame) makes an angle 8¢ with the z axis. For HoO the z axis corresponds to the
equilibrium configuration Ca, axis. In a bond model, the dipole moment vector I of a triatomic molecule can be

decomposed as the sum of two dipole moment vectors fi; and [is lying along respectively bond 1 and 2.

and z, are appropriate for the Cs, ground state. However, because of the longer r2 bond length
and the corresponding asymmetric mass distribution, the axes of the molecule-fixed Eckart
frame averaged on a vibrational period, labeled a and b and drawn with solid lines, are slightly
translated and rotated through an angle 8 = 7.2° relative to the (s, axes. The direction of
this rotation brings the a molecule-fixed axis closer to the extended bond, ro. The two bond
moments project onto the molecule-fixed axis of the distorted vibrational state to produce a and
b components of the total dipole moment. The numerical values used here to represent the |0, 4)
state give a magnitude for these components of p, = 0.298 D and p = 1.893 D, and a total
moment of ur = 1.916 D. The difference in magnitude between 6y = 7.2° and 6, = 1.8° clearly
indicates that the large a component of the moment results primarily from the molecule-fixed
frame rotation.

We have thus shown that the molecule-fixed frame rotation from one vibrational state to
another is the primary factor in the change of the dipole moment components with vibrational
excitation and that the pure electronic charge density redistribution around the nuclei and along
the bonds is of less importance. From this we conclude that the relevant quantity to investigate
is the dipole moment change along the extended OH bond, where the charge is redistributing
when the H atoms is moved away the O atom. Moreover, the relative balance between the a and

b components of the dipole moment vector is very sensitive to the orientation of the molecule-
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fixed axis, whereas the magnitude of the dipole moment vector pr is insensitive to this tilt,
and really gives information on the electrical anharmonicities (i.e. the electronic charge density
redistribution). Moreover the a-component of the dipole moment is very sensitive to how well
the problem of the rotation of the molecule-fixed frame is treated.

Another important point is that by its nature our measurement gives the projections of
the dipole moment vector, p, and up, directly in the molecule-fixed system that separates
the best vibration and rotation and defines the total angular momentum of the rovibrational
state of interest. The angle that the dipole moment vector makes with the molecule-fixed axes
associated with the vibrational state, are free of the inertial axis tilt, and is a direct indication

of the rotation of the vector in the plane due to the charge redistribution.

The electrical contribution

We will derive from our experimental p, and py, the real change of the electronic charge
density along the elongated OH bond. For doing so, we need to know the position of each
atom in the molecule-fixed frame of the measured vibrational state, by calculating firstly the
geometry (length of the two bonds and angle) of the molecule in the vibrational state of interest

and secondly the position of the molecule-fixed axes for this given geometry.

Geometry from the rotational constants The bond dipole model is only qualitative, not
only because of the assumptions employed, but also because different results obtain if A and C'
were used instead of A and B to determine ro and 6. The substantial inertial defect, also called
the mass defect, exhibited by HoO or HOD means that simplistic structural interpretations of
rotational constants can only give qualitative results [21]. The inertial defect is a measure of
the vibrational and electronic dynamics of the problem, since it comes from the fact that if
for each instantaneous position of the atoms of a perfectly planar and rigid molecule during
the vibrational motion, the eigenvalues of the inertial tensor have the relation I, = I, + I.
However integrating the inverse of an inertial tensor eigenvalue over the vibrational motion
(which is what a rotational constant is) is not equivalent of taking the inverse of the integrated
eigenvalues, and the inertial defect, A = I.— (I, +1I;) is non zero. It is a measure of the dynamics
(Coriolis interactions, non-planarity and fluxional behavior) of the system, and it prevents us
from obtaining any structural determination from the rotational constants.

The length of bond 1 (r(OH;) for HoO and r(OD) for HDO) and # angle are kept fixed
to the ground state value (i.e. r = 0.95864 A for HyO and 7 = 0.957 A for HDO), and re
and @ are fitted to the experimental rotational constants. We therefore calculated the geometry
of H2O or HDO for all the vibrational states investigated from both the A and C rotational
constants and from the A and B rotational constants. Although the results are different from

the two different sets of constants, the evolution of the parameters with vibrational quantum
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number and therefore the qualitative conclusions we can draw are consistent within each set of
rotational constants.

For vog = 4 and 5 of HDO, the experimental rotational constants are taken from Ref. [16]
and Ref. [17], and for vog = 8 they are obtained by fitting our measured energy levels to an
asymmetric rotor model. The rotational constants for HDO are tabulated in Table 5.9. For H50,
as explained in Section 5.3.2, the rotational constants are obtained from a limited rotational
analysis of experimental data from Ref. [14] and Ref. [15] for vog = 4 and 5, and from Ref. [18]

and from our own measurements for vog = 8. They are tabulated in Table. 5.10.

parameters | |0,0,0)[31] | |0,0,1)[21] | |0,0,4)[16] | |0,0,5)[17] | 10,0,8)

A 23.256(95) | 22.37611(3) | 19.443(1) | 18.5142(5) | 16.741(3)
B 9.084(36) | 9.09259(1) | 9.0577(3) | 9.0444(1) | 8.926(1)
C 6.398(29) | 6.328(1) 6.0903(2) | 6.01268(1) | 5.749(2)

Table 5.9: A, B and C rotational constants for HDQO for the vibrational states for which the dipole moments

have been measured.

constants | |0,0,0)[32] | 11,07)[32] | 14,07)[14] | |4,07)|2)[15] | |5,07)[15] | |8, 0%)[18]
A 27.88068 26.64805 24.6618 29.8210 24.6031 21.478
B 1452169 | 14.43130 | 13.8079 | 13.94560 13.5066 | 12.902
C 0.27746 | 9.13817 | 8.6533 | 8.3943 84713 | 7.9310

Table 5.10: A, B and C rotational constants for HoO for the vibrational states for which the dipole moments

have been measured.

The structure determination from the rotational constants has been done from both the
A and C rotational constants and from the A and B rotational constants, and the resulting
geometries are tabulated in Table. 5.11 for HDO, and Table. 5.12 for H5O.

From Table 5.11 and Table 5.12, it is clearly seen that as we excite the OH vibration, the OH
bond gets longer and the molecule is closing. This means that, going to high excited vibrational

states, the wavefunctions spans region of the space much different from the equilibrium values.

Projection of the moment along the OH stretch. Using a simple bond dipole model, we
calculate from the experimental dipole moment vector the contribution of the dipole moment
vector located on the stretched OH.

According to Fig. 5.12, we will define 8;,, as the tilt angle of the inertial frame with respect
to the resting bond r;, that we will use as a reference, 6,,, and 6,3 as the rotation angles of the
dipole moment vector with respect to the resting bond ry and the b axis respectively. The last

angle 6, expresses the rotation of the dipole moment vector in the molecular plane only due to



98 ___ Electric dipole moments of highly excited molecular vibrational states

vib.states ro( A) 6(°) vib.states ra(A) 6(°)
0,0,0 | A/B | 0.9653 | 105.463 0,0,00 | A/B | 0.9503 | 105.105
A/C | 0.9899 | 107.542 A/C | 0.9795 | 106.269
10,0,1) A/B | 0.9805 | 104.784 |1,07) A/B | 0.9730 | 104.007
A/C | 1.0058 | 106.900 A/C | 0.9953 | 104.930
|0,0,4) A/B | 1.0449 | 102.797 |4,07) A/B | 1.028 102.614
A/C | 1.0619 | 104.124 A/C | 1.049 | 103.312
0,0,5) | A/B | 1.0686 | 102.076 14,07)]2) | A/B | 1.9549 | 108.065
A/C | 1.0809 | 103.017 A/C | 1.0704 | 112.087
0,0,8) | A/B | 1.1271 | 101.064 50°) | A/B | 1.0480 | 102.461
A/C | 1.1420 | 102.044 A/C | 1.0693 | 103.803
8,0t) | A/B | 1.123 | 97.986
A/C | 1.138 98.300

Table 5.11: Molecular geometries averaged on a vibra- Table 5.12: Molecular geometries averaged on a vibra-
tional period for different vibrational states of HDO. The tional period for different. vibrational states of HoO. The
bond length rs and the bending angle # have been derived bond length r2 and the bending angle # have been derived

from the experimentally determined rotational constants. from the experimentally determined rotational constants.

electronic charge redistribution, as the inertial tilt is not accounted for. Atom 1 is D for HDO,
and H; for H5O.

Using the geometry of the molecule drawn from the rotational constants, we calculate the
position of each atom in the inertial frame, and then project the experimental dipole moment
along the r9 bond for HOCl, HDO and H20. The evolution of the projection on the extended
OH bond is displayed in Fig. 5.13.
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Figure 5.12: In a bond dipole model, the dipole moment vector £ of a triatomic molecule can be decomposed
as the sum of two dipole moment vectors fi; and jis lying along respectively bond 1 and 2. Each bond dipole
moment is written as the product of a charge and a distance [i; = 8;.7;. We can also project the total dipole
moment vector of every vibrational state along the elongated OH bond 2. We define here a set of different angles.
8,r, is the angle between total dipole moment vector and bond 1. 8y, is the angle between bond 1 and the b axis
of the molecule-fixed frame; it represents the tilt of the molecule-fixed frame due to vibrational anharmonicity.
Bub is the angle between the total dipole moment vector and the b axis of the molecule-fixed frame; it represents
the true rotation of the dipole moment vector, since the inertial contribution is taken into account in the tilt of
the molecule-fixed frame and since the dipole moment components are directly measured in the molecule-fixed

frame of the corresponding vibrational state.
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Figure 5.13: Evolution of the projection of the dipole moment along the extended OH bond for HOCI, HDO
and HoO. The projection is derived using molecular geometry determined from rotational constants. Because
of the inertial defect, it is not equivalent to use A and B or A and C sets of rotational constants. Depending
on which set we used, we do not exactly find the same bond lengths and bending angle, and therefore not the
same projection of the dipole moment. However, the qualitative evolution is consistent. It is seen that the dipole
moment projection increases with vibrational excitation to level off and to initiate a decrease for the highest

measured energy.
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Single bond charge redistribution. We write the dipole moment as:

7Y = T+ (5.36)

= P+ 6Ty (5.37)

We calculate 9= and p3=° the components of the dipole moments along bond 1 and bond r9
for the vibrational ground state, and we fix the magnitude py=" = u¥=" of the dipole moment
vector along bond ry. Using the geometry of the molecule drawn from the rotational constants,
we calculate what should be the magnitude of 63 to fit our experimental dipole moment vector
components, p, and pup, along the molecule-fixed frame. Multiplying 65 by rj calculated from

the rotational constants, we can get 9. The first derivative of the dipole moment can be derived

as:
dpig py — maug
y Jrmry = g (5.38)

Tables. 5.13 and Table 5.14 display the rotation angles of the inertial frame and of the dipole

moment vector due to electrical redistribution for HDO and H20 respectively.

A/C
0,0,0) | |0,0,1) | |0,0,4) | [0,0,5) | |0,0,8)
Opr, 16.659 | 19.476 | 21.812 | 22.635 | 26.307
7 20.852 | 19.311 | 17.858 | 17.531 | 17.619
O, 37.511 | 38.787 | 39.670 | 40.166 | 43.926
Lo 1494 | 1522 | 1.561 | 1.547 | 1.441
duz) | 0000 | 1724 | 0927 | 0583 | -0.348
A/B
0,0,0) | [0,0,1) | 10,0,4) | |0,0,5) | |0,0,8)
O 1727 | 1779 | 2049 |21.62 | 25.04
0, 2085 |19.31 |17.86 |17.53 | 17.62
0, 3812 | 3710 |3835 |39.15 |42.66
ro 0.9653 | 0.9805 | 1.0449 | 1.0686 | 1.1271
1o 1511 | 1541 | 1.577 | 1.556 | 1.462
duz| | 0.000 | 1.965 | 0.830 | 0432 | -0.307

Table 5.13: Rotation of the dipole moment vector of HDO in the molecular plane. @, expresses its rotation
with respect to the b axis of the molecule-fixed frame. This rotation is only due to charge redistribution. The
mechanical contribution, i.e. the tilt of the molecule-fixed frame with vibrational anharmonicity, is expressed in
Ovr,. We thus have the relation ,r, = 6pr, + Oup. p2 is bond moment along the elongated bond 2. We also
calculate its derivative with respect to the r2 bond length. The evolution of these quantity is using molecular
geometry derived from both the A/C and the A/B sets of rotational rotational constants.
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A/C

0,0,0) | 10,0,1) | |0,0,4) | |0,0,5) | |0,0,8)
Obr, 38.620 | 40.855 | 46.831 | 47.930 | 60.767
O, 0.000 | 0.000 | 8826 | 10.595 | 18.013
0, 38.620 | 40.855 | 38.005 | 37.435 | 42.754
Lia 1.446 | 1.437 | 1.520 | 1.529 | 1.397
daz | | 0000 | -0.246 | 0.808 | 0.743 | -0.2767

A/B

0,0,0) | 10,0,1) | |0,0,4) | |0,0,5) | |0,0,8)
Opr, 36.995 | 39.388 | 36.828 | 37.100 | 25.04
O, 0.000 | 0.000 | 8.826 | 10.595 | 18.013
0,, 36.995 | 39.3884 | 36.828 | 37.100 | 42.134
Lo 1.446 | 1.4734 | 1.549 | 1.537 | 1.412
dog| | 0.000 | 1790 | 1.468 | 1.010 | -0.209

Table 5.14: Rotation of the dipole moment vector of HoO in the molecular plane. 6, expresses its rotation
with respect to the b axis of the molecule-fixed frame. This rotation is only due to charge redistribution. The
mechanical contribution, (i.e. the tilt of the molecule-fixed frame with vibrational anharmonicity) is expressed
in Opr,. We thus have the relation 8,,, = 6pr, + 0up. p2 is bond moment along the elongated bond 2. We also
calculate its derivative with respect to the r2 bond length. The evolution of this quantity is determined using

molecular geometry derived from both the A/C and the A/B sets of rotational rotational constants.

Figure 5.14 displays the evolution of the dipole moment along the extended OH bond if
the electronic charge is constrained to redistribute only along this bond. We can see that the
contribution to bond 2 to the dipole moment is increasing as bond 2 is elongated, to reach a
plateau between vog = 4 and vogy = 5, and then to decrease, as p2 cannot increase indefinitely

and has to decrease when the H atom goes to infinity.

Second bond charge redistribution. In the previous model we do not take into account the
fact that the change in charge accounting for the dipole moment along bond 2 can redistribute
to or from bond 1. In this model we now allow the charge to redistribute between bond 2 to

bond 1, as former is elongated, we write the dipole moment as
B =T+ W=7 +0873 (5.39)

Figure 5.16 displays how ps evolves, both for HDO and H2O, when it is possible for the
difference of charge d2 to be redistributed along bond 1. Only results for the set of A/B rotational

constants is displayed since the other set shows a similar trend.
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Figure 5.14: Evolution of the bond dipole moment p» along the extended OH bond while no charge redistribution
is allowed between bond 1 and 2. ps is derived from molecular geometry determined from both the A/C and the
A /B sets of rotational rotational constants. The agreement is only qualitative because of the strong inertial defect
in HoO. The bond dipole moment pg is first increasing with OH stretch vibrational excitation due to increase
charge separation. When the O and H atoms are sufficiently far enough, the electronic charge are redistributing

both along the OH chemical bond and around the nuclei. The bond dipole moment ps is then increasing.



Stark induced quantum beat spectroscopy on H,O/HDO

103

1.6
. —
S P >~ ~ ~
e S - ~
; \p.--’: ............................. 8. .
o 3 e ®,
© A
1.4
(,Q;‘ p -m&-»—-alo'f H20
o h
fope 520f Hgo
—eo—1.0f Ho0
1.3 uz 2
i ! i : ?j
[+} 2 . :

number of quanta of OH stretch

[« ]

Figure 5.15: Charge redistribution along bond 1 and bond 2 as bond 2 is elongated for HoO. d2 (dotted

line), the difference of charge along bond 2, is decreasing when bond length 2 is increasing, since a part of the

electronic charge along bond 2 is taken back by the atoms. §; (full line), the difference of charge along bond 1,

is slightly decreasing since a part of the electronic charge is taken back by the O atoms and thus transferred to

the unstretched bond 1.
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Figure 5.16: Charge redistribution along bond 1 and bond 2 as bond 2 is elongated for HDO, §2 (dotted line),

the difference of charge along bond 2 is decreasing when bond length 2 is increasing since a part of the electronic

charge along bond 2 is taken back by the atoms. &; (full line), the difference of charge along bond 1, is almost

constant, thus the electronic charge transferred from the stretched bond to the unstretched bond, bond 1, is

smaller,
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The first thing we can learn from this is that the contribution ug to the total dipole moment
from bond 2 is quite similar to the one in the previous model, and that there is little change in §;
compared to the change in d2. This means that the charge redistribution upon bond elongation
mainly takes place along the stretched bond. The charge redistribution from the elongated bond
to the other bond is smaller. It is moreover important to note that the sum §; + d2 need not
be conserved since it represents rather a difference of charge, or a difference to homogeneous
charge distribution along the bond than a point charge.

Looking closer, we can see that as expected, the difference of charge d2 along bond 2 is
decreasing, and a part of this difference of charge is transferred to bond 1. For HDO, it is clear
that as 0 is decreasing, 0 is increasing. At vog = 8, u¥=8 = §V=8xr?=8 = 0.957%1741 = 1.666 D
has almost reached the value of the dipole moment of the OD fragment. Therefore, in full
agreement with our intuitive model of the covalent bond elongated, a part of the electronic
charge is taken back by the O atoms and thus transferred to the remaining bond, and the
electrons shared in the covalent bond are recovered when the H atom goes to infinity. The
situation for HoO is not so clear, as if d2 is decreasing, é; seems to decrease as well, since the

two H atoms are equivalent and tunneling occurs.

5.4.3 Comparison with ab-initio calculations.
Calculated Stark coefficients

Following the same procedure we used in Section 5.3.2 to get experimental Stark coefficients
from dipole moment matrix elements, it is possible to calculate the theoretical Stark coefficients
using Eq. 5.40 for an asymmetric rotor in which the relevant matrix elements are calculated
from an ab initio PES and DMS. We have for the Stark shift

o JK'K'M'|\ux|aJK,KM)|?E?
AW ko = > i W 'u__lWo oKeM)] (5.40)
X=ab,co! 'K, K! aJK. K. aJ'KL K,
= (Aask.K, + Bask, k. M*)E® (5.41)

Considering all the rovibrational levels |o/J'K,K.) that lie close in energy to |aJK,K,)
and have a strong transition dipole moment (o/ J'K,K.M'|ux|aJK,K M) (i.e. elements of
terms with % > 107%), we can calculate the Stark coefficient Cyx, i, of the rovibrational state
laJK,K.). A Stark coefficient Co K, K, is the difference of energy AWSJ)K.] KoM, ”AWSI)K,; KoM,
between the two |aJK,K.M7) and |aJK,K M) states coherently populated. In order to
calculate these theoretical Stark coefficients, we use experimental energy values. A compilation
of all the numerous existing experimental energy levels, mainly from Camy-Peyret and Flaud
[33] and more recent works [34, 35], can be found at http://www.tampa.phys.ucl.ac.uk/
jonny/waterlevels.html, or in Ref. [36]. Some of the (80)" terms values were missing and

have been measured using our wavemeter calibrated with an opto-galvanic lamp.
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The ab initio transition dipole moment matrix elements were calculated by Prof. Jonathan
Tennyson’s group at University College of London. In the variational procedure employed for
the calculations reported here, the accuracy of the wavefunction of the individual rotation-
vibration states is determined by the potential energy surface (PES). The calculation of accurate
dipole matrix elements relies on having both accurate wavefunctions and an accurate dipole
moment surface (DMS), it is therefore necessary to consider the accuracy of both the PES
and DMS when considering the reliability of any calculated dipole moment matrix elements.
Tennyson and co-workers chose a PES and DMS and used the variational program DVR3D [37]
to calculate these dipole moment matrix elements. The calculations have been performed with
various combinations of Partridge and Schwenke’s PES [38], a newly fitted PES [39], the DMS
of Partridge and Schwenke [40] and the revised DMS of Schwenke and Partridge [38]. Each
combination gives surprisingly similar results, with different Cyyx, k., values agreeing with each
other to within 1%. The Cayk,k, values obtained from the most recent PES [39] and the
revised DMS [38] are considered the most accurate and are listed in Table 5.15 5. What we call
theoretical Stark coefficients are ”half theoretical”, since the denominators are determined from
experimental energy values. Because of the high energy of the vibrational states investigated
here, the Stark coefficients, both experimental and calculated, are sensitive to the PES and
DMS at configurations far from equilibrium, and therefore, these comparisons should provide
stringent tests of vibrational wavefunctions and dipole moment surfaces. For example the (8,0)*
wavefunction, which is halfway to dissociation of the OH bond, span a large volume of the DMS
and PES since it has classical turning points extending from —0.25 A to +0.6 A along the ro
coordinate.

The calculated Stark coefficients differ from our measured values by up to —25.69% for
the 119 rotational level of the |4,07)|2), or by —9.2% for the 1;; rotational level of the [4,07).
These states that are the most sensitive to p,, because of the a-type 117 — 119 interaction, and

119 of |4,07)|2) is extremely sensitive to p, since this level is almost degenerate with 177 of

’ Note for water |40%2): it has been found during the analysis of water |4,0%2) that the lines assigned in
Ref. [34] as T Py(2) at 16795.04477 em™! and T P,(2) at 16728.92213 em™! did not match correctly the combi-
nation difference with the ground state, and that therefore the |4, 0+2) 111 was not correctly determined. After
a new fit of the lines mentioned above and subsequent analysis, a new assignement has been propesed by Olga
Naumenko (Institute of Atmospheric Optics, Russian Academy of Sciences, Tomsk, Russia) from the work of
Ref. [41], defining 111 from two lines T P;(2) at 16728.92213 em™' and FRy(0) at 16864.6174 cm™!, an as-
signement confirmed from both combination differences and intensity arguments (from line intensities calculated
by Schwenke). This assignement has also been proposed independently by Nikolai Zobov (Institute of Applied
Physics, Russian Academy of Science, Nizhnii Novgorod, Russia). We thus take the energy of the |4,072) 111
level to be 16864.6207 em™*. The position in energy of |4,072) 111 is a crucial issue, since an accidental resonance
occurs with |4,072) 119 at 16865.017813 cm™!, making the interaction term between the those two levels, and
thus the Stark coefficient calculated for |4,072) 110, very sensitive to u,. Therefore, this accidental resonance

will magnify any mistake on the a component of the dipole moment, as it is clearly seen in Table 5.15.
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[0, 09)1b) | J,xe | O (Ha. (V/em)™) | Cgole | (celazebe) (%)
14,07) lo1 | 0.4372(8) 0.4413 0.95%
14,07) 17 | 0.3160(9) 0.2871 | -9.2%
4,07) lio | 0.5097(10) 0.5060 | 0.72%
14,07)|2) | 101 | 0.3153(26) 0.31996 | 1.46%
14,07)[2) | 141 | 0.2137(39) 0.2164 1.26%
14,07)2) | 110 | 0.6306(27) 0.4686 | -25.68%
|5,07) loo | 0.4277(7) 0.4343 1.50%
|5,07) 1h | 0.3032(7) 0.2849 | -6.1%
15,0™) 1o | 0.5077(4) 0.4996 | -1.6%
18,0F) 1m 0.4953(16) 0.5058 2.1%
18,0%) 1| 0.4250(10) 0.4154 | -2.3%
18,0%) 1o | 0.6657(38) 0.6667 0.20%

Table 5.15: Comparison between observed and calculated Stark coefficients for HoO. Stark coefficients are in
units of (Hz. (V/ em)™?). Observed Stark coefficients are directly determined from the modulation frequency
of the OH LIF by the Stark electric field. Calculated Stark coefficients C$%¢ are constructed using Eq. 5.40,
experimental energy levels and ab-initio dipole moment matrix elements calculated using the SPZBT PES and
the new Partridge and Schwenke DMS.
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Figure 5.17: Comparison between observed Stark coefficients and calculated Stark coefficients reported in
Table 5.15 for the J = 1 rovibrational levels of different vibrational states of HoO. There is a systematic
discrepancy between calculated and observed Stark coefficients for the 111 level because the a-type |4,07) 111 —
|4,0%) 110 interaction is dominant in the Stark coefficients since these two rovibrational levels are close in energy.
Moreover, the highest discrepancy is observed between for |4,072) 110 since |[4,072) 110 and |4,0%2) 111 are very
close in energy. This indicates that the origin of the discrepancy is mainly due to the a component of the dipole

moment.
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14,0%)|2) (see Fig. 5.6). Moreover as the s — a splitting decreases when going to more quanta of
OH stretch, the difference in energy between the 177 level of the |—) state and the 119 level of
the |+) state increases and the p, contribution becomes smaller, since the energy denominator
of this corresponding term in the Stark effect expression increases. This causes the difference
between the observed and calculated Stark coefficients to go from 9.2% to 2.25% when going
from |4,07) to |8,07). These discrepancies do not arise from coincidental connections to other
close-lying vibrational states, since the nuclear motion calculations explicitly include all these

interactions.

These systematic differences listed in Table 5.15 can arise from either the dipole moment
surface or the wavefunctions, since Stark effect is described as a summation of dipole moment
matrix elements squared over the energy difference. As we took highly accurate experimental
energy levels, this cannot be the source of the discrepancy. A dipole moment matrix element is
the integral of the dipole moment vector operator, coming from the ab initio dipole moment sur-
face, over the wavefunctions of two states, which come from solving, in the Born-Oppenheimer
approximation, the nuclear Schrédinger equation of the vibration-rotation molecular Hamilto-
nian [29] using potential energy coming from ab-initio potential energy surfaces. This focuses

attention both on limitations of the ab-initio surfaces used and on calculated wavefunctions.

Four different calculations using two different potential and two different dipole surfaces
give very similar results. The two potential surfaces used are completely independent from
one another, while the two dipole surfaces are different analytical fits of the same set of dipole
moment calculations. This might suggest that the source of discrepancy with experiment is
related to the DMS. New ab initio calculations made by Polyanski et al.[6], yet unpublished,
with large augmented basis sets (aug-cc-pV6Z) suggest that the Partridge and Schwenke dipole
surfaces systematically underestimate the water dipole moment for molecular configurations far
from equilibrium, and these are precisely the geometries probed in the current experiments as
one bond is extended. This is an important issue since these are the molecular geometries that
contribute to short wavelength atmospheric water absorption, which is pertinent to atmospheric

modeling.

The systematic underestimation of the a-component of the dipole moment could give us
some hints to the source of the problem. We have already said that ab initio calculations of
dipole moments converge differently than those of energies, since they do not obey the vari-
ational principle, and calculations that give comparable energies can give different moments,
with various methods and basis sets producing transition moments that differ by as much as a
factor of two. This problem is mainly due to the fact that experimentally we just have access
to the average values of observables, that is the integration of the operator over two wavefunc-
tions (that is [ zpiﬁd{,— or [ Vi ;). If we can, following the variational principle, determine

wavefunctions by making the calculated averaged energies converge better and better to ex-
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perimental energy levels, this does not ensure that the spatial distribution of the wavefunction
is correct. If the spatial extension of the wavefunctions has not been correctly determined by
the variational principle, this will be seen in overtone transitions intensities, or in Stark coef-
ficients, calculations for which we need dipole moment matrix elements. When going to high
excited vibrational levels, the wavefunction probability density is increasing at the inner and
outer turning points. Therefore the more excited the molecule is, the larger configuration space
the wavefunction spans, and the more important the spatial distribution of the wavefunction in
region of large amplitude motion is. The increased probability density in those regions of the
configuration space far from equilibrium makes the dipole moment matrix elements, and thus
the Stark coeflicients, very sensitive to the wavefunctions spatial distribution in those regions
far from equilibrium. Since p, connects two wavefunctions with different spatial distribution
and orientation it is reasonable to suspect the spatial overlap of these two wavefunctions to be in
cause. The spatial overlap being directly related to the two molecule-fixed frames orientations,
we suspect those frames to not be correctly oriented.

All these considerations above point up the necessity of very accurate PES and DMS
precisely in the regions far from equilibrium and make these experimental results critical bench-
marks to test and correct PES and DMS, as well as the spatial orientation and amplitude
distribution of the wavefunctions in these regions. The difference between observed and cal-
culated Stark coefficients is interesting because it may allow us to correct the dipole moment

matrix elements calculations. We shall now try to investigate this difference.

The instantaneous inertial frame model

As we saw previously, the inertial defect, and the uncertainty of the geometry of the
molecule it leads to, prevent us from doing more than qualitative models, which, if they confirm
our intuition and give physical meaning to the quantities we measure, do not allow us to explain
where a few percentages difference between observed and calculated Stark coefficients is coming
from. To discriminate among the different assumptions we made above, we will use a simple
model  that takes better into account the dynamics of the problem.

For doing so, we will try to reproduce our experimental dipole moments, using the ab-
initio dipole moment surface of Partridge and Scwhenke [42, 38] to test the DMS and the tilt

6 This instantaneous inertial frame model has been made at a time we were considering that the molecule-fixed
frame the dipole moment vector is expressed in, was the principal inertial axis system instead of the Eckart frame
averaged over a vibrational period. This is not correct. However, the arguments relative to the orientation of the
wavefunctions with respect to one another and with respect to the DMS are still valid and relevant. Moreover,
this work leads to a deeper reinvestigation of the relative orientation of the different axis systems. In the end it
turned out that the origin of the difference between experimental and calculated Stark coefficients really was a
problem of correctly orientating the molecule-fixed frame with respect to the DMS. For these reasons, this section

on the instantaneous inertial frame model is left in this Chapter.
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experimental | calculation 1 | calculation 2
A | 19.4426 19.4427 19.7213
B | 9.0577 9.0509 9.3646
C | 6.0934 6.0941 5.9658
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Table 5.16: H2O rotational constants derived from the instantaneous inertial frame model. For every instan-
taneous position of the nuclei during the vibrational motion, instantaneous rotational constants are determined
from the instantaneous inertia tensor. Instantaneous rotational constants are then averaged over the vibrational
motion and compared to experimental rotational constants. Calculated 1 rotational constants are determined
using r1 = 0.93754 and § = 100.20°. Calculated 2 rotational constants are determined using r; = 0.9574 and
and physically reasonable 6(r3).

of the molecule-fixed frame. We will approximate the OH stretch (rq) as Morse oscillator, and
the unexcited bond (r1) as an harmonic oscillator in its fundamental state (i.e. 7y is fixed).
The bending angle 6132 will be either fixed or considered as undergoing harmonic motion whith
average value determined from the Partridge and Schwenke Potential Energy Surface (PES)
[40, 38], following the minimum energy path when ro is stretched. We introduce thus a 6(r2)

dependence.

Since the time scale for tunneling is larger than the time scale of rotation, we can separate
these motions, by defining at each instantaneous position r9 an instantaneous position of the
inertial frame and instantaneous angular momentum. We can calculate the expectation value

of any operator O by integrating over the Morse oscillator variable r9, that is:

0= [ Ghtarse )0t (ra)ir (542

At each ro position, the relation I = I7? + I;* holds, and if we take 0 = r% we can define

a set of instantaneous rotational constants A™, B'2 and C". If we take ry = 0.9375A and

f = 100.20° we find a very good agreement with experimental rotational constants (calculation

1), as can be seen in Table 5.16. However, if we take physically reasonable values of r| = 0.957A

and 6(r3), the agreement is not so good (calculation 2). While we can reproduce better the
inertial defect, and thus dynamics, it is still not perfect.

If we now set O = Las 0= Up OT 0= A B2+ ,ug, we can integrate the dipole moments over

the Morse wavefunction. The Morse potential and wavefunctions parameters are determined by

fitting the first experimental levels of HOD and H20 to the expressions given in Ref. [43]:

E,=D - (“;ZQ) (T——(m+%))2 (5.43)

where p is the OH reduced mass, D the dissociation limit and a the inverse of a length. We can
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write the Morse wavefunction as

|m) = m(K'm_%)Lm(m)(ZK'2m'1) exp -~-:;-; (5.44)

with: 2 =2Kexp —a(r — req)

where L, (z) are the Laguerre polynomials.

Results for HDO. As HDO is a much better localized oscillator, most of the work has been
done on this molecule. By fitting vibrational levels up to vog = 6 we find the Morse parameters
for HDO to be a = 2.096(10) A~! and D = 47566.3 + 274 cm™!, and by fitting levels up to
vor = 8 we find a = 2.125(10) A~! and D = 46575 + 200 em™ 1.

Despite much effort in changing the different parameters of the system ( 8(rq) from the
ab-initio PES, the enharmonicity of the Morse potential, or the r; length), it is not possible
to reproduce the vibrational dependence of u; that we observe experimentally. Although the
magnitude is reasonably reproduced, the partition of 77 between p, and py is not. The results of
the expectation values for u, and pp are not very sensitive to the Morse potential parameters, but
are sensitive to the 6(ry) dependence. As an example of the results such calculations can give,
Table. 5.17 gives a set of ug, pp and pr ({t)av. # /12 + p?) obtained for a = 2.132 Al D=
45995 cm~! and r; = 0.9574, # = —44.975 ry + 147.463, along with experimental moments and
dipole moment components corresponding to r9 fixed to the average value of the corresponding
Morse wavefunction. This corresponds to a single point on the DMS, that is, the ab initio
moment of a rigid rotor whose inertial frame is correctly rotated in the DMS.

From the results above, it seems that probing the DMS at geometries relevant to the bond
2 extension gives better results for the magnitude of the dipole moment. The magnitude of the
dipole moment is the same whatever the frame we take, independent of the tilt. Moreover, it is
possible to reproduce the increase in y; if we rotate the inertial frame to the angle corresponding
to the extended bond. If we now integrate over the region far around the expectation value we
took as r9 in the rigid rotor model, we see it is not possible to reproduce the increase in y;. This
could be a problem of spatial extension or orientation of the wavefunction. Figure 5.18 shows
the sequence of positions of the inertial frame and the trend of p, and pu; for different regions of
the PES the wavefunction is spanning into when bond 2 is vibrating. In a classical picture the
instantaneous inertial frame can see as tilting back and forth from step 1 to step 4 as the bond is
vibrating, the bond length spanning the positions in between the inner and outer turning points
of the PES. Step 4 is only reached for vog = 8, and most of the motion is between step 1 and
2. The two turning points are not equivalent, if the outer turning point increases pu;, the inner
turning point decreases it. While it is not possible to reproduce exactly the experimental results,
since the p, and p; calculated are dependent on the angular dependence 6(ry) and anharmonicity

of the Morse potential we choose, different calculations give the same conclusions.
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exp. inst. frame | rigid rotor
(0,0,0) | po | -0.6591(2) | -0.6707 -0.663
py | -1.7304(5) | -1.7470 -1.759
pe | 1.8517(5) | 1.881 1.880
(0,0,1) | pa | -0.6412(2) | -0.6639 -0.646
wy | -1.7528(5) | -1.7562 -1.792
pe | 1.8664(5) | 1.873 1.905
(0,0,4) | pa | -0.5867(9) | -0.3504 -0.604
e | -1.822(1) | -1.7391 -1.866
pe | 1.914(1) 1.8784 1.966
(0,0,5) | pa | -0.572(1) | -0.0106 -0.590
py | -1.8292(9) | -1.7655 -1.881
pe | 1.917(1) 1.8694 1.971
(0,0,8) | pa | -0.571(1) | +0.4088 -0.396
py | -1.828(1) | -1.5429 -1.917
pe | 1.915(1) 1.8279 1.958

Table 5.17: Experimental dipole moment components for vibrationally excited states of HDO compared to
calculated dipole moment components using ab-initio DMS along with the instantaneous frame model or with a

rigid rotor model. In a rigid rotor model, the bending angle and bond length are fixed to their average value.

It seems that the DMS does not underestimate the dipole moment. However if the spa-
tial extension of the wavefunction, and most particularly the tilt of the angle, is not correctly
accounted for (which is probably the case in this instantaneous inertial frame model), the reparti-
tion between the a and the b component of the dipole moment is not reproduced. The magnitude
of the total dipole moment, which is insensitive to the frame tilt, is not far off, even though it

is decreasing in our model.

Results for HoO. When comparing qualitatively HoO to HDO, and only considering the
inertial contribution and the direction of frame tilt (see Fig. 5.19), we can understand the differ-
ence of sign of p, and the increase of yp in HDO, and corresponding decrease in HoO. However,
the same kind of calculations does not reproduce the experimental p, and pu,. Table 5.18 dis-
plays the experimental dipole moments along with the point in the DMS corresponding to a
rigid rotor with r1 = re, 61 = 0 and ro = (P3,,,..0|72|%8 orse)- The Morse parameters are taken
to be for HyO a = 2.14 A~! and D = 47,500 cm™!. The # angular dependence (in degrees) is
taken to be 6(rg) = —44.957 ro + 147.5.

Note that in the rigid rotor model, an angular dependence other than 6y = 6, can give
magnitudes similar to the observed ones but different between the a and b components of the

dipole moments. The angular dependence is therefore a very critical parameter.
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b b pa<0

Figure 5.18: Position of the inertial frame and g, and pp trends for different position of r3. During a bond 2
vibrational period, the molecule-fixed frame takes different orientation according to the position of the different
nuclei. The molecule-fixed frame tilt being the main contribution to the dipole moment change, we can see that
the configurations spanned by the molecule-fixed frame axis can be divided in several regions. In these different
regions, p, is either positive or negative and pu; either increases or decreases. Region 4 is only reached close to

the outer turning point of |0, 0, 8).

Figure 5.19: Comparison, between HoO and HDQO, of the position of the inertial frame and the evolution trends
for pe and pp when bond 2 length, ra, is stretched during the bond 2 vibrational motion in a local basis. For
both HoO and HOD, a stretched r2 tilts the b axis away from the z axis in a clockwise direction. However, if for

H2O p, starts to increase and p; to decrease, if for HDO pu, starts to decrease and pp to increase.
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exp. | instant.fr. | rigid rotor

14,07) | pa | 0.291 | 0.455 0.542
uy | -1.874 | -1.809 -1.644
pr | 1.896 | 1.865 1.879
15,07) | ua | -0.344 | 0.523 -0.603
pp | -1.857 | -1.776 -1.603
pr | 1.889 | 1.851 1.870

18,07)) | pa | -0.584 | 0.611
wp | -1.796 | -1.672
pr | 1.889 | 1761 1.816

Table 5.18: Experimental dipole moment components for vibrationally excited states of HoO compared to
calculated dipole moment components using an ab initio DMS along with the instantaneous model or with a rigid

rotor model. In a rigid rotor model, the bending angle and bond length are fixed to their average value.

Once again, while this level of modeling is not sufficient to reproduce the experimental
dipole moment components and to make strong conclusions, it may seem that as for HDO the
DMS does not underestimate dramatically the magnitude of the dipole moment. However, the
inertial tilt is a very critical issue, which greatly affects a lot the repartition between the a and b
components of the dipole moment. It therefore seems worth directing our effort to this inertial

frame tilt issue, using a more sophisticated model.

New calculated Stark coefficients

To use general dipole surfaces, the DV R3D programs [37] needs to use internal coordinates
for the wavefunction which are the same as those used to represent the dipole surface [28]. A
closer reinvestigation of the code making this dipole moment rotation has been led by Pr. Ten-
nyson. It has been found that the majority of the discrepancy shown in Table 5.15 was caused
by the use of an incorrect embedding of the body-fixed axis system. This embedding is close to,
but not the same as, the bisector embedding [37] used to compute the wavefunctions. As shown
in Table 5.19, the use of the correct embedding significantly reduces these errors with respect
to our measurements.

Dipole matrix elements have been computed using several combinations of PES and DMS.
In particular the spectroscopically determined PES’s of Partridge and Schwenke (PS) [40] and
Shirin et al (SPZBT) [39] have been used. Calculations were performed using the ab initio
DMS reported by PS [40] and their subsequent refit of the same ab initio data which we call
newPS [42]. The calculations were performed using the new version of the DV R3D program

suite (unpublished) and well converged wavefunctions. This led to new sets of dipole moment
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matrix elements, generated by the same ab initio DMS and PES. These new dipole moment
matrix elements are used to get new calculated Stark coefficients, reported as calcy, cales and
calcq, which are compared with our observed Stark coefficients. calcg Stark coefficients come
from Partridge and Schwenke’s PES and DMS [42]. calcs, calcy, calcs Stark coefficients come
from Shirin’s SPZBT PES [39] and respectively Tennyson’s DMS and the new [42] and old [40]
fits of Partridge and Schwenke’s DMS. Table 5.19 displays the quantity (“"%2 2 4'5“’"8) (%) for

obs

the different combinations of PES and DM S. It can be seen in Table 5.19 that the agreement

ln’ Oi)lb) JKﬂKc (calcg~obs) (% (calcg——obs) (%) (calcg -«obs) % (calcob—;obs) (%)
|4,07) 101 0.515 0.867 0.454 0.438

|4,07) 111 0.875 1.27 1.79 1.92

|4,07) 119 0.965 1.45 1.01 1.02

|4,07)|2) 1m 1.45 1.86 1.52 1.85

|4,07)|2) 144 -1.07 -0.733 -1.05 -1.07

|4,07)|2) 110 -0.021 0.895 0.386 0.313

|5,07) 101 1.00 1.40 1.05 0.999

|5,07) 144 0.893 1.33 0.902 0.85

|5,07) 119 1.46 1.89 1.50 1.45

18,0F) 101 1.31 1.69 1.22 1.31

18,0F) 144 1.94 2.37 1.53 1.92

8,0F) 110 2.44 2.86 2.17 243

Table 5.19: Comparison between experimental and calculated Stark coefficients from different ab-initio PES

and DMS. calce Stark coefficients come from Partridge and Schwenke’s PES and DMS . cales, cales, cales Stark
coefficients come from Shirin’s SPZBT PES and respectively Tennyson’s DMS and the new and old fits of Partridge
and Schwenke’s DMS.

between observed and calculated Stark coefficients is now much better, around 1%. A closer look
at Table 5.19 shows a slight but systematic overestimation of the experimental Stark coefficients.
Moreover, the Stark coefficients for vog = 8 seem to be slightly worse than those for lower vog.
We hope that new calculations will be able to get an even better agreement to our observed

Stark coefficients.

5.5 Summary

We showed in this Chapter how its has been possible to measure the dipole moments for
the |0,0,4), |0,0,5) and |0,0,8) states of HDO and for the |4,07), |4,07)|2), |5,07), and |8,07)
states of HoO. We demonstrated that the evolution of the dipole moment with vibrational
excitation could not be described by the usual perturbative dipole moment function and that

the tilt of the molecule-fixed frame accounted for the most part of the dipole moment rotation
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in the molecule plane. Moreover, we saw that the charge redistribution mainly occurs along the
vibrationally excited bond, and that the dipole moment along the OH bond increases, levels
off, and then turns around for OH bond lengths far from equilibrium. We also compared our
measured Stark coefficients with those calculated from ab initio PES and DMS. We showed that
it was possible to improve the calculation of transition dipole moments by correctly rotating the
molecular frame of the rovibrational wavefunctions. We tested several ab initio PES and DMS

and showed that the agreement with experimental data is good.
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Chapter 6

Conclusion and perspective.

In this work, electric dipole moments of highly excited vibrational states of HoCO, HOCI,
HDO, and H30O, have been measured using either frequency or time domain techniques based

on Stark effect. The results are summarized in Table 6.1.

HOC1
(400)
us (D) || 1.562(9)
H,CO
1 5o

ua(D) || 2.2044(5) 2.2936(30)

HDO
(004) (005) (008)
pa(D) || 0.5867(9) 0.572(1) 0.571(1)

w(D) || 1.822(1)  1.8292(9) 1.828(1)

HQO
4,07) 4,07)[2)  [5,07)  [8,0%)
pa(D) || 0.209(3)  0.37743(51)  0.354(3) 0.600(7)
w(D) || 1.926(2)  1.80005(222) 1.909(1) 1.846(5)

Table 6.1: List of all the dipole moments measured in this work for different vibrationally excited states of
HOCI, H2CO, HDO and H,O.

The values that we have determined must be added to the list of dipole moment measure-

ments for these molecules in their ground and first excited vibrational states, and to the very
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few measurements performed on highly excited vibrational states. Due to the rarity of dipole
moment data for highly excited vibrational states, and to the importance of dipole moment
for transition intensities, intermolecular forces and collisions, these measurements are extremely
valuable, particularly for probing regions of the dipole moment surface at geometries far from
equilibrium. Highly excited molecules are of special importance for chemical and energy transfer
processes in atmospheric sciences, combustion studies, planetology, and more generally in the
whole quantitative spectroscopy field, where transitions intensities are at least as important as
line positions. For example, geometries far from equilibrium contribute to short wavelength
atmospheric water absorption [1, 2], since the sun, a 5500 K star, has its peak emission in the
visible. Thus, these measurements are, albeit indirectly, very important for helping understand-
ing global climatology, since substantial controversies exist concerning the solar radiation budget
[3]. Moreover, experimental Stark coefficients can be compared to those determined from ab
initio dipole moment and potential energy surfaces, and this comparison provides a correction
method for these ab-initio surfaces and establishes critical benchmarks for future improvements.

The techniques used here to measure dipole moments can be compared with other existing
methods such as direct intensity measurements, the most common measurement technique of
quantitative spectroscopy, or ab initio calculations from which intensity data is derived. In
terms of accuracy and insensitivity to sample conditions, the methods used in this work are by

far superior to other approaches. However they have severe limitations:

e They are heavy experiments to carry out, requiring the simultaneous use of several lasers in
addition to microwave generators for the frequency domain experiments. The experiments
are non trivial and slow to implement. This constraint prevents a fast and extensive study

of dipole moments of numerous excited states.

e Substantial spectroscopic work has to be done before applying this technique to determine
the energies of the rotational levels of the investigated excited vibrational state. One
must be able to identify the rovibrational levels that one wants to study and determine
the laser frequencies needed for each step of the multiple laser experiment. In general,
the higher the energy of the vibrational state in question, the smaller the chance that
spectroscopic work has already been done on it. Because dipole moments are derived
from Stark coefficients by taking into account all the interaction with all the other nearby
rovibrational states the positions in energy of these interacting states must be known
to a sufficient accuracy. Since all levels are not spectroscopically accessible by the same
technique (CRDS, FTIR. or double-resonance), several techniques must be combined to get
all the required information. Fortunately the vibrational mixing may play in our favor and
allow energy of the dark states to be determined. The limited amount of high resolution

spectroscopic data on highly excited vibrational states available in the literature restricts
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the molecules that can be studied without paying the price of a difficult and extensive

spectroscopy study.

e To access highly excited states, we are limited to OH, CH or NH stretch overtones since
strong anharmonicity is required to relax harmonic oscillator selection rules. Moreover,
it is not obvious that double or triple resonance can be always done, since the Franck-
Condon factors put severe limitations on the detection step which is based on an electronic
transition. Furthermore, detection techniques based on photodissociation or unimolecu-
lar dissociation product detection have the usual limitations associated with dissociation
experiments, mainly the finite dissociation rate and distribution of products among many
different states. Moreover fluorescence detection of the vibrationally excited molecule
itself or of the dissociation fragments is obviously limited by the fluorescence quantum
yield. This adds additional constraints to the molecules that can been studied, even if
these constrains are strongly correlated with the previous ones. Furthermore, in the case
of quantum beat experiments, molecules with a large nuclear hyperfine constant exhibit
hyperfine structure, that can wash out the quantum beat oscillations, since each .J level is
split in (2J 4+ 1)(2] + 1) M components, and the energy difference for all the Mg com-
ponents is not the same. This being said, it is possible to make Stark or Zeeman induced
quantum beat experiments on M levels to get other parameters like nuclear hyperfine
constant and spin-orbit matrix elements [4]. However this is more easily done in a molec-
ular jet than in a static cell, since the J = 1 states are more populated and split in fewer

Mp components.

e Since we want to compare our experimental Stark coefficients with calculated Stark coef-
ficients to test currently existing dipole moment surfaces and wavefunctions, and provide
benchmarks for future improvements, we must focus on molecules for which dipole mo-
ments surfaces and potential energy surfaces are available at a sufficient accuracy. This

reduces again the number of molecules that are worth being studied by this approach.

From the remarks above, we can conclude that direct dipole moments measurements data
are of crucial importance for quantitative spectroscopy and the techniques that we have de-
veloped offer the necessary accuracy needed for testing and improving calculated DMS’s and
PES’s. However, in practice they are not straightforward to carry out and have several limita-
tions which restrict their application to a limited number of molecules and vibrational states.
This means that such dipole moment measurements must be carefully targeted. The molecule
we can plan to study must be chosen, in addition to its broader scientific interest, according to
the previously mentioned criteria as well as the spectroscopic data available.

The techniques applied in this thesis are complementary to traditional spectroscopic tech-

niques, such as photoacoustic spectroscopy, FTIR, ICLAS, CRDS and double-resonance overtone
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spectroscopy techniques which can provide accurate energy levels positions for excited rovibra-
tional states. This is the preliminary step to any dipole moment study. In addition to the energy
level position these techniques provide, they also give information on intensities. However all
these techniques are very sensitive to experimental fluctuations of the sample or of the laser
power, which gives large uncertainties on the measurements, sometimes larger than the dipole
moment changes [5]. Moreover, all the dipole moments measured from intensity analysis are
transition dipole moments, the dipole moment operator matrix element between two different
rovibrational eigenstates, and not permanent dipole moments, (i.e. the average of the dipole
moment on a period of rotation-vibration of a single rovibrational eigenstate). One must ac-
count for the fact that in transition dipole moments, the two wavefunctions linked by the dipole
moment operator are not necessarily expressed in the same frame, and deriving a permanent
dipole moment from transition dipole moment measurements is a not straightforward operation
[6]. However, all these considerations and limitations must be balanced against the quantity
of measurement one can get during a given period of time. Even if they are time consuming,
measurements of permanent dipole moments of excited vibrational states by the techniques de-
veloped and employed here are extremely useful, because of the increased accuracy. Therefore
these techniques should be used as a check of dipole moment from line intensity analysis of
selected systems rather than to make a wide survey of the dipole moments of highly excited

rovibrational states.

However, we must keep in mind that because all the experimental limitations associated
with line strength measurements, dipole moment surfaces from theoretical calculations can be
superior to empirical surfaces derived from these line strength measurements [7]. Moreover
ab-initio calculations can be made for a large number of geometric configurations, sometimes
unreachable by experiment, in an small amount of time, and in this sense are very promising [8].
Ab initio calculations are intimately linked to experimental spectroscopic work, and improving
our understanding of molecular physics requires a feedback between theory and experiment. On
one hand, ab initio calculations need experimental input for validation, correction and improve-
ment, and one the other hand they can provide a large amount of useful data for spectroscopists.
However, even if at low energy the agreement with experimental energy and dipole moment is
relatively good [9], when going to higher energy the discrepancy between experimental and cal-
culated energy levels tends to increase. Until this work, almost no data was available for checking
dipole moment surfaces at geometries far from equilibrium, and this work demonstrates that
improvements can be made on dipole moment surfaces. Our dipole moment measurement tech-
niques must be conceived as a check and a way of improving DMS’s and wavefunctions and thus
as a complement to ab initio calculations which remain faster and more useful than experiment
for constituting a database that can be used for atmospheric modeling, for example. In this way,

the work done must be considered as being a guide for calculations, in order to improve their
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validity. For example, the work made on H2O has definitely improved dipole moment matrix el-
ement calculations as seen in Section 5.4.3. Despite the small discrepancy that remains between
calculated and observed Stark coefficients, we hope that in the future these experimental data

will lead to further improvements of transition dipole moments and thus transition intensities
for H,O.

With this in mind, it seems to me that water is the key molecule that fulfill the necessary
criteria and for which our results can lead to serious improvements of ab initio methods. In ad-
dition to the huge interest for atmospheric sciences, a wealth of spectroscopic data are available
for this molecule. As a simple triatomic molecule there are sophisticated and reliable PES’s and
DMS’s available. To test these surfaces more critically, it will be very useful to go to still higher
excited vibrational states, such as [9,0%), [10,07) and |11,0%). These states can be accessed in
the same way as |8,0%), by double-resonance from |0,0,0) to |4,07) or |5,07), and photodisso-
ciated using the third harmonic of a Nd:YAG laser. The spectroscopy of these vibrational states
has not been investigated, and will have to be done prior to Stark measurements. However,
since double-resonance will be used to access them and because the intermediate energy level
positions (|4,07) or |5,07)) are known, the assignment should be straightforward. There are
no additional difficulties than for our measurements on |8,07%) for getting Stark coefficients that
can be compared to those from ab-initio calculations. However, the spectroscopy of the dark
states |9,07), |10,07) and |11,07) is not known, and they are measured either by FTIR, ICLAS
or CRDS, we shall not be able to extract dipole moment components. In addition to those
states with more OH stretch quanta of vibration, it will be desirable to get states with quanta
of bending other than |4,07,2), in order to test how well the bending motion is accounted for.
Populating these states with bending character requires more laser power, and [4,07,2) consti-
tuted the experimental limit, but power improvements, as using a Bethune cell in another laser
amplifier stage for example, can make measurements on those states possible.

Because of complications due to tunneling effects in HoO, it seems to me that water DMS
can be better tested using HDO Stark coefficients. However it has not been possible at this
time to compare our experimental Stark coefficients for HDO with calculated ones from ab
initio transition dipole moments. This comparison may be particularly useful, since it could
allow a true test of the DMS without being concerned of how well wavefunctions take into
account tunneling. Therefore, it is useful to carry experiments on HoO along with experiments
on HDO, which does not introduce additional difficulties since the energy levels positions are
not so different. However the signal intensity is twice smaller.

It is probably possible to get vibrational levels higher than |11,0%), by using |5,07) as
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the intermediate levels, which probably constitutes the highest intermediate levels we can fore-
see to use, but the photodissociation laser may not be an harmonic of a Nd:YAG laser, and
introducing a tunable photodissociation laser is one experimental step further. This work on
excited vibrational states higher than vog = 8 both on HoO and HDO is relatively feasible and
extremely useful, both in term of energy levels positions determination and in term of dipole

moment measurements, for improving both the PES and DMS.

In addition to HoO and HDO, quantum beat oscillations have been measured on HoCO,
which like water, has been extensively studied. This is the molecule with the most dipole
moment data available and thus the most susceptible to give a complete picture of dipole moment
dependence on vibration, not only on CH stretch vibrational motion, but on different. vibrational
modes. We have shown that SEP quantum beat spectroscopy is feasible (see Section 3.2.6).
Because of the wealth of data currently available on HoCO, the possibility to access by SEP
vibrational states different than CH stretch overtones [10], and because it is a relatively simple

system, it is in my sense a molecule that is worth studying in order to test and improve ab initio
DMS’s.

Another molecule, that could be worth studying is NHs, because of its umbrella motion,
similar to the tunneling motion in HoO. Stark effects observed in NHj arise from transition
moments connecting the two halves of the tunneling doublets of NHgs (like p, in HoO is related
to the transition moment connecting the |s) and |a) states). This transition moment is conven-
tionally interpreted as the permanent moment of NHj in the pyramidal geometry of either the
left or right handed basis state. Inversion of ammonia basis states changes the sign of the NHj
moment, just as tunneling from |n, 0) and |0, n) reverses the sign of u,. Double-resonance exper-
iments on vy = 4 and 5 have been attempted following the experimental scheme of Ref. [11] on
vyg = 1. An overtone transition populated the vy g = 4 state, and an electronic transition was
used to excite the 24 A1A”5 electronic levels, and we tried to detect NHy chemiluminescence.
Unfortunately the Franck-Condon factors of the second step are almost zero, and we did not
transfer enough molecules from vy = 4 to the electronic excited state to detect the overtone
transition. Moreover Franck-Condon favorable vibronic states were out of reach of our laser
wavelength range. Nevertheless another alternative for the detection step would be to make a
one photon forbidden, two photon allowed transition to populate the Rydberg state C'A% [12],
that fluoresces on the ALA”5 at 650 nm. to give the so-called Schuster bands. This experimental

scheme may allow one to study the dipole moment of the vy = 4 and 5 states.

Those techniques can be extended to larger molecules, with the limitations mentioned
above, as long as the rotational structure can be resolved. Nevertheless the overall goal that
has to be kept in mind is that those experiments must be thought as means to improve our
physical understanding of charge distribution in molecules with vibrational motion in order to

test and improve ab initio DMS and PES, and both theoretical and experimental work must be
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carried out together to finally get reliable PES and DMS. Reliable ab initio PES’s and DMS’s

will allow one to make a large transition intensity database that can be used, one level further,

by quantitative spectroscopists.
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Appendix A: Stark effect

We will review in Appendix A the different expressions used to express the modification
induced in the spectrum of a molecule by an external electric field following the treatment
exposed in Ref. [1]. We will first see how the application of an external Stark electric field
breaks the inversion symmetry of a molecule + external charges system, and we will then derive
the mathematical expression of the second order correction to the energy of a symmetric rotor.
The asymmetric rotor case is not treated but can be found in Ref. [1]. The results are cited in
Section 2.1.2.

Dipole moment and inversion operators

The zero-field molecular Hamiltonian

The inversion operator E*, which has the effect of permuting in a molecule the spatial
coordinates of all particles (both nuclei and electrons) through the origin of the space-fixed axis
system (usually the center of mass) commutes with the molecular Hamiltonian, i.e [Hy, E*], and
the eigenfunctions |43) of the zero-field Hamiltonian Hy can be labeled by their behavior under

the inversion operator and thus have a defined total parity, either even or odd:
E*[ypp£) = £lynt) (1)

The electric dipole moment operator is of odd parity, that is E*Tp1 () = —T;(M) where
Tpl(,u) is the space-fixed p** component of the molecular dipole moment vector operator. Its

expectation value for a molecular eigenstate of defined parity is thus zero:

(Ty (W)n = (WOIT, (w)]9p) = 0 (2)

Therefore, no single eigenstate of defined parity can give nonzero expectation value for any
space-fized component of the electric dipole moment. Permanent dipole moments of molecules
only referred to body-fized system of coordinates. The space-fixed components of the dipole
moment will average to zero for a freely rotating molecule (or since the Heisenberg uncertainty
principle prohibits a freely rotating molecule from being oriented along a preferential direction

in space).
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If we now take the case of two degenerate states of opposite parity [1/%) and |2), they

form a new set of mixed parity:

[¥a) (193) +1¥2))
[¥p) 5(193) — [92))

and the expectation value of any p component of the space-fixed dipole moment operator for

(3)

NN

these states of mixed parity is now:

(ol Ty (1) [tba) = (| T, () eb) = (B2 Ty (w)|9Y) # 0 (4)

This means that no electric dipole moment (and more generally no electric multipole mo-
ment of odd order) can exist in the absence of degeneracy. A nonzero expectation value for
the space-fixed dipole moment occurs only for degenerate eigenstates. This degeneracy can
occur accidentally or for symmetry related reasons, as it is the case for the K-degeneracy of
purely symmetric top (the (2J + 1) degeneracy associated with M does not count, as all the
M-sublevels have the same parity). In an asymmetric top there are no systematic degeneracies
between states of opposite parity, and therefore a zero expectation value for the space-fixed

dipole moment.

Interaction between a molecule and an external electric field: the Stark Hamil-

tonian

Electrical interactions occur between the collection of charged particles constituting a
molecule and a distribution of external charges producing an external electric field which exerts
various forces and torques on the molecule. The classical interaction for the electrostatic inter-
action between a molecule and a surrounding static distribution of charges can be expressed in

the following form:
amq
V= E:E:E..,mi}l (5)

where ¢, and 7,, represent the charge and position vector of the m* particle in the molecule,
and g, and 7, represent the charge and position vector of the n** particle in the external charge
distribution. Position vectors are relative to the origin of a space-fixed coordinate system, that
is taken to be the molecular centre of mass. If we assume that the external charges are widely
separated from the molecules (i.e. t?nl > [?m[), we can make use of the expressions, see [2]:

k

k
Pi(cosbpm) = (2:11) Z Y, (O, $m)*. Y (6, 6n) (7)
p=—k
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where 6; and ¢; are the angular coordinates of 77 with respect to the space-fixed axis system,
and 6; ; is the angle formed between 7 and ¥}. By combining those expressions into Eq. 5, the
interaction can be reformulated [2] in terms of the electric multipole moments describing the

charge distributions (see Section 1.1) present both inside and outside of the molecular system:

Ve 3 (<) S it ) 3 (e 8
== ;pz——k (2k+1) m;/‘]mb‘ml p( 'm;(bm) n;kW p( n7¢n) ( )
%) k
= > > TH(M)T)(S) o
k=0 p=—k
= (k). TH(S)) )
k=0
= iv(k) )

B
I
o

where T,f(M) and Tzf(S) are the p*® component of a rank k spherical tensors which describe the
k' multipole moments of the molecular charge distribution and of surrounding external charge
distribution respectively, and V* represents the contribution to the energy from interactions
between the k** electric multipole moments.

The successive terms of V' denote the interaction of higher and higher electric multipole
moments of the molecule with those of the surrounding distribution of charges. The k& = 0
term represents the interaction of the electric monopole moment, or the total charge @ of the
molecule, with the electric potential ®, produced by the surrounding charge distribution. The

= 1 represents the interaction of the molecular electric dipole moment,7Z, with the gradient
of the external electric potential or electric field vector, E = —V®. The k = 2 term represents
the interaction of the molecular electric quadrupole moment with the gradient of the external
electric field VE = —V2®. A great care is taken in the experiments that the electric field
applied to the molecule is extremely uniform and homogeneous, and moreover we study neutral
molecules (@ = 0), and the terms of order higher than k& = 2 are much smaller than the k£ =1
term, so the expansion above collapses to a single term describing the interaction between the

molecular electric dipole moment, 7, and the electric field E:
v=v0=-1'(p).TNE)=-7-E (12)

The quantum mechanical operator, ) Stark, describing the interaction of a molecular electric
dipole moment and an external electric field, can be formulated from the classical expression
(see Eq. 12):

Astar = -TY(F) - TVE)=-F - B (13)
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or:
ﬁStark = —pEcosf (14)

where  is the angle between the molecular dipole 77 and the field E. pz = pcosf is the Z

component of the dipole moment vector in the space-fixed system.

The application of an external Stark electric field breaks the inversion symmetry of the
system (molecule + external charges), since the inversion operator does not invert the space-fixed

charges that produce the external electric field, and the effective Hamiltonian can be written as:

Heff = HO + HSta'rk (15)
with Hgtarw = =T (p).T*(E) = i.E (16)

where T'(p) and T'(E) represent the space-fixed molecular dipole moment vector and external
electric field vector. Now the expectation value of any p component of the space-fixed dipole

moment is non-zero since the parity is no longer a valid symmetry label:

(Wn|Ty (1) 9o} # 0 (17)

where |1y, ) is now an eigenfunction of the effective molecular Hamiltonian with ill-defined parity.
The breakdown of the inversion symmetry that accompanies the application of an external

electric field can thus lead to an induced, space-fixed component of the electric dipole moment.

Therefore, for asymmetric rotors, there is no first-order Stark effect (since (p%|T73 (p)|L) -
TY(E) = 0 due to the lack of systematic degeneracy between states of opposite parity, and thus
no space-fixed permanent dipole moment at zero-field, as we use the zero-field wavefunctions
for first-order perturbation theory). The Stark effect will be second-order (see Eq. 17) and can
be classically seen in terms of an induction process (polarization) in which the external electric
field must induce a moment in the molecular system with which it can subsequently interact.
Or, in the language of perturbation theory, the electric field breaks the symmetry and new
eigenfunctions are defined that subsequently interact with the Stark Hamiltonian. However,
once the electric field is large enough to cause the mixing of states having opposite parity (e.g.
the members of an asymmetry doublet) the Stark perturbation can be transformed into a first-
order effect, linearly proportional to the magnitude of the electric field. For an asymmetric
rotor there is a transition from second-order Stark effect at low field to first-order Stark effect
at higher field, this transition being correlated with the size of the asymmetry splitting. Note
that a Jy s state, since it is not a member of a K-doublet, will show a second-order Stark effect

until the field is large enough to mix it with adjacent rotational states of different J or K,.
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Stark effect for a symmetric rotor

First-order Stark effect for a symmetric rotor

We will now derive the Stark Hamiltonian matrix elements in a basis of a purely symmetric
rotor that describes the interaction energy between a molecular electric dipole moment and an

external electric field:

Hitark = ~T*(0) - TH(B) = = Y (=1} () - T, (B) = i - B (18)

p
where T () and T (E) represent the space-fized molecular dipole moment vector and external
electric field vector. However the molecular dipole moment is defined in the molecule-fized axis
system while the Stark electric field is defined in the space-fizred axis system. So, we will first

transform the space-fixed dipole moment operator into the molecule-fixed frame:

Th(p) = Z D{(Q)* - T, (1) (19)

where DM (Q) is the Wigner rotation matrix of rank 1, that is function of the Euler angles €,
and that is the operator connecting the space-fixed and the molecule-fixed coordinates. The

q index refers to the molecule-fixed system and the p index refers to the space-fixed system.
Eq. 18 and Eq. 19 give:

Htark = — ZZ 1P DR Q) Ty (n) - T2 (E) = ji- E (20)

and we want to evaluate this operator for rovibronic states in the basis set of symmetric rotor

eigenfunctions:

2J+1

l0JKM) = |a)|JKM) = |a) ( .

1/2
) D () (21)

where K and M are respectively the projection of the total angular momentum J along the
molecule-fixed and the space-fixed z axis. « represents all the other quantum numbers (for
electronic and vibrational degrees of freedom), and we decompose the rovibronic state into a
vibronic state and a rotational state, the latter can be written in terms of Wigner rotation

functions. So, we have:
(aJ'K'M'|Hgorp|laJKM) = — Z Z(-l)ﬂ(J’K’M'[Dgy(Q)*|JKM> (22)
<alT1(u)la>T1p(E) (23)

(a|qu(,u)[a> is the ¢ component of the vibronic molecular dipole moment of the molecule-fixed

frame.
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It is important at that point to make a very important and useful remark about the nature
of the vibronic molecule-fixed frame the vibronic dipole moment p(c) is expressed in. If we
choose to separate rotational and vibrational motion for non-equilibrium geometries, as it is
done in Eq. 22, to get a vibronic molecular dipole moment, we must use the rules proposed by
Eckart for separating rovibrational motion. These rules consist in eliminating the vibrational

angular momentum J,;, in the molecule-fixed system:
Jvip = Z miri X 7 =0 (24)
i

Making the approximation that for a rigid molecule the nuclei do not depart far from the

equilibrium configuration, we can get the so-called Eckart equation [3]:
Juib = Zmi’rf Xxr;=0 (25)
i

Equation 25 fixes the orientation of the (z,y, z) molecule-fixed system that gives a minimal
Jyip and thus minimum Coriolis coupling terms to spoil the separation of rotation and vibration.
It is important to understand that the vibronic dipole moment p(a) is expressed in an
Eckart frame averaged on a vibration period. We will refer in the text to the a and b

components of the vibronic dipole moment in this specific molecule-fixed frame.

Coming back to the derivation of Eq. 22, the derivation of the (J'K’M’ID,(?%,)(Q)*IJKM)

can be found in Ref. [2] where use have been made of the relation:

DI(Q) = (-1~ DE)_ (@) (26)

—pP—q

and of the Clebsch-Gordan series to contract the product of two Wigner rotation functions:

J kP J ok p : )
DSJR/I-K(Q)D(};-Q(Q) - Z ( ) < ) D%-{BpK+q(Q)

(27)
which gives the following expression in terms of Clebsch-Gordan coefficients:
(JJK'M'|DY(Q*|JKM) = (-1)M-K' /(2] +1)(2] +1) (28)
J ok J J ok J
-M p M -K' ¢ K
what we can put in Eq. 22 to give:
(aJ'K'M!|Hsgari|aJKM) = —(—1)M' =K' /(o) +1)(2J +1) (29)

J! 1 J J 1 J
(s ) (e v)

(el Ty ()] @) T2, (E)
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The symmetry properties of the Wigner 3-j symbols gives the selection rules for which

rotational states the interaction Hamiltonian can connect:
AJ = 0 (excepted for J=0),+1 AK =0,+1 AM =0,+1 (30)

The p index refers to the polarization of the electric field, either right-handed or left-handed
circularly polarized (p = +1 or p = —1) or linearly polarized (p = 0). The quantization axis
is defined by the direction of the external Stark electric field and for Stark effect (as well as
for rotational transitions with radiation linearly polarized along the quantization axis) we just

consider p = 0, which simplifies Eq. 29 to:

(aJ'K'M!|Hggari|aJKM) = —(—1)M' K" /20 +1)(2J +1) (31)

Jo1J ~ I TN
(20 D ger( 20 ) e

where only the rotational states of the same vibronic state obeying the selection rules of Eq. 32

can be connected:
AJ =0 (excepted for J=0),+1 AK =0,+£1 AM =0 (32)

The Stark Hamiltonian is diagonal in M. The summation over g allows the (permanent or
transition) dipole moment to have nonzero component along all the three molecule-fixed axes.

Of course if the states connected do not belong to the same vibronic state as we assumed
in Eq. 22, we must consider the total symmetry of the rovibronic state and the representation of
(o/|T}(p)|ery must contains an irreducible representation of A; symmetry for Eq. 31 to be non
Zero.

Applying the Wigner-Eckart theorem to derive Eq. 31 assumes an explicit separability of
rotational motion from other degrees of freedom, (aqul(,u)[a) is the expectation value for the
¢'" spherical component of the dipole moment of the vibronic state |a), and the dependence on
rotational quantum numbers is included in the 3-j components. Of course, this is not strictly
true for a non-rigid molecule. An asymmetric rotor can have components of the molecular dipole
moment along all three of the body-fixed axes (i.e. ¢ = 0,+1). However, for a symmetric top
(or for an asymmetric top very close to the symmetric top limit), the dipole moment is directed
only along the molecular symmetry axis (i.e {a|Tg(u)|la) = po and {a|TE,(u)la) = 0) since
the symmetry axis is also one of the molecule-fixed axis. Therefore the matrix elements for the

Stark Hamiltonian become:

(aJ'K'M'|HgparislaJKM) = —(=1)M =K' Jo7 +1)(2J +1)
J o1 J J1J
poE
-M' 0 M ~K' 0 K
MK

o E JI+D (33)
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and we see in Eq. 33 that the Stark Hamiltonian is diagonal in K (AK = 0).

Second-order Stark effect for a symmetric rotor

We can evaluate in the same way the second-order Stark effect. In the second-order per-
turbation theory, the molecular wave function is changed by the presence of a static electric

field, and the resulting energy change is:

Stark| 11yt As! 17t gt 1y Stark
AE? — Z (JKM|H |J K'M"Y(JJK'M'|H |JK M) (34)
o Ejxm — Epgrme
where we can evaluate the Stark Hamiltonian matrix elements using Eq. 33, which gives:
0DEJ + 1) (=1 M'-K' —1M-K

o Ejxkm — Epxiyy

J J 1 J J 1 JJ 1 J’J1(36)
M —-M 0 K -K' 0 M —-M 0 K -K 0
!
= WE* ) (2/+1)@27 +1)(2J’+1)_2(JM,10[J’M)2(JK,1O|J'K)2

sy Bikm — By

= WwE (“ (J+1)—M?) (J+1)2-K?)  (J2—M?) (]2 - Kz)) (37)

(2J +3)(2J + 1)(J +1)3 (2J +1)J3(2J — 1)
where the last line makes use of the explicit energy eigenvalue for a symmetric top

Ejxm = BJ(J +1) — (C — B)K? (38)
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Appendix B: Stark induced
molecular quantum beat

spectroscopy

Here we describe the theoretical background used for our Stark induced molecular quantum
beat experiments following the development derived on p.200 of Ref. [1] that we will adapt to our
case of double resonance pump-probe scheme. More mathematically detailed steps will be found

in this reference. We will make use in our development of the following schematic process. A

{1f>}

X

{le>}

{li>}

Figure 1: Scheme of the double-resonance Stark induced quantum beat technique.

pump radiation of polarization &f transfers by an electric dipole transition molecules in the initial
states |i) to the intermediate excited states |e). Then, after a fixed time delay, the pump-probe
delay, a probe radiation of polarization €3 transfers by an electric dipole transition molecules
from the intermediate excited states |e) to the final states |f). We imagine at time ¢ = 0 a short
pulse of light incident on our sample, and we want to derive an expression for the population
at the |f) states at subsequent time ¢t. We wish to develop a general expression for an arbitrary
pump-probe geometry, for arbitrary polarization € and €3, and for arbitrary sharp angular

momentum characterized quantum states |i) = | JiM;), |€) = |aeJeMe) and |f) = |aypJ s My).

139
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We will then specialize this expression according to the case we will be interested in. To make

this problem tractable we need several assumptions:
e the hyperfine structure is negligible

e the pressure is low enough that we can ignore the effect of collisions and treat our molecules

as isolated

o the coherent spectral width of the light pulse is much greater than the energy difference
between the excited |aeJeM.) to be prepare coherently. The Fourier transform limited

bandwidth corresponding to an excitation pulse of duration A7 can be written as:

1

wAT (39)

AVcnh =

where 7 is a constant that depends upon the functional form of the excitation pulse in
the time domain (e.g. n = ;f for a gaussian pulse shape, and n = 27 for a Lorentzian
profile). If the energy difference is greater than Av,.p,, then the two levels are not excited

coherently.

e the pump process is sufficiently weak, thus the natural lifetime for the excited system to
decay is much less than the average time between two successive photon absorption by the

system, and thus we can neglect optical pumping effects.

e the duration of the pulse is short compared to the pump-probe delay. Then the double

resonance process may be treated as two independent steps, pump followed by probe.

¢ the initial state is isotropic, that is, has not been prepared with a preferential population
in any of the M; sublevels nor with special phase relations (coherence) among the M-

components.

e the radiative lifetimes of all excited states sublevels are the same and 7, = I';!, and they

are much longer than the pump-probe delay.

Before the light pulse arrives, the wavefunction of the system in some particular initial

state is:
[¥(aiJiMi;t < 0)) = |y Ji M;) exp [—iwpy,t] (40)

At time ¢t = 0 the light pulse with polarization &f causes excitation of the system, and the

wavefunction of the excited system then evolves with time according to:

[h(aedeMest)) o > Y (aedeMe| €1 - T |0ui M) |ore o Me) exp [—inet ~ I‘-;-] (41)
M; M.
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where 77 is the dipole moment operator and T',, is the rate of natural radiative decay. Suppose
at time ¢ that the excited state is probed to the final state |a s J; M) by a photon of polarization
€3, then the number of molecules into the final states |asJ;My) is:

Ne(t) o< ) HoedeMest|et T |oypJy My) 2 (42)

M; M;
oC ;;M% (aeJeMe;tla-ﬁlaiJiMiﬂaiJiNIil?l - W aede Mit) (43)
i My Me, M,

(oMl 1|83 - T lap T My (g JpMy|€h - oo Me; t) exp [—i (wnr, —wagy) t — Tet]

which displays the time behavior of an exponential decay on which are superimposed quantum
beats from the interference of the indistinguishable different paths through the sublevels of the
intermediate excited state that connect the same initial and final sublevels. Note that in a
quantum electrodynamics interpretation, €. 77 corresponds to a photon annihilation operator
and ?Ti corresponds to a photon creation operator. The sum other M;, M, and M; comes
from the fact that the pump and probe steps are not M-selective, since the lasers line width is
much greater than the separation between the different M-levels. The phase of these quantum
beats is (w M, — W M,g) t, and there is of course no beats if the M, and M/ sublevels are degenerate.
There is also no beat between M, levels prepared from different M; levels, since the beating
is related to the indistinguishability of the different paths, and thus to the coherence of the
excitation. The time dependence can display several sets of independent beats, since there can
be several sets of indistinguishable different paths. In this case the time dependent signal will be
the summation of several independent beats, each one of them having its proper beat frequency.
For this reason it is much more convenient to work at J, = 1. Since the exponential decay is
much longer than the pump-probe delay used, we will drop the corresponding term and rewrite

the number of molecules in the final states as:
Np(t)oc Y > POmE PUO exp [—i (wir, — wary) ] (44)
M. M
where the pump and probe matrix elements are:

POE = > (aedeMet|et - T loadiMi){oiJiMy| 81" - T | M t) (45)
M;

(aedeMe; t| (a : ﬁ) P (a*?) |laeJe Me; t)

and

PR = Y (e Myit|e3 - g T My) (o T My |@3* - T2 e Je Mes 2) (46)
M;

(aeJeMelz; | (EZ) : 7) Py (6_2)* : ﬁ) laeJe Me; t)
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with the projection operators:

P, = Zlav]z aszMl (47)
Py = ZlafJfMﬁ(afJfol (48)
My

Since the projection operators P are readily verified to be invariant under rotation (that is
R!PR = P) they are scalars that can be ignored in the tensorial analysis. Moreover, the
operators of the form (& - 7#) (€* - 7#) can be written as:

(@) (@) = Z(”l)k—q {6(1) ® e*(l)] (k) [.U'(l) ® N*(l)] Y‘) (49)

k.q
which is the product of the scalar contraction of two tensors, the polarization tensor Ef,“ (e,e)

. «1)]®
B@,%) = (Do) (50)

= Z(—l)q(2k+1)%6(1,7)8*(1,41—7)(1 ok )

T 49— -9

which is concerned with the electric field direction and the tensor [u(l) ® u*(l)]gc; which acts
on the molecular wavefunction and thus does not act on the same space than the EC’,c (e, e*)

tensor.

With these relations we can now apply the Wigner-Eckart theorem to the pump Pﬁ"ﬁ’,

matrix element, giving:

(k)
PJZ\’ZZX}Z = (OleJeM lz [(31)(1) ® (e ) 1)] F; [/1'(1) ® (1)] [a J M’} (51)
k.q
= B (2, o) (@Ml [ ] Y 0t
k.q

= Yo(-are Mgt (2 :)( T ko )<aeJen[ 0@ u®)" o)

k.q ‘“Me —q Mé
J kJ
= S (2k + 1)IEE (@1, @) (-1) Mt ( y ’ ) (52)
ksq “Mﬁ _q Me

1 1 k
-1 Je+Jiae Je @) a;Ji)|?
(-1) [(ellp'™ lleudi)| P



Appendix B: Stark induced molecular quantum beat spectroscopy 143

where (qeJe||u™M|le;J;) is the matrix element of the dipole operator. Similarly, the Pﬂ?ﬁe

matrix element can be expressed using the same machinery as:

1 ! M —a J, k'l J
Phw = DK +1)RE] (B2, @3) (1) ( o M)
ko -M, —-¢ M

1 1 K
(-1)J6+Jfl(aer]e“l‘(l)“af*]f”z { 7 I J } (53)
e e b

and the population of the final state populated by double-resonance can be written as:

Ne(t) oo [eidillrMlaede) PlaedellrMllas TP Y (-1)ES (et et ™) B (e3e8)  (54)
k.q

(—1)J,-+Je+Jf+Je{ 1 1 & }{ Lobok }exp[—i(wMe~wM,:)t]

Jo Jo J; Jo Jo Jp

We will now specialize Eq. 54 to our special case of lineraly-polarized pump-probe scheme
(i.e. ¢ = 0), with & and &3 being unit vectors pointing along the polarization directions of
both laser beams, which are the quantization axes of the tensors E(’Ic (ef,ef*) and E'f,“ (e3,e3%)
respectively. The quantization of both tensors differ and we will call # the angle that & makes
with €. We can refer the probe polarization tensor to the same axis as that of the pump
polarization tensor by carrying out the rotation operation R(0, 8, 0) (the number into parenthesis

being the Euler angles), that is:
Ef(ef,et*) = ) D(0,0,0)E} (e3,3") (55)
q

= D(k):()(oa 0, O)E(I]c (a) 6_.2)*)
= @i (P R ) peosh)
- 000 ) FF

where Py (cos) are the associated Legendre polynomial, which gives by inserting Eq. 55 in

Eq. 54 for our linearly polarized pump-probe geometry:

Ni(t) o aidillr®llaee) *laeTelr®llapdp) P(—1) %t Tt st

0 2
11 k 1 1 k 1 1
Py (cos6) exp [—i (wp, — warz) t] (56)

Note that in the summation over k in Eq. 56, the term corresponding to k = 0 is isotropic,
the term corresponding to & = 1 vanishes and the term corresponding to k = 2 varies as
—%(3 cos? @ — 1). Tt is convenient to distinguish two cases. In the first, €7 is parallel to &, § = 0,

and the number of molecules transferred to the final states is denoted N 1ll- In the second case, &3



is perpendicular to &f, = %, and the amount of molecules transferred to the final states is
denoted Ny;. We then define two useful quantities, the polarization P and the polarization

anisotropy R:

Ny — N
Ny + Nyo
Nyj — Ny1
R = ——— 58
I+ 2Ny (58)
and those two quantities are related by
3R
P = —
2+ R (59)
2P

Using Eq. 56, we can get:

11 2
o)
1 1 0

J. J,;}{Je A Jf}

and P from Eq. 59. Using Eq. 61 and Eq. 59 we can calculate for each set of J;, J, and J¢, the

——
&~
~

Do

(61)

——
—
-~
o

difference between the number of molecules transferred for a parallel and for a crossed pump-
probe polarization scheme. We will call this quantity P the contrast. The set of the different
initial, intermediate, and final states are indicated by the initial state J; and of the type (P,
@ or R) of rotational transitions involved. For example, J = 0 (R, P) indicates an initial state
J; =0, J. =1 and J¢ = 0. The contrast for the different possible type of transitions possible is
summarized in Table 2, for the first .J.

Then, we see that taking the real part of Eq. 44, the number of molecules transferred by
double resonance excitation, oscillate with a phase (wMe —w M,g) t and a normalized magnitude
of oscillation given by P which depends on the polarization of the pump and probe radiation

and on the quantum numbers of the states involved.
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Ji | (BER) | (RQ) | (RP)| (@R | (@QQ | (@QP) | PR | (FQ)]| PP
0| 14 | -100 | 100 0 0 0 0 0 0
1| 14 -64 45 -8 20 | -100 0 0 0
2 | 14 -53 32 -16 43 -64 1 -8 14
3| 14 -48 27 -20 46 -53 4 -16 14
4| 14 -45 24 -23 48 -48 6 -20 14
5| 14 -43 22 -24 49 -45 7 -23 14
6 | 14 -43 21 -26 49 -43 8 -24 14
7| 14 -43 20 -27 49 -41 9 -26 14
14 -43 19 -27 49 -40 10 | -27 14
( 14 -43 19 -28 50 -40 10 | -27 14
10| 14 -38 18 -28 50 -39 11 -28 14

Table 2: Contrast for different pump and probe transitions originating from the first .J values.






Appendix C: Rotational contribution
to the dipole moment of H>O and

HDO.

Following the derivation of the vibration-rotation dipole moment operator made by Camy-
Peyret and Flaud in Ref. [1], the rotational-dependence of the dipole moment [2] can be given
by

v 1 a, Y
Wy = > oo +Z§{¢a,JﬂJw}(2§3"M (62)
o B,y
M = e+ o (63)
o - -y B, (64
[e3 ~ wm
o _ Otia
CE = sy epya(dsme — 61 5me) (66)
)
B (81p4/0Qa)
B = — /T xale 67
" 2(he)¥? 11wl (67)

This rotational contribution can be decomposed into two terms, as shown in Eq. 63, where
@'(Bﬂ is the coeflicient of Watson and Cg”’ is the term arising from the rotational contact trans-
formation introduced by Clough [3]. «, 3, are the principal inertial axis, wy, is the vibrational
frequency of the mode m, I is the inertia tensor, § the Kronecker symbol and € the asymmetric
tensor. 8117 is the term of the contact transformation used to reduce the quartic centrifugal
terms of the molecular Hamiltonian [1].

For non-linear X — Y5 molecules like HoO, a much simpler expression can be found in Ref. [1]

147



148 ____ Electric dipole moments of highly excited molecular vibrational states

since there are only five non zero ?;)ﬁ M terms:

z,2%
i L K Ko) = i0) + 5, M e T} (68)
1$U,y'y - 1m,zz -
+'2'(2) M {ee, JyJy} + ‘2"(2) M {pz, J.J.} (69)
122y 192y
+§(2) M {pz, Judy} + 5(2) M {py, JoJy} (70)

where we follow Camy-Peyret and Flaud axis designation, that is x = b, y = ¢ and z = a. The

nON-zero ?2")6 "M terms can be written as:

- Baam
BM = =3 T (71)
m=12 "
. zz 2
?ﬁ?yM = - w?; 3 + 8111 tke (72)
VL = st (73)

We take pe = —1.8473 D [3], and the expressions for the several B # can be found in

Ref. [1]. The s117 term can written according to the Watson transformation as:

Too4
8111 = —F—— (74)
% (Bz — By)

with the Tphos = 313 (Tye + Tyyy — 2Tyy) being evaluated using planarity relations that give:

T:I:a: - _DJ - 257 (75)
T,, = —-DJ-26; (76)
1 2 2 T,. Ty T
Toy = —=(BY* (B |- + Lk (77)
LT VBt Bt (By”
T., = —-Dj—-Djkx—Dg (78)

Dj, Dk, Djx and & referring to the centrifugal distortion constants of the Watson Hamiltonian.

The resulting values for the vibrational states of HoO are listed in Table 3

The values of the ?2’)3 7M coefficients have been calculated from the rotational constants A,
B, C, Dy, Di, Djg, coming from a fit of the first J and K levels, fixing the other parameters
to their ground state value. They have to be compared with the values of the first term of
Eq. 62. The dipole moment matrix elements from Eq. 62 are between 1 D and 10! D (the
smallest being 5.1072 D). The operators {(¢q, JgJ,} associated with the ?2’? M coefficients can
be no more than 4, since they couple only J =1 and .J = 2, and since a direction cosine matrix
element is less than 1. Therefore the order of magnitude of the ?;)B TM coefficients is conserved

after having applied the {4, J3Jy} operator, which means that the contribution of the second
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14,07) | [4,07)2) | [5,07) 8,0%)
"M | 8211076 830107° | 816107° | 7.4107
M | -2.981078 | 3421077 | -2.84 1077 | -3.70 1077
f5"M | -2.86107° | 3.90107° | 2.84107° | 2.32107°
;;;w 23741074 | 2421073 | 4.94107* | 0.269
nVM | -3.721076 | 2421073 | 4.9210~* | 0.269

. 149

Table 3: This table gives the z‘z’)’ M terms of Eq. 62 for different vibrational states of HoO. This tensor M
expresses the rotational dependence of the dipole moment. Excepted for the two last terms for |8,0%), it can be

seen that the 22’)7 M terms are much smaller than the uncertainty of the dipole moment measurement.

term of Eq. 62 is much smaller, for J = 1, than the contribution of the first term. We can
then consider to a good approximation our .J = 1 rovibrational dipole moments as vibrational
dipole moments. A closer look at the values of the '(12’? YM coefficients for |8,01) shows that we
cannot rigorously neglect the terms %?;;yM {2, JzJy} and —%?gyﬁ[ {ey, JzJy}. However, due to
the quality of our energy levels fit, that only include the first rovibrational levels and due to the
uncertainties on the parameters, a numerical evaluation of %?;)Cyj\z and %?(I;;yfl for |8,0") would
not be accurate to the level required. However, since we want to compare JJ = 1 of a vibrational
level with J = 1 of another, we decide to keep the J = 1 rovibrational dipole moments as
vibrational dipole moments for |[8,0%) as well, keeping in mind this rotational contribution. We

treat HDO in the same way.
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