
THÈSE NO 2783 (2003)

ÉCOLE POLYTECHNIQUE FÉDÉRALE DE LAUSANNE

PRÉSENTÉE À LA FACULTÉ SCIENCES ET TECHNIQUES DE L'INGÉNIEUR

Institut des matériaux

SECTION DES MATÉRIAUX

POUR L'OBTENTION DU GRADE DE DOCTEUR ÈS SCIENCES

PAR

ingénieur en sciences des matériaux diplômé EPF
de nationalité suisse et originaire de Zürich (ZH)

acceptée sur proposition du jury:

Prof. P. Schmuki, directeur de thèse
Dr M. Döbeli, rapporteur

Prof. H. J. Mathieu, rapporteur
Prof. S. Virtanen, rapporteur

Lausanne, EPFL
2003

ELECTROCHEMICAL INVESTIGATION OF ION IMPLANTED p-Si

Adrian SPIEGEL





 

CONTENTS

 

Abstract

 

v

 

Résumé

 

vii

 

1 Introduction

 

1

 

1.1 Overview

 

 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

 

1.2 Literature

 

 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2.1 Metal Deposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2.2 Microstructurization by Ion Beam  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.2.3 Other Microstructurization Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

 

2 Theory

 

15

 

2.1 Semiconductor Electrochemistry

 

 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1.1 Basic Concepts of Electrochemistry  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1.2 Energy Bands and the Semiconductor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.1.3 The Electrolyte - The Marcus-Gerischer Model  . . . . . . . . . . . . . . . . . . . . . . . . 20

2.1.4 The Semiconductor-Electrolyte Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.1.5 Charge Transfer at Semiconductor Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.1.6 Surface and Bulk Defects and the Semiconductor-Electrolyte Interface . . . . . 27

 

2.2 Electrochemical Deposition of Metals on Semiconductors

 

 . . . . . . . . . . . . . . . . 29

2.2.1 Nucleation of Metallic Clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.2.2 Growth of Metallic Clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.2.3 Formation of a Coherent Deposit  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34



 

contents

 

ii

 

2.3 Ion Beam Lithography

 

 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.3.1 Historic Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.3.2 Interactions of Ions with Solids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.3.3 Defect Creation by Ion Beams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

 

3 Experimental

 

45

 

3.1 Sample Preparation

 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

 

3.2 Ion Beam Tools

 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.2.1 Focused Ion Beam (FIB) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.2.2 Plasma Source Ion Beam Systems  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

 

3.3 Electrochemistry

 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.3.1 Electrolytes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.3.2 Macroscopic Electrochemical Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.3.3 Micro-electrochemical Experiments  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

 

3.4 Surface Characterization Techniques

 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

 

4 Results and Discussion

 

59

 

4.1 Preliminary Experiments

 

 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.1.1 Current-Density/Voltage Curves on Intact and Scratched 

 

p

 

-Si  . . . . . . . . . . . . 59

4.1.2 Potentiostatic Experiments on Scratched 

 

p

 

-Si. . . . . . . . . . . . . . . . . . . . . . . . . . . 61

 

4.2  Ion Beam Implantation

 

 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63



 

iii

 

contents

 

4.3 Electrochemical Deposition of Copper Structures on Ion Implanted 

 

p

 

-Si

 

. . . 73

4.3.1 Implantation Dose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.3.2 Deposition Potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.3.3 Deposition Time  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.3.4 Addition of BTA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3.5 Microelectrochemical Investigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.3.6 Current Transients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.3.7 FIB vs. BII implanted 

 

p

 

-Si  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.3.8 Characterization of Cu Deposits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

 

4.4 Electrochemical Deposition of Gold Structures on Ion Implanted 

 

p

 

-Si

 

 . . . . . 99

4.4.1 Macroscopic Current-density/Voltage Curves . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.4.2 Influence of Implantation Dose, Deposition Time, and Potential  . . . . . . . . . 100

4.4.3 Microelectrochemical Current-Density/Voltage Curves . . . . . . . . . . . . . . . . . 103

4.4.4 Current Transients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.4.5 Comparison Between Gold and Copper Electrodeposition . . . . . . . . . . . . . . 106

 

4.5 Ion Projection Direct Structuring Based Pattern Generation

 

 . . . . . . . . . . . . . 107

 

5 Conclusion

 

111

 

5.1 Outlook

 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115



 

contents

 

iv

 

Appendix

 

117

 

References

 

127

 

List of symbols

 

139

 

Curriculum Vitæ

 

145

 

Publications

 

147

 

Acknowledgments

 

149



 

ABSTRACT

 

The present work investigates the possibility of selective electrochemical metal deposition

on ion implanted 

 

p

 

-Si. The idea is that defects introduced into the substrate by ion implanta-

tion make it more susceptible to electrochemical reactions compared to intact Si; this

increased sensitivity is to be used for selective reactions at the defect sites. It is believed that

the increased reactivity is due to a lowering of the Schottky barrier breakdown potential,

 

U

 

bd

 

, of the semiconductor-electrolyte interface due to the introduction of additional energy

states in the semiconductor’s bandgap. These additional states may be used for facilitated

charge transfer by direct tunnelling enabling spatially well defined electrochemical reactions

at the implant sites.

In a first step the damage created by ion implantation (Ga

 

+

 

 and Au

 

2+

 

 by focused ion

beam, FIB; Ga

 

+

 

 by broadband ion implantation, BII) was analyzed and compared to numer-

ical simulations. Optical microscopy, REM, AFM, and Raman spectroscopy were for char-

acterisation. It was found that the damage created was in good agreement with the theoreti-

cal models: more damage was created for heavier ions and higher ion doses. AFM proofed to

be a valuable tool to assess surface sputtering for high implant doses, while optical micros-

copy was more sensitive for low doses. Raman spectroscopy was used to determine the

degree of amorphization of the substrate. We found that amorphization doses varied consid-

erably depending on the implantation mode used. For BII the dose needed for amorphiza-

tion was similar to values reported in the literature, while FIB implantation needed doses

roughly 50 times higher. We assume that this is due to the very high current fluences in the

FIB combined with short pixel dwell times during the implantation process; both these fac-

tors promote self healing of the substrate, hence a higher dose is needed for amorphization

to take place.



 

abstract

 

vi

 

Deposition experiments at different potentials and in different electrolytes on samples

implanted with varying doses lead to the following findings. Selective electrodeposition on

ion implanted 

 

p

 

-Si is possible, however, deposition conditions have to be chosen carefully.

Low and high (close to or above the amorphization limit) implant doses lead to unsatisfac-

tory deposits (sample not fully covered). We assume that in the first case, not enough defect

sites are present for sufficient formation of initial nuclei, while in the second case the amor-

phous substrate seems to behave as an insulator making any deposition virtually impossible.

Also, for the successful deposition of Cu from an acidic electrolyte, benzotriazole, a bright-

ening agent, was added to improve deposit quality. The result were finely grained, even, and

well delimited deposits with a resolution matching that of the implant process (~200nm).

Deposition time and potential are crucial too, as long times and more cathodic potentials

promote outgrowth, while short deposition times and potentials close to the open cell

potential, ocp, may not suffice to cover the implant site completely.

Microcapillary measurements were used to measure on either intact or implanted sites

only, thereby minimizing other, undesirable influences. It was found that on intact Si, the

Schottky diode stays intact down to potentials as low as several V, whereas on implanted Si

reactions began to take place typically below -500mV indicating that the Schottky barrier

has broken down. Also, amorphous samples showed a different behaviour from all the oth-

ers without any distinct 

 

U

 

bd

 

 and an ocp shifted by several hundred mV towards more

cathodic potentials.

Finally, samples implanted by ion projection direct structuring, IPDS, were used to test

the suitability for possible industrial applications. It was found that, even though implant

conditions were quite different from before (noble gas ions at 75keV vs. Ga

 

+

 

 at 30keV)

selective electrochemistry was still possible. Patterns as small as 150nm were resolved over a

surface of several mm

 

2

 

.



 

RÉSUMÉ 

 

Ce travail de thèse porte sur l’électrodéposition sélective de métaux sur silicium de type p

(

 

p

 

-Si) induite par des défauts nanométriques créés par l’implantation ionique. Le principe de

dépôt électrochimique sélectif est basée sur l’effet débloquant induit par les défauts. L’inter-

face 

 

p

 

-Si/électrolyte, par analogie avec une jonction de Schottky, présente un comportement

bloqué pour les polarisations cathodiques. Aussi, comme pour une diode, il existe un poten-

tiel de claquage, 

 

U

 

bd

 

, au dessus duquel il est de nouveau possible de faire circuler un courant

à travers l’interface 

 

p

 

-Si/électrolyte. Dans les cas d’une surface endommagée (par exemple

suite à un bombardement ionique) le 

 

U

 

bd

 

 est atteint pour des surtensions moins cathodiques

que pou une surface intacte. Ainsi, en appliquant une tension comprise entre le potentiel de

claquage d'une surface contenant des défauts et celui d'une surface intacte des réactions élec-

trochimiques sélectives deviennent possibles.

Dans une première étape, les défauts créés soit par l’implantation d’ions Ga

 

+

 

 et Au

 

2+

 

 à

l’aide d’un faisceau ionique focalisé, FIB, soit par bombardement d’ions Ga

 

+

 

 via un implan-

teur industriel, BII, ont étés analysés et comparés à des simulations numériques. Un bon

accord est apparu entre les simulations et les mesures expérimentales effectuées par micros-

copies à force atomique et optique. Lorsque la masse ionique et la dose augmentent, les

défauts s’avèrent plus importants. Les analyses par spectroscopie Raman montrent une

amorphisation du substrat dans les zones implantées. Dans le cas des échantillons implantés

par BII le seuil d'amorphisation, 

 

d

 

a

 

, correspond aux valeurs trouvées dans la littérature. À

l’inverse, pour les échantillons implantés par FIB, la dose 

 

d

 

a

 

 est supérieure d’un facteur 50

environ. Il semble que cet écart puisse être expliqué par les conditions extrêmes de l'implan-

tation par FIB (haute densité de courant, temps de repos par pixel court) qui faciliterait la

diffusion des défauts dans le cristal augmentant ainsi sa tolérance aux défauts.



 

résumé

 

viii

 

Des dépôts sélectifs ont été réalisés dans diverses conditions électrochimiques sur substrats

implantés à des doses variables. Bien que le dépôt sélectif de cuivre à partir d'un électrolyte

acide soit possible, les structures ainsi déposées sont peu satisfaisantes: tailles de grains éle-

vées, bords mal définis et recouvrement insuffisant. En optimisant les paramètres électrochi-

miques et en ajoutant un agent de lissage, le benzotriazole, il a été possible de former des

structures de très bonne qualité: grains fins, bords bien délimités, dépôts denses et compacts.

Des résultats intéressants ont aussi été obtenus en utilisant un électrolyte basique contentant

des ions d'or. Dans les conditions optimales, la résolution latérale des dépôts est similaire à

celle des zones implantées Il a donc été possible de réaliser des structures présentant une

résolution latérale égale à 200nm. Vu l’aire très réduite des zones implantées comparée à la

surface en contact avec l’électrolyte, des mesures électrochimiques à l’aide d’une cellule

micro-capillaire ont été effectuées afin de distinguer le comportement propre des zones

implantées de celui de la surface intacte. La différence est clairement visible: pour une sur-

face intacte aucune réaction électrochimique n’est observée jusqu'à des valeurs de surtension

cathodique de plusieurs volts. Le 

 

U

 

bd

 

 mesuré par micro-capillaire est décalé de plus de – 4V

par rapport à une mesure électrochimique macroscopique. Par contre, pour des surfaces

implantées des réactions apparaissent à partir d'environ – 0.5V

 

SCE

 

. Ainsi, la sélectivité du

dépôt électrochimique peut très probablement s’expliquer par la différence entre le potentiel

de claquage d'une surface intacte et celui d'une surface endommagée.

Enfin, des échantillons ont été implantés par une technique appelée “ion projection direct

structuring”, IPDS, où des ions sont projetés sur une large surface à travers un masque.

Ainsi, il est possible d'implanter des surfaces de plusieurs mm

 

2

 

 en quelques secondes alors

que l’utilisation d’un appareil FIB et son mode linéaire de fonctionnement requerrait plu-

sieurs heures pour le même résultat. Par la technique IPDS, il a été montré que la formation

de structures présentant une résolution latérale de 150nm était possible et ceci à grande

échelle, même si les conditions de dépôt sont assez différentes de celles étudiées auparavant.



 

Chapter 1

 

INTRODUCTION

 

1.1 Overview

 

The drive towards smaller, faster, and cheaper micro- and nanoscopic components has had a

profound impact on engineering in general and specifically on the field of materials science.

Next to electrical engineering, materials science has probably played the most important

role in the development of microdevices and continues to do so. Since the invention of the

integrated circuit (IC) in 1958 by Kilby [1], every new step in miniaturisation has presented

engineers with obstacles to overcome: light-sources had to be built, lithographic masks (and

materials offering both high resistivity and ultra-fine resolution) had to be developed, pho-

toresists reacting under very specific lighting conditions and able to mask in the 100nm

region had to be found, and so on. And with decreasing feature size (currently 110 nm,

reaching 90nm and less in the next year or two) the difficulties to find viable solutions are

increasing.

Semiconductor (SC) metalization in particular has continuously gained in importance.

While the following list is not complete, it may give an overview over the applications of SC

metalization: 

 

•

 

As the number of transistors per chip increases exponentially, the number of metallic 

interconnects is growing at an even higher rate. Problems of increasing power consump-

tion have forced the industry to adopt copper instead of aluminium as interconnect mate-

rial. For future improvements small low-resistivity interconnects are needed.
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•

 

Advances in the growing field of micro- and nano electromechanical systems (MEMS and 

NEMS) are only possible if structures on a sub-micrometer scale can be easily produced.

 

•

 

The field of quantum confinement research investigates effects that only manifest them-

selves on a length scale comparable to that of single molecules and therefore depends on 

the ability to build such structures.

While photolithography has been very successful in the field of miniaturization and has

helped to keep up with Moore’s law

 

1

 

, fundamental problems may force the industry to

begin considering new approaches for microstructuring materials; after all ‘if there is no

attempt to find alternatives, they will never be found’ [3].

This thesis investigates a possible alternative approach to produce said metallic micro-

and nano-structures: selective electrochemistry on ion beam implanted silicon. We believe

that this technique may offer feasible solutions to the problem of SC metalization.

We have investigated the possibilities offered by the combination of a high resolution ion

beam-based pattern reproduction (either maskless with a focused ion beam, FIB, or using

stencil masks and broad-band ion implanters, BII) followed by selective electrochemical

metal deposition. Due to the particle-nature of ion beams their resolution is not limited by

their wavelength but rather by technological problems such as the construction of higher

resolution ion beam devices; these problems can –theoretically– be overcome. Optical tech-

niques are inherently limited by the wavelength of the light used. FIBs with a resolution in

the 10nm range are available today and it is likely that better machines will be developed.

Electrochemistry takes place on an atomic or molecular scale, and resolution limits are

therefore very low. Thermodynamically stable structures of ten metal atoms, i.e. roughly

1-2nm, do exist [4], a size range which can probably be considered to be the ultimate resolu-

tion for any ‘standard’ miniaturization technique. We therefore believe, that electrochemis-

try can resolve patterns produced by high-resolution ion beam techniques. It remains to be

seen if mask- and resistless selective techniques may also reach these resolutions.

 

1. Moore’s law [2] was formulated in the 1960. He predicted –on an almost entirely empirical basis– that 
circuit density of an IC would double every 18 months; Moore’s law has turned out to be astonishingly 
accurate for almost 40 years now.
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To emphasize the differences between photolithographic techniques and our proposed

approach, both techniques will be explained briefly. Only a short introduction to photolith-

ographic chipmaking will be given here; for more comprehensive information several

sources are available [5-7].

Figure 1.1 shows the principal steps of photolithographic microstructurization:

 

•

 

A clean wafer is covered by a layer of photoresist.

 

•

 

A mask is placed close to the wafer surface and light projected through the mask. As a 

consequence chemical bonds are broken in the photoresist where it is exposed to the light 

(positive resist).

 

•

 

Washing/dissolving follows; the previously exposed photoresist is dissolved (only an 

image of the mask remains on the wafer).

 

•

 

Metal is deposited onto both the wafer surface as well as the remaining photoresist.

 

•

 

Finally, the remaining photoresist is removed. The desired metal structure remains.

 

Fig. 1.1: 

 

Schematic overview of photolithographic microstructuring

Photoresist (exposed)

Wafer

Photoresist

Light

Mask

Metal deposit
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Photolithographic microstructuring involves many individual and complex steps. Maintain-

ing the desired precision during the process becomes increasingly difficult as the structure

size decreases. Given these limits, we investigated an alternative approach to microstructur-

ing of semiconductors (see figure 1.2):

 

•

 

A clean wafer is implanted with ions; the implant sites correspond to the desired shape of 

the metal structure. Implantation may be performed with by FIB (maskless implantation 

for flexibility in design, the beam is raster-scanned over the surface to produce the desired 

pattern) or using ion projection lithography, IPL, where a broad ion beam is projected 

through a stencil mask (for large scale applications).

 

•

 

Structures are grown on the implant sites by selective electrochemistry.

 

Fig. 1.2: 

 

Schematic representation of selective electrodeposition on ion beam induced damage sites.
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We believe that the ion beam-based approach offers some new, interesting properties when

compared to photolithographic metalization.

 

•

 

It is based on properties inherent to damaged SCs. Therefore this approach should not be 

limited by the wavelength of the particle beam used, but only by the size of the damage 

zones created. Damage zones in the range of 100nm were obtained during our work and, 

based on work by others [8], we are confident that 50nm or less can be achieved.

 

•

 

The range of materials that can be deposited is very broad and includes different metals 

(Cu, Au, Ni, Pd, etc.), semiconductors (CdS, etc.), and insulators (various electropoly-

mers). Applications based on selective dissolution (selective formation of porous semi-

conductors [9, 10]) are also possible. One could also imagine applications based on the 

changed electrochemistry of the defect zone (micro-sensors, lab-on-a-chip systems, etc.).

 

•

 

The process appears to be ‘simple’ as only two steps are involved. Also, the use of poten-

tially hazardous substances (solvents, etc.) is reduced.

 

•

 

Mask production is either not needed (if a FIB is used for pattern reproduction) or 

greatly simplified as the mask pattern is further demagnified by a factor 4 to 8.

• The method is ‘robust’: we have obtained structures with a resolution of 100nm over sev-

eral mm2 in a standard laboratory environment.

1.2 Literature

The following section provides an overview of the field of electrochemical micro- and

nanostructuring, concentrating on metalization and ion beam related techniques.

1.2.1 Metal Deposition

Metal deposition on SC surfaces or metalization plays an important role in the electronics

industry [11-14] as it is a key step in many applications. As mentioned before, interconnects

[15-17] and mechanical structures [18, 19] depend on it.

In Schottky [20, 21] and ohmic [22] junctions metals are brought into direct contact with

a semiconducting substrate. Depending on the respective work functions either an ohmic or

a Schottky junction is established [23]. Field effect transistors (FETs) such as



1.2   literature 6

metal-oxide-semiconductor field effect transistors (MOSFETs) [24] and metal-semiconduc-

tor-FETs (MESFETs) [23, 25] also depend on metal-semiconductor interfaces.

In state-of-the-art processors such as Intel’s Pentium 4 or Motorola’s G4 tens of millions

of transistors [26] and other elements are connected by even more interconnects. While

these interconnects have originally not received much attention, power consumption and

heat development have recently forced the industry to move from aluminium to copper as

interconnect material (as it conducts electricity much better than Al) [27-29].

Gold has attracted some attention as a potential heat sink [30] and its easy solderability

make it an attractive material in the IC industry [31, 32]. Other possible applications of

microstructured Au-patterns lie in the field of sensors and biology. The ‘docking’ of specific

molecules onto surfaces can be monitored in-situ by combining integrated circuits with spe-

cific catalytic entities such as Au or Au-based alloys [33, 34].Biotechnology uses Au-struc-

tured templates to grow cells on pre-defined patterns [35, 36]. Bio-sensors often use metal

coated porous membranes as electrodes [37, 38] for sensing.

a) Deposition Techniques

Depending on the desired application a wide range of metalization techniques exists today.

However, most of these techniques can be attributed to one of the following categories: dep-

osition from the vapour phase or from the liquid phase.

For deposition from the vapour phase, direct line-of sight methods are summarized with

the term physical vapour deposition, as opposed to chemical vapour deposition, CVD,

which is based on diffusive-convective gas transfer and which involves a specific chemical

reaction at the substrate.

Metal deposition from the liquid phase is carried out by immersion of the substrate into a

metal containing liquid. If no external voltage is applied the metal is either present in liquid

form and binds chemically to the substrate or is dissolved as ions in the electrolyte. In the

later case the metal ion is part of a redox couple present in the electrolyte; the redox reaction

takes place at the sample surface once the latter is immersed into the liquid.
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If an external voltage is applied for metal deposition to take place one speaks of electro-

chemical metal deposition. A negative potential is applied to the substrate to force the metal-

lic anions present in the electrolyte to adsorb at the cathode (the substrate under negative

potential), where they are reduced to their metallic form. By varying the applied potential,

the duration, and the electrolyte composition, the deposition process can be adapted to a

broad range of conditions. The equipment as well as the reagents needed for electrochemical

metal deposition are cheap and easily available and, because the process takes place in the

liquid phase, it is rather robust: a resolution in the sub 200nm range can be obtained even in

a standard laboratory environment.

Electrochemical metal deposition has been described extensively [39-48] as it is consid-

ered to be a model electrochemical system. Nucleation and growth phenomena have been

studied and a theory –based on nucleation and growth from the gas phase– has been estab-

lished [49]. 

In the 1960’s, Gerischer et al. adapted this idea to describe the electrolyte/semiconductor

interface [50, 51]. Details concerning SC electrochemistry can be found in chapter 2 of this

thesis. In general metals are deposited onto n-type SCs [20, 52] or onto p-type SCs under

illumination [53] (for an introduction into the behaviour of semiconductors please refer to

chapter 2.1.2). Only recently successful attempts have been made to deposit metals onto

p-type SCs [54, 55].

Traditionally the semiconductor industry has mostly relied on deposition from the gas

phase. However, the switch from Al to Cu interconnects has stirred interest in the field of

both electroless [56, 57] as well as electrochemical [58] metalization. Mainly the electro-

chemical deposition of Cu onto SCs as well as onto barrier layer materials has been studied

since Cu can be deposited quite easily from the liquid phase. Furthermore, by choosing

appropriate electrolyte systems, phenomena such as superfilling [29, 58, 59] can be used to

metalize deep trenches or other complex geometries that would lead to the formation of

gaps if other techniques were used.
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1.2.2 Microstructurization by Ion Beam

This chapter provides a short overview on some of the surface structuring techniques that

have been put into place using ion beam devices. We will not limit ourselves to purely litho-

graphic systems but will also consider techniques that make direct use of the surface struc-

turing properties (by sputtering or implantation) of the beam. Due to the focus of this work,

electrochemical techniques will be treated in more detail. While microstructurization by ion

beams is not the most widely used technique, it will be treated more extensively. For an

summary of other electrochemical microstructurization techniques please refer to

chapter 1.2.3.

Ion beams, and more specifically focused ion beams (FIB), have been a valuable tool in

micron and submicron technology for the last 30 years [60, 61]; they can be used for a broad

range of applications such as IC repair and modification [62], failure analysis [63], litho-

graphic mask repair [64], and FIB lithography [65]. In an industrial environment FIBs are

especially useful in the pre- and early- production phase due to their high spatial resolution

and their flexibility with respect to ion species, dose, energy, and pattern design [66]. If a

FIB system is further equipped with a mass separator, a liquid alloy ion source, LAIS (see

chapter 3.2.1) can be used to obtain different ions with varying charges from he same source,

which is particularly useful for implantation experiments [67]. Another application is direct

pattering by ion milling for the production of micromechanical components [68], micro-

and nano-imprinting tools [69-71], or SEM and TEM sample preparation [72]. If a precursor

gas is used, direct pattern [73] or mask deposition [74, 75], as well as chemically enhanced

local etching [76, 77] become possible. And, last but not least, the FIB can be used for sur-

face analysis as a scanning ion microscope [78].
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a) Resist-Based Systems

Due to their particular nature, ion beams can be used to directly expose resist layers on a

substrate. If a FIB is used to expose the resist, the operation is comparable to e-beam lithog-

raphy: the desired structure is drawn using appropriate software and transferred by direct

writing into the resist by a computer-controlled ion beam. Positive or negative-resist sys-

tems exist [79], as the incoming energy of the beam can be used to either break existing

bonds in the resist material (positive resist, e.g. PMMA) or to create such bonds (negative

resist). Resists may be organic (similar or identical to the ones used for e-beam lithography)

[80] or inorganic layers such as Al2O3 [81]. Fuhrman et al. have shown that even the H-ter-

minated surface of Si after a 1min HF dip can be used as a negative resist [82, 83]: FIB treat-

ment leads to hydrogen desorption at the FIB-impact sites. These sites were then passivated

by O2 to form SiO2. In a subsequent etch step in different etchants, this natural oxide

proved to be sufficient for selective etching of the substrate.

One of the advantages of FIB-lithography when compared to e-beam lithography is that

the dose required to expose the resist –in terms of µC/cm2– is usually about two orders of

magnitude lower than the dose required for exposure by electrons. This is due to the fact

that ions in the 30keV - 200keV energy-range lose most of their energy in the resist while

electrons with an energy of 20keV - 100keV penetrate deep into the substrate and lose only

a small fraction of their energy in the resist [8]. The mechanism of ion exposure of a resist is

mainly determined by the energy transferred from the ions to the electrons in the resist

(electronic stopping power). Therefore, the activated volume is smaller and precise control

can be maintained more easily.

Instead of using a focused beam to expose the resist, it is also possible to use an unfocused

beam in conjunction with a stencil mask; in this case, one speaks of ion projection lithogra-

phy. This approach allows features as small as 50nm [8], and permits a high sample through-

put. Usually, the mask image is further reduced by ion-optics once the ion beam has passed

through the mask; therefore, the demands for mask precision are not as strict as for other

nano technologies. Due to its excellent resolution, IPL is a possible candidate for sub 100nm

lithography.
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b) Micromachining

Ion beams are frequently used for surface sputtering, either for cleaning sample surfaces (for

surface analysis), for substrate vaporisation (SIMS), direct structuring (SEM, TEM sample

preparation [72]), or direct 3D structuring to obtain microdevices and nanoimprinting

stamps. Depending on the ions used, their dose and energy, the impinging ions will sputter

the substrate surface, i.e. remove atoms and create ‘grooves’. Since precise control is availa-

ble over all 3 dimensions, complex geometries can be obtained [84-86]. Such structures can

also be used as micro-imprinting-tools [69-71] where either a reactive precursor or the final

material is placed on the nano imprinting tool.

Another mask- and resistless method for microstructuring semiconductors (or any other

substrate for that matter) using ions is based on the energy released by the impinging ions: it

is used to trigger a reaction with a reactive precursor gas present at low vapour pressure in

the vicinity of the sample surface. The gas may either etch the sample surface (FIB assisted

gas etching [87]) or crack under the influence of the ions to form a deposit [88, 89].

FIB assisted etching is often used to etch SiO2 [90, 91] but can also be used to etch porous

semiconductors [92] or even metals [93]. For example, to etch SiO2 XeF2 is used according

to:

SiO2 + 2(XeF2)  –––FIB–––>  SiF4 +O2 + 2Xe (1.1)

At the impact site SiO2 reacts with the gaseous XeF2 to form volatile SiF4. The substrate is

‘unprotected’ at the reaction site and subsequent structuring is easily possible.

c) Ion Beam Deposition Techniques

Ion beams with low energies in the region of some 100eV have been used to deposit ions

directly onto a surface. Using this method, shallow structures of Au have been obtained on

Si [94]. Resolutions of 8µm down to some 100nm can be achieved; however, the necessary

exposure time remains long. Similarly, Ga can be deposited directly using a Ga-ion source

[95]. Due to the quality of available Ga-sources lines of 200nm width have been obtained.
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With higher energy beams (some 10 keV) buried, conductive layers of CoSi2 have been

obtained by implanting Co ions into Si, followed by an annealing step [96-98]. By varying

the dose and the energy, the depth and the conductance of the buried layer can be control-

led. A similar approach has been used to intermix thin layers of Pt and Co by bombardment

with noble-gas ions [99]. The goal was to create magnetic domains in the order of 50nm,

which would be useful in structured magnetic media. This technique, called ion projection

direct structuring, IPDS, is a potential candidate for future magnetic storage device produc-

tion.

While most of the techniques described above suffer from low throughput due to the

high ion doses needed, ion beam-induced chemical deposition tries to overcome that handi-

cap by use of a precursor introduced close to the sample surface. The ion beam then acts as

promoter and defines the precise location of the reaction. FIB induced CVD [88, 100, 101] is

independent of the substrate, but the technique is employed regularly for mask-repair and

IC-modifications.

The precursor gas is chosen such that its ion beam-assisted decomposition leads to the

formation of structures on the sample surface. Depending on the precursor gas, these struc-

tures may be conducting [88, 102, 103] or insulating [100, 104, 105]; furthermore, a laser may

be used to further increase deposition speed [106]. To deposit Cu structures, a gas like Cu(I)

hexafluoroacetylacetonate vinyltrimethylsilane (Cu(I)hfacVTMS) is chosen, and deposition

takes place according to reaction 1.2 [88].

Cu(I)hfacVTMS(g) Æ Cu(I)hfac(ads) + VTMS(g)≠ Adsorption

Ar+ +  Cu(I)hfac(ads) Æ  Cu(s) + CX(ads) + º(g)≠ Cu deposition

Ar+ + CX(ads) Æ  C(s) +  º(g)≠ C deposition

 CX(ads) Æ  C(g)≠ C-containing product removal (1.2)
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While all the by-products evaporate, Cu (and residual C compounds) remain on the surface.

Due to the C-contamination conductivity is usually lower than for elemental Cu; it can

however be improved by subsequent annealing steps [107]. Kubena et al. have found that

heating the substrate to >100°C during deposition increases deposition ratio and sample

conductivity for both Fe and Al structures [108].

d) Selective Electrochemistry on Ion Implanted Semiconductors

A different approach is used when implanted ions are used to change the substrate’s electro-

chemical properties. In the semiconductor industry B atoms are frequently implanted and

used as etch stops, as B-doped Si has a much higher etch resistance than undoped Si [25].

Several groups have used this effect to obtain sub-micrometer sized structures where the

FIB-trace appears in relief after a KOH etch [109]. The process can be further improved to

obtain complex structures (sloped sidewalls, cantilevers, and U-shaped freestanding beams)

when use is made of the anistropical nature of the KOH etch [110, 111]. By using a photo-

chemical HCl etch, critical doses for selective etching as low as <3·1010Au/cm2 have been

reported [112]. If HF is used as etchant, selectivity is reversed with respect to KOH: the

implants now act as a positive resist. This effect has been used to obtain fine gratings for

optical applications [113]. Xu et al. found that a KOH etch on Ga+ implanted Si followed by

rapid thermal annealing, cleaning in H2SO4, and a subsequent stain-etch in HF lead to free-

standing structures of photoluminescent porous Silicon (p-Si) [114]. While the KOH selec-

tively etched the Si surrounding the implanted structures, the HF lead to a porosification of

the implant sites. It seems that selective wet-etching of ion implanted Si is not limited to Si

substrates, but that III-V compounds such as GaAs, InP, InGaAs, and InGaAsP can be used

as well [115].

Based on the observation that ion-beam induced damage makes SCs more susceptible to

electrochemical reactions, Schmuki et al. showed that selective formation of p-Si on n-type

SCs can be achieved electrochemically [9, 10, 116]. It is assumed that a shift of the material’s

Schottky barrier breakdown potential towards the open cell potential, ocp, takes place: nor-

mally a doped SC when brought into contact with an electrolyte, will show a diode-like cur-

rent-voltage behaviour. For a p-type SC, the cathodic branch would be blocking due to a
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lack of charge carriers in the depletion layer, while the anodic side would show a conducting

behaviour; for n-type SCs the behaviour is reversed. At surface defects however, additional

energy states are introduced into the SC, facilitating a direct passage of charge carriers from

the SC to the electrolyte (or vice-versa). This effect has been used to locally porosify differ-

ent SCs [9, 10], as well as to deposit different metals (Cu, Au, Pd, Ni) directly onto the dam-

age sites with a resolution of up to 100nm [54, 117, 118]; in these cases the defects were cre-

ated by FIB implantation. For a more detailed description of SC electrochemistry please

refer to chapter 2.1. For selective porosification n-type SCs are used (as they show a block-

ing behaviour on the anodic side of the current-density/voltage curve). At defects sites

enough charge carriers are available for the anodic dissolution of the substrate (e.g. Si in an

HF containing electrolyte). It is then possible to obtain porous, photoluminescent silicon

with a pore-size in the sub-100nm region. For the selective deposition of metals onto SCs,

p-doped SCs have to be used as they are blocking on the cathodic side of the ocp.

Electrochemical techniques can also be used to obtain depth profiles of implanted species.

This process, called delineation, is quite important for the semiconductor industry as precise

knowledge over the distribution of implanted species is often needed. In this case electro-

chemistry is used to selectively etch either the substrate or the implanted species. The advan-

tage is that the concentration selectivity can be controlled precisely. Delineation is used for

quality control and device characterization [119] as well as for the production of working

devices [120].

1.2.3 Other Microstructurization Techniques

Photolithography, the most widely used technology, has been described briefly before. A

technique derived from photolithography is LIGA –a German acronym for lithography,

electrodeposition and moulding – which uses a thick resist-layer and x-ray photons to

achieve higher resolutions. Due to the thick resist layers, 3D moulds can be obtained to cre-

ate complicated structures [121]. In general, the trend is towards short wave-length light

sources in order to overcome the resolution limit.
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For prototypes, mask development, small series, or high value items, e-beam lithography is

frequently used. Its implementation is similar to FIB-lithography: a focused e-beam is

raster-scanned over the resist-coated substrate, redrawing a previously defined structure.

Currently e-beam lithography offers the highest resolution of all lithography techniques

with structures as small as 10nm. However, due to the slow, linear writing process the sam-

ples are expensive. Therefore, e-beam lithography is usually used for high value applications

such as mask development.

Kolb et al. have used a scanning tunnel microscope (STM) in solution to deposit metal on

the STM-tip [122, 123]. In a second step these metal cluster (both Au and Pd) were depos-

ited on the substrate surface. As the technique is in-situ it is possible to observe the depos-

ited nano-dots directly after deposition.

Recently, attempts have been made to use scanning probe techniques for nanostructuring

materials. One attempt is to use an electrolyte filled nanocapillary to scan the surface [124].

This device –termed ESCM– can either be used as a microscope to reveal both topographi-

cal as well as electrochemical information about the substrate, or as a lithography tool which

can deposit or dissolve material with a resolution of roughly 100nm. It works on any con-

ducting surface and may become a valuable tool in determining the corrosive properties and

the detailed corrosion mechanisms of complex multi-phased alloys.

Atomic force microscopes have been used to scratch a p-Si substrate in order to sensitize

it for selective electrodeposition of metals or remove a masking oxide layer [55, 125]. The

principle of the first application is the same as the one used in this work: by introducing

additional states at the defect sites the substrate becomes locally sensitized to electrochemi-

cal reactions; however, experiments were only partially successful as neither damage-zone

coverage nor selectivity could be controlled [125]. The use of an oxide layer as mask material

and its removal by AFM has proven to be a viable possibility to produce structures in the

100nm range [55, 125].



Chapter 2

THEORY

2.1 Semiconductor Electrochemistry

2.1.1 Basic Concepts of Electrochemistry

Electrons in metals are more or less free to move and most of the rate limiting steps involved

in their electrochemistry are due to the behaviour of the charge carriers in the electrolyte. In

SCs on the other side, electrons may not be able to move freely due to the presence of the

bandgap. In order to control electrochemical reactions on SC surfaces it is therefore impor-

tant to understand the implications of this behaviour.

Electrochemical reactions always involve the transfer of at least one electrical charge

(electron) from one species (reducing agent, i.e. a substance that can donate electrons)

through an ionic conductor (electrolyte) to another species (oxidant, i.e. a substance that can

accept electrons). The two sites of the reaction are called electrodes or more precisely cath-

ode (usually the place of reduction) and anode (usually the place of oxidation) respectively;

the place where they are in contact with the electrolyte is the interface. In order for a current

to flow, the two electrodes must be connected by an electronic conductor, usually a simple

wire, in which electrons flow from the anode to the cathode; obviously in the electrolyte the

cations move in the opposite direction as shown in figure 2.1.
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Fig. 2.1: Current flow in an electrochemical cell.

The charge transfer at the two electrodes generates a current which is by definition positive

at the anode and negative at the cathode. In electrochemical experiments one can only meas-

ure the sum of these two currents since they are using the same path of conduction. It is

however possible to calculate these partial currents using so-called Tafel slopes; this tech-

nique uses the fact that, under oxidising conditions, it is possible to neglect the cathodic cur-

rent and vice versa. To the following reference provides an excellent introduction into the

field of electrochemistry [126].

2.1.2 Energy Bands and the Semiconductor

The conduction properties of solids are determined by their electronic band structure which

results from the overlap of the energy levels of all atoms being part of the solid. Since the

number of energy levels present in a solid is almost infinite, their combination results in the

creation of continuous energy bands [23, 127] as opposed to the discrete energy levels which

characterise single atoms or molecules. These energy bands are filled with electrons, starting

at the lowest energy band until the Fermi energy level (EF). The highest filled band and the

lowest empty band are termed valence and conduction band, respectively. The upper limit of

the valence band is called Ev while the lowest level of the conduction band is called Ec. In the

case of overlapping energy bands –e.g. for metals– the solid is an electronic conductor, i.e.

electrons are free to move. If, however, the energy bands are separated by what is called an

energy- or bandgap, the material is no longer conducting; it is either an insulator or a SC
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depending on the value of the gap. The value of the bandgap is designated Eg (Eg = Ec - Ev).

Usually a material is considered to be a SC if the bandgap does not exceed roughly 3eV, i.e.

if thermal fluctuations may excite an electron into the conduction band, leaving a hole in the

valence band. The electric current is then carried by electrons in the conduction band and

holes in the valence band (figure 2.2). If the bandgap exceeds 3eV, the material is considered

an insulator as electrons will not be able to pass from the valence to the conductance band

spontaneously.

Fig. 2.2: Band structure in an a) electronic conductor, b) semiconductor, c) insulator; gray areas designate 

bands filled with electrons.

One can distinguish two different types of SCs: intrinsic and extrinsic. The first type

presents an ideal model that is encountered in pure SCs only. The Fermi level lies exactly in

the middle between the conduction and valence band (see Eq. 2.1) and, therefore, conductiv-

ity is low as electron-hole pairs can hardly be created.

(2.1)

Due to impurities and defects, such as vacancies or interstitials, real crystals have additional

–new– energy levels in the band gap. Thus SC properties can be changed by adding control-

led amounts of impurities (doping) which create additional energy levels close to either the

conduction or the valence band. Two types of impurities can be added to a SC. If the

number of valence electrons of the dopant species is higher than that of the SC’s lattice, the
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dopant is called donor as it leads to an excess of electrons (e-) in the crystal. If the dopant has

less valence electrons than the SC’s lattice, the dopant is called acceptor and leads to the cre-

ation of mobile holes (h+) as charge carriers. At T = 0K, the first case corresponds to an

excess of electrons in the band gap close to the conduction band and, therefore, one speaks

of n-type SC; the majority carriers are electrons. In the second case acceptor levels are added

in the band gap close to the valence band; here one speaks of p-type SC and the majority car-

riers are holes. For T > 0K or under illumination, ionization of the doping species occurs,

leading to an electron transfer and the creation of electron-hole pairs as described in

figure 2.3. The conductivity of doped SCs is much higher than the one observed for intrinsic

SCs.

To know the number of charge carriers available per unit volume (i.e. the electron den-

sity), one has to evaluate the electron density n(E) in an incremental energy range dE. This is

given by the product of the density of allowed energy states per unit volume N(E) and the

probability of occupying that energy range P(E); the energy for which the probability of

occupation is 0.5 is EF. For an intrinsic SC EF is situated in the centre of the bandgap, while

for extrinsic ones it is a function of the donor impurity density, ND:

(2.2)

where EC is the bottom of the conduction band, NC the effective density of states in the

conduction band, k the Boltzmann constant, and T the temperature. Thus, EF lies either just

a few kT above the valence band (for a p-type SC) or slightly below the conduction band

(for a n-type doped SC). The band structure of an intrinsic and of a doped SC is visualised in

figure 2.3. For a more detailed introduction to the field of SCs please refer to [128].
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Fig. 2.3: Band structure in an a) intrinsic, b) n-type, c) p-type semiconductor

When two conducting phases are brought into contact, their Fermi energy levels will equal-

ise at the point of contact by transferring electrons from one phase to the other. This elec-

tron flow gives rise to a contact potential DV. The direction of electron flow is determined

by the work function: electrons flow to the phase with the higher work function until the

Fermi levels at the point of contact are equal. In a SC this electron movement leads to a

region where the atoms become ionised, the space charge region or space charge layer, SCL.

The width of the space charge region, Wscl, depends on DV, the donor concentration and

other parameters but is typically in the region of 10-3 to 10-4mm. The potential difference

between the bulk Fermi energy level, EF,b, and the surface’s Fermi energy level, EF,s, is called

the Schottky barrier USb.

If one brings into contact a metal and a SC two different kinds of contact may form

depending on their relative work function. If the work function of the metal is higher than

that of the SC, the electrons will move from the SC to the metal leaving back a region of

positively charged ions, the so-called depletion region (since it is depleted of conducting

electrons). This case is referred to as Schottky barrier (or blocking contact) since the deple-

tion region acts as an actual insulator and is shown in figure 2.4. If, on the other hand, the

metal has a lower work function than the SC, the electrons will flow from the metal into the

conduction band of the SC leading to an ohmic contact. In either case a band-bending

occurs at the interface [129].
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Fig. 2.4: Formation of a Schottky barrier between a metal and a semiconductor; a) before, b) after contact

The same reasoning used to describe contacts between a SC and a metal can be used to

describe contacts between n- and p-type SCs of either the same or of different materials

(homo- and heterojunction). Also the contact between a SC and an electrolyte can be

described using the same approach.

2.1.3 The Electrolyte - The Marcus-Gerischer Model

The electronic properties of electrolytes have been studied by Marcus and Gerischer [51,

130-132]. In their model, the electrolyte is treated in analogy to a solid, where the energy

bands are replaced by concentrations of ions. Oxidized and reduced species present in the

electrolyte do not have the same energy due to a different degree of solvatation. The oxi-

dized species are acceptors which correspond to the empty electronic levels, while the

reduced species are donors which correspond to the occupied electronic levels. The density

of states D(E) is given by [51, 130]:

(2.3)

and

(2.4)

where cox and cred are, respectively, the concentrations of the oxidized and reduced species
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and Wox(E) and Wred(E) are the probability to find an empty (oxidized) state or an occupied

(reduced) state. The Gaussian shape of W(E) shows the distribution of electronic levels of

the redox system schematically depicted in figure 2.5.

Fig. 2.5: Energy diagram of an electrolyte a) under standard conditions (cox = cred) b) cox << cred. l is the reor-

ganization energy of the solvatation layer. DEredox is the variation of the redox potential in function of the con-

centration given by the Nernst equation, see Eqs. (2.5).

Since the electronic structure is concentration dependent, a change in concentration will lead

to a shift in the redox potential (Eredox); the Nernst equation describes this:

(2.5)

where E°
redox  is the standard redox potential, DEredox the variation, R the gas constant, z the

number of electrons involved in the reaction and F the Faraday’s constant.
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2.1.4 The Semiconductor-Electrolyte Interface

In order to describe the semiconductor-electrolyte interface, the concepts of energy-bands

in the SC and probability distributions in the electrolyte, introduced previously, have to be

combined. To facilitate understanding the terms that are used to describe both metal-semi-

conductor and p-n junctions (Schottky diode, [23, 133]) will be adapted. The model, called

Schottky-model, is based on two assumptions: the doping concentration is homogeneous

and the dopants are completely ionized at room temperature under flat band conditions

(this term will be defined further down).

The redox potential, Eredox, of the electrolyte will be associated with the Fermi level of

the electrolyte EF
redox (where EF

redox = e ·Eredox)2. EF
redox is considered constant or only

negligibly variable because adsorbed species are regenerated from the electrolyte at the elec-

trode surface; as the number of charge carriers in the solution is much higher than their con-

centration in a SC (an electrolyte concentration of 1M corresponds to 1020carriers/cm3, a

typical SC’s doping lies at 1014 to 1019carriers/cm3) this is a continuous process.

When SC and electrolyte are brought into contact, the Fermi levels equalize across the

interface. Since the electrolyte’s Fermi level is fixed at EF
redox, the Fermi level of the SC

(EF
SC) will adjust to EF

redox. According to the Gerischer model, the SC’s surface band edges

(Ev,s and Ec,s), which are in direct contact with the electrolyte will be pinned by adsorbed

species. However, the bulk band edges, Ev,b and Ec,b, are free to move. Therefore a

band-bending will occur at the interface.

The adjustment of EF
SC to EF

redox is driven by a charge transfer through the semicon-

ductor-electrolyte interface; this leads to the formation of a SCL in the SC and a counteract-

ing charge in the solution. Depending on the relative positions of the SC’s Fermi level and

the electrolyte’s redox potential, this charge transfer can be from the SC to the electrolyte or

vice-versa.

2. For simplicity we will be using the term ‘redox potential’ for EF
redox even though it is actually an 

energy.
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To illustrate we will be considering the case of a p-type SC3, whose EF
SC > EF

redox (see

figure 2.6a). EF
SC and EF

redox will align at the energy level of EF
redox; as EF

SC had initially a

larger value, the SC’s bands will be bent upwards at the interface (figure 2.6a) by the value

DF°SC (DF°
SC = |EF

SC - EF
redox|). This is achieved by a hole transfer from the electrolyte to

the SC’s valence band, where the charge carriers accumulate and form the SCL; this is situa-

tion is therefore called accumulation condition. 

Fig. 2.6: p-type semiconductor in contact with an electrolyte. Different scenarios with no externally applied 

bias: a) accumulation as EF
SC > EF

redox, b) depletion (EF
SC < EF

redox), and c) inversion condition. Band edge 

pinning is illustrated by black circles (•).

In analogy, holes are transferred from the SC to the electrolyte if the SC’s Fermi level is

superior to the electrolyte’s redox potential. As charge carriers are transferred from the SC

to the electrolyte the SC is under depletion condition (figure 2.6b). A particular situation

occurs when the electrolyte’s redox potential is much higher than the EF
SC, if EC is close to

EF
redox, or under externally applied cathodic bias: the surface band edge of conduction band

will be lower than EF
redox. Therefore minority carriers (i.e. electrons) will accumulate in the

conduction band by charge transfer directly through the conduction band.

3. As all our experiments were carried using p-Si, we will only treat the case of a p-doped SC. However, 
the same formalism with reversed signs (and e- instead of h+) can be applied for an n-type SC.
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Under the correct external bias, a SC and an electrolyte can be brought into contact without

any occurrence of bend-bending; the energy of the electrons is constant from the bulk to the

band edges. This potential, called flat band potential, Vfb, can be measured experimentally

by performing capacity measurements of the SC (more specific a plot of 1/C2 vs. the applied

bias) as it follows the Mott-Schottky relation [134, 135]:

(2.6)

where e is the dielectric constant, e0 the vacuum permissivity, ND the SC’s doping concen-

tration, V the externally applied bias, and Vfb the flatband potential. By extrapolating 1/C2

towards 0, Vfb as well as ND can be obtained. These values can in turn be used to calculate

the width of the SCL, Wscl:

(2.7)

2.1.5 Charge Transfer at Semiconductor Surfaces

If no external bias is applied oxidation and reduction reactions occur at the same rate; in this

situation the oxidation current, iox, and the reduction current, ired, will be equal but of

opposite sign, i.e. no current flow can be measured in the system. If however an external

voltage, V, is applied, a current will forcibly flow; depending on the sign of the applied

potential, this current can be either cathodic or anodic. 

Therefore, we need to know the condition of the electric field at the semiconductor-elec-

trolyte interface in order to understand its charge transfer characteristics. It can be said that

the potential at the interface, V, is composed of a constant term due to contributions from the ref-

erence electrode and an electric field across the interface, DF:

(2.8)
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DF is the sum of all contributions to this potential drop, caused namely the capacitance due

to the SCL, DFscl, the contribution of the Helmholtz layer in the electrolyte at the substrate

surface, DFH, and DFGC, caused by the Gouy-Chapman diffusion layer. These can be

described as capacitances aligned in a serial arrangement. Since Cscl is much smaller than the

other contributions due to the relatively low charge carrier concentration in the SC com-

pared to the electrolyte, we can make the following simplification:

(2.9)

Formula 2.9 shows that an externally applied bias will only have an influence on the SC’s

band structure while E0
redox always remains constant. It is therefore possible to predict the

effects of an applied bias on the energetic state of the semiconductor-electrolyte interface. As

the electrolyte can not adapt its energy levels, an externally applied bias will induce band

bending in the SC. For an externally applied cathodic bias and a p-type SC it follows that

ESC
F>E0

redox (figure 2.7a). Therefore positive charge carriers (i.e. holes) are supposed to

flow from the electrolyte to the SC. Since the electrolyte is not able to yield any holes to the

SC, a depletion situation in the SC results. Theoretically no current should flow at all in this

situation, in reality a small current, corresponding to the leakage current of this particular

diode, is measured.

Figure 2.7b shows the opposite case: an externally applied large anodic bias leads to an

accumulation of holes and their flow from the SC to the electrolyte; an anodic current is

measured. The third, and for us relevant case shows one possibility for breakdown. Under

strong cathodic bias the insulating SCL can break down electrically; this may happen either

due to an avalanche breakdown, or by direct tunnelling of electrons.

DF DF DFª - ∞
scl scl
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Fig. 2.7: Band diagram for a p-type SC under a) cathodic bias, b) large anodic bias, c) breakdown conditions.

Therefore a p-type SC will behave like a diode: under anodic conditions it conducts current,

while the cathodic branch shows a blocking behaviour. The same is true for n-type SC’s but

the signs are reversed (see figure 2.8). Also, at some point, called breakdown potential, Ubd,

the blocking behaviour will break down and show conducting behaviour again. This is an

irreversible process and the diode is broken once Ubd has been reached.

Fig. 2.8: Idealized current-density/voltage curves for left: a p-type SC, right: an n-type SC. The p-type SC 

exhibits a blocking behaviour for cathodic potentials, while it conducts current on the anodic side; the behav-

iour is reversed for n-type SCs.
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2.1.6 Surface and Bulk Defects and the Semiconductor-Electrolyte Interface

We have seen previously that the semiconductor-electrolyte interface can be compared to a

Schottky diode with its current blocking and passing behaviour and its breakdown proper-

ties. Breakdown can occur either by direct tunnelling or by avalanche breakdown. In the

first case and electron tunnels directly from the valence band through the energy bandgap to

the conduction band. Tunnelling usually only occurs at high applied electric fields and for

highly doped SCs. In the second case, avalanche breakdown or multiplication, a thermally

generated electron gains kinetic energy from the applied electric field. If the field is suffi-

ciently high, the electron can gain enough kinetic energy that, upon collision with an atom,

it can break the lattice bonds, creating an electron-hole pair. The newly created electron and

hole both acquire kinetic energy from the field and, in turn, create additional electron-hole

pairs. This process is therefore called avalanche breakdown. Obviously, breakdown, either

by tunnelling of by avalanche multiplication, is facilitated if additional energy states exist in

the bandgap, as the initial energy needed to overcome the bandgap is much smaller.

There are different kinds of imperfections present at or near the surface even of an appar-

ently perfect substrate [136] either as donors or acceptors (see figure 2.9). These may include

surface defects such as dangling bonds and adsorbed species, as well as crystalline defects in

the form of interstitials and kinks. The sites of these defects will be more active (elec-

tro-)chemically [50] and electronically [137]. Therefore, a surface which is otherwise clean,

will show a different behaviour on different crystal faces, point defects, sites of adsorbed

species etc. These ‘imperfections’ lead to the creation of additional energy levels or bands in

the forbidden bandgap of the SC acting as additional doping and thereby facilitate charge

transfer [136].

Bulk defects exist too; these include foreign atoms, vacancies, interstitials, and disloca-

tions. All of these introduce new energy levels in the SC in their proximity. If these addi-

tional energy levels lie close to either the valence or the conduction band, they may act like

dopants and enable charge transfers. Defects close enough to the surface may also act as ini-

tiation sites for surface reactions as they allow charge transfer from the SC to the electrolyte

while the intact SC surface would not allow for such reactions to occur.
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Fig. 2.9: Schematic representation of defect states in a SC. Surface defects lead to additional surface states, des-

ignated ss), while bulk defects lead to additional defect states (designated ds).

If enough additional states are present, breakdown of the diode is facilitated as charge carri-

ers can pass more easily through the forbidden bandgap even under depletion conditions

due to the new energetic states in the surface. Once breakdown has occurred, charges can

flow freely across the interface and enable electrochemical reactions at these defect sites.

Therefore, by locally introducing surface defects, it is possible to lower the breakdown

potential, Ubd, and locally activate the electrode (see gray box in figure 2.10).

Fig. 2.10: Idealized current-density/voltage curve for an intact (æ) and a defective (…) p-type SC. Ubd,s 

denotes the bulk surface breakdown potential, whereas Ubd,d is the breakdown potential at defect sites. In the 

potential range delimited by the gray box selective electrochemical reactions are possible.
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2.2 Electrochemical Deposition of Metals on Semiconductors

The deposition of metals on conducting substrates has been studied for a long time due to its

technological importance. Over the last thirty- or so years this has been extended to include

semiconducting substrates, as chipmaking crucially depends on the ability to metallize SC

substrates. In this section we will briefly overview the basic principles governing the deposi-

tion –consisting of nucleation and growth– of metals on SCs.

Nucleation and growth mechanisms depend on the interaction energy between the

adsorbed metal ion and substrate and the respective lattice spacing of the substrate and the

metal to be deposited. As interactions between metals and SCs are often weak, their deposi-

tion usually follows a 3D island formation mechanism [52, 138] called Volmer-Weber

growth [139]. As the growth characteristics strongly depend on the nucleation and growth

mechanism, we will be looking at these in some more detail. 

2.2.1 Nucleation of Metallic Clusters

First theories of electrochemical growth of crystals considered the substrate to be perfect on

an atomic scale. The problem was that perfect surfaces do not offer nucleation sites; never-

theless, a theory was proposed by Erdey-Gruz and Volmer in 1930 [140, 141]. When it was

discovered that surfaces did indeed contain surface defects, acting as nucleation sites [142],

new models arised [143-145]. Figure 2.11 shows the steps involved in adding a metal ion to a

substrate surface: the solvated metal-ion is adsorbed to the surface; once adsorbed, it will

diffuse along the surface until it ‘hits’ an existing metal cluster (or a surface defect). It will

then add itself to the cluster, contributing to its growth.
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Fig. 2.11: Addition of a metal ion to a crystal surface.

 Nucleation mechanisms are described as being either instantaneous or progressive. In the

case of instantaneous nucleation all possible nucleation sites give rise to initial nuclei as soon

as a potential is applied; all nuclei grow simultaneously (in a 3D fashion) until their respec-

tive diffusion spheres overlap. This case is encountered if nucleation rate is high, i.e. all

nucleation sites are being used very quickly; nucleation is fast compared to growth. During

progressive nucleation, new nuclei are created over time and no distinction can be made

between a nucleation and a growth phase. In other words, growth is fast in comparison to

nucleation. In the most simple case of progressive nucleation, first order nucleation mechan-

ics are observed, i.e. the number of nuclei increases linearly with time.

Thermodynamics of electrochemical nucleation is similar to that of nucleation from the

gas phase. Both cases are based on the fact that nucleation occurs in a supersaturated regime.

In the case of electrochemical nucleation, supersaturation can be described in terms of the

difference of the electrochemical potential of the bulk metal, µM,b, and that of the solvated

metals ions, µM,solv. Experimentally, the difference, Dµ, can be controlled directly, according

to:
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(2.10)

where z is the number of charges transferred, e the elementary charge, and |h| the overpoten-

tial4. In SC electrochemistry, the term overpotential is usually not used since the applied

potential is distributed between the SC’s SCL, the Helmholtz layer and the Gouy-Chapman

diffusion layer (see chapter 2.1.5).

For successful metal deposition the following has to happen: once an ad-ion has adsorbed

to the surface, a metallic cluster has to nucleate and to grow. As said above, this only takes

place in a supersaturated regime. Even so the nucleus has to reach a critical size until further

growth becomes energetically more favourable than dissolution (due to the surface energy

of the cluster). This process is governed by the Gibbs free energy for the formation of a clus-

ter of N atoms:

(2.11)

where h is the overpotential and F(N) is the energy associated with the creation of new

interfaces. While the first term (-Nze|h|) is related to the volume, the second term –F(N)– is

a function of the surface energy (and therefore depends on N2/3). It follows that for small

clusters, F(N) is the dominating factor, while for larger ones -Nze|h| becomes dominant.

The critical cluster size, Ncrit is reached, when the influence of these two factors are equal,

i.e. dDG(N)/dN = 0. Allowing for some simplification5, equation 2.11 can be differentiated

with respect to N. It is then possible to determine the dependence of the overpotential on

critical cluster size:

(2.12)

where b is a shape-dependent constant (36 for spheres), Vm the atomic volume, and s the

specific surface energy. According to formula 2.12 Ncrit strongly depends on h, the overpo-

tential.

4. Note that h is negative for metal deposition.
5. F(N) is dominated by the surface energy terms and an arbitrary 3D shape of the cluster is assumed.
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Now that critical cluster size has been determined, kinetic considerations become impor-

tant. The nucleation rate, Jnucl, is given by the Volmer-Weber equation [139]:

(2.13)

where A3D is shape dependent and can be considered to be potential-independent. By sub-

stituting DGC with equation 2.14 it is possible to obtain equation 2.15.

(2.14)

leads to:

(2.15)

Experimentally, the nucleation mechanism can be determined using potentiostatic cur-

rent-time transients. By applying a potential-step from a potential with negligible cluster

formation rate to a fixed overpotential, the nucleation and growth of metallic clusters can be

monitored directly analysing the current. The density of nuclei as a function of time, N(t), is

usually described in terms of a linear growth law with a nucleation rate constant, An:

(2.16)

where N• is the final density of nuclei. Two limiting cases are interesting when discussing

equation 2.16: if An is large enough for Ant>>1, all clusters form very quickly as N(t) = N•

even directly after the pulse has been applied; this case is called instantaneous nucleation. On

the other hand, if An is small enough for Ant to be close to 0 even for a large t, it follows that

exp(-Ant) ª Ant and therefore N(t) = N•Ant; we then speak of progressive nucleation. The

limiting factors for the growth of the nuclei can be controlled, by kinetics, diffusion, or by

intermediate states. In situations where deposition occurs, the overpotential is generally

large and diffusion of ions to the surface can be assumed to be the limiting factor. Only for
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very short timescales kinetic limitations may be encountered. In the diffusion limited case,

the diffusion spheres of individual nuclei will begin to overlap as they grow, leading to linear

diffusion to the surface. In this case –which corresponds to a progressive nucleation– the

individual and combined diffusion fields may have a shielding influence on other, smaller

nuclei on the surface.

2.2.2 Growth of Metallic Clusters

The growth rate of a nucleus is determined either by the lattice incorporation step or by the

diffusion of ions from the solution to the nucleus6. In the first case (i.e. in the early stages of

nucleation when diffusion spheres do not yet overlap) and assuming a 3D hemispherical

growth process, the growth rate, i, is given by:

(2.17)

where M is the molecular weight, and r the density of the deposit. Similar models exist for

2D cylindrical growth processes, the main difference being that they depend linearly on the

time, t.

In practical applications, nucleation and growth of nuclei usually happens at the same

time and therefore more complex models have to be used:

(2.18)

The exponential term represents overlap and can be ignored if nuclei grow independently

(i.e. on a surface with a very low defect concentration or very early after the potential has

been applied). For the formation of a monolayer (either by instantaneous or by progressive

nucleation) the reduced current-time transients of figure 2.12left will be observed. In practi-

cal applications a multilayer is usually formed. This can happen either by a the repeated for-

6. It is assumed that the charge transfer at the nucleus-electrolyte interface is fast and can be neglected.
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mation of monolayers on top of one another or, more likely, by multinuclear multilayer

growth. In this case many ‘monolayers’ are formed simultaneously and at different levels,

and the resulting current-time transient is the sum of many individual monolayer-transients

(figure 2.12right). 

Fig. 2.12: Idealized current-time transients for instantaneous (æ) and progressive (º) nucleation; left: forma-

tion of a monolayer, right: progressive 2D-nucleation (both according to [146]).

2.2.3 Formation of a Coherent Deposit

Up to now we have only been considering the formation of mono-atomic layers, or of mul-

tilayers comprised of only a few such mono-layers. In practical applications these cases are

often irrelevant as massive coherent deposits are desired. These can grow by two distinct

mechanism, namely either by layer growth or by growth of 3D crystallites (nucleation fol-

lowed by coalescence of nuclei). In the first case, crystal growth progresses by lateral

spreading of discrete layers and one layer forms after the other. In the latter case, individual

3D crystallites appear as islands (nucleation) and grow on the surface until they join one

another (coalescence) to form a coherent massive deposit. Due to the strong dependence of

nucleation and growth on the applied overpotential, the growth mechanism also depends

strongly on h.
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2.3 Ion Beam Lithography

2.3.1 Historic Overview

The interaction of charged particles with solids has been of interest to the scientific commu-

nity for more than a hundred years. Every since the discovery of radioactivity, there was

interest in how these particles were slowed down and eventually stopped when traversing

matter. The first publication in the field was by M. Curie, where she stated, that ‘alpha parti-

cles are projectiles composed of matter and will therefore be slowed down when traversing

matter’ [147]. However, it was not until a basic understanding of the atomic structure was

established, that it became possible to understand or even predict the behaviour of particles

in matter, specifically the ‘Stopping and Range of Ions in Solids’ [148]; this book by Ziegler

et al. is still the treatise of the field and most of what follows is derived from there.

Once it was understood that ions are charged particles and that atoms consist of a posi-

tively charged core surrounded by negatively charged, shielding electrons, it became possi-

ble to integrate other theories such as Thomson’s treatment of scattering of two point

charges [149]. When Bohr published his analysis of how charged particles were stopped by

matter, he already used the model of an atom to illustrate his ideas [150, 151]. His work was

the first attempt at creating a unified theory of stopping and illustrates well the problems

such a theory must overcome: How does a charged particle (point charge) lose energy to the

quantized electron plasma of a solid (inelastic energy loss)? This is complicated by the fact

that the interaction simultaneously distorts the electron plasma (target polarization) and that

the interaction is not between a charged point and the plasma but by a finite and moving

atom and a plasma. Furthermore, the degree of ionization has to be estimated for the moving

ion while it is moving within an ionized electron plasma. Also, screened Coulomb scattering

of the moving atom with each target nucleus it passes has to be taken into account and rela-

tivistic corrections have to be included.

One of Bohr’s original conclusions was that charged particles passing through solids

loose energy by two distinct mechanisms, namely nuclear stopping (due to the medium’s

atomic cores) and electronic stopping (caused by the medium’s light electrons). He con-

cluded that electronic stopping would be dominant for energetic light particles (such as the
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ones emitted from radioactive sources) and nuclear stopping for slower heavy ions. He also

introduced the atomic structure into stopping theory by giving target electrons orbital fre-

quencies.

The next breakthrough occurred when Bethe [152, 153] and Bloch [154, 155] treated the

problem under quantum mechanical considerations and derived in the Born approximation

the fundamental equations for stopping of very fast particles in a quantized electron plasma.

For fast particles (10MeV to 2GeV) this remains the basic approach up to today7.

The discovery of nuclear fission and the resulting heavy particles renewed interest in the

subject. The problem presented by these heavy ions was how to treat the fact that they were

partially stripped. It was hoped that if the degree of ionization of the projectile could be esti-

mated, the earlier findings could be applied. Bohr suggested that –based on the Thomas

Fermi atom– the ion could be considered stripped of all electrons with energies lower than

the ion velocity [156, 157]. Others tried to apply similar ideas with limited success and most

of these relationships could only be used to scale data obtained from light ions to heavier

ones.

In the 1950’s papers evaluating both the energy transfer from slow particles to quantized

electron plasmas and the energy loss to target nuclei were published. Lindhard et al. pub-

lished a paper [158] which has been widely used as the basis for calculating the electronic

stopping of ions in matter [159-162].

The problem of energy loss to a target nucleus can be summarized as the study of

screened Coulomb collisions between two colliding atoms. Bohr used the Thomas Fermi

model to estimate the screened Coulomb potential, V(r), between atoms [163]:

(2.19)

where Z1 and Z2 are the atomic numbers of the two atoms involved, r their separation and a

a ‘screening parameter’. 

7. For higher energies relativistic aspects have to be taken into account.
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For a Bohr suggested the following approximation:

(2.20)

Others have used numerical techniques to tackle the problem and Firsov suggested the fol-

lowing relationship for calculating the Thomas Fermi screening function [164, 165]:

(2.21)

To calculate the degree of ionization of the ion as it passes through matter Bohr and others

suggested, that the ion would loose electrons whose orbital velocities would be less than the

ion velocity. To calculate the ion charge fraction, Z*/Z, the following approximation could

be used:

(2.22)

2.3.2 Interactions of Ions with Solids

Interactions between an incident ion and the substrate can be divided into two mechanisms:

if collisions occur with the target nuclei one speaks of nuclear stopping, if they occur with

the electrons it is called electronic stopping. In the first case the energy of the incident ion is

transferred to a static atom as a whole (which may in the process be moved from its original

position in the crystal) whereas in the case of electronic stopping target electrons may be

excited or ejected (i.e. the target may become ionized). Since both effects are independent

from one another we can divide the energy loss of an ion, dE, per distance, dx, into an elec-

tronic (e) and a nuclear (n) part:

(2.23)
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Depending on the projectile’s energy, mass, and charge as well as the target composition

either mechanism may be dominant. In general it can be said that at low ion energies nuclear

energy loss is predominant while electronic stopping prevails at higher energies. At low

energies (0.1v0<vion<Z2/3v0, where v0 is the Bohr velocity) electronic stopping is propor-

tional to the ion velocity; the ion carries its electrons and tends to be neutralized by electron

capture. For higher energies (vion>>Z2/3v0) the ion becomes fully stripped and the energy

loss, dE/dx, is proportional to the charge of the ion. According to the Bethe-Bloch formula

[152, 154, 166]:

(2.24)

where N is the substrate atom density, g the effective charge parameter, Z1 and Z2 the atomic

number of ion and target respectively, e the elementary charge and f(v1
-2) a fitting function

depending on the substrate material.

At intermediate velocities, the ion is only partially stripped and the charge of the ion can

not be obtained straightforward. In the literature different formulations are presented to cal-

culate the effective charge g Z1 for ions at these velocities [148, 167-170].

dE/dx is called the stopping power, S(E); by including the atomic density, N, the stopping

cross section, e(E), can be obtained according to:

(2.25)

Stopping powers and cross section can now be obtained easily by computer simulation (e.g.

TRIM [167, 171]). The ion range, Rt, i.e. the total path length an incident ion covers in the

target material, is defined as:

(2.26)

where E0 is the energy of the incident ion. In practical applications, the projected range, Rp,

is usually used instead of Rt; Rp is the actual penetration depth of the ion into the material.

As incident ions will randomly collide with the target material, they will not follow a
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straight path into the target but will deviate in all directions; this behaviour is called strag-

gling and can be simulated: figure 2.13 shows straggling in both y and z direction parallel to

the substrate’s surface.

Fig. 2.13: Straggling of Ga+ions in a Si substrate in y and z direction –x being the beam direction; energy 

30keV, angle of incidence 0° (all calculations performed using SRIM-2000 code and 10’000 impinging ions).

2.3.3 Defect Creation by Ion Beams

Ion implantation not only introduces foreign atoms into the target material, but they also

create defects. Due to their high energy, the impinging ions may be energetic enough to dis-

place target atoms from their lattice sites, creating interstitials and vacancies in the process. If

enough energy is transferred from the ion to the lattice atom, it may displace further target

atoms, leading to a cascading displacement reaction which may involve several hundred to

thousand atoms. After roughly 10-13s the incoming ion will be completely stopped. Once

the kinetic energy is no longer sufficient to displace target atoms, the remaining energy will

be dissipated by creating lattice vibrations, i.e. phonons, in the target leading to a thermal

spike in its direct vicinity [172, 173]. This process is fast and the excess heat is dissipated at a

rate of ª1014-1015K/s [174, 175].
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According to Kinchin and Pease –using a model based on solid spheres– the number of dis-

placed target atoms N(E) is given by [176]

(2.27)

where E is the ion energy and Ed the energy needed to create a stable Frenkel pair (for Si

Ed ª25eV [177]). By using a more realistic atomic model, Sigmund finds for N(E) [178]

(2.28)

where x<1 is a function of the scattering potential and n(E) is the part of the ion’s energy not

used for electronic stopping. Using the same computer code as before, the stopping mecha-

nism of the incident ion (figure 2.14) as well as the distributions of various defects (vacan-

cies, interstitials) and of the implanted ions (figure 2.15) can be calculated as a function of

the energy, the incident ion, the substrate, etc. Figure 2.14 shows how nuclear and electronic

stopping are influenced by the incident ion’s mass and energy.

Fig. 2.14: Electronic (º) and nuclear (æ) stopping cross sections of He (�), Ga (�), and Au (�) ions in silicon 

(all calculations performed using SRIM-2000 code [171]).
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The following observations can be made with respect to figure2.14: 

• At low energies, nuclear stopping is dominant; at high energies, electronic stopping 

becomes the important factor.

• The heavier the ion, the more important the stopping powers become; i.e. heavier ions do 

get stopped earlier in the substrate

• The heavier the ion, the longer nuclear stopping remains the dominant factor.

These findings have to be considered when using ion beams for different applications: sput-

tering for example depends on nuclear stopping, i.e. heavy ions at low energies may be pref-

erable. If an ion beam is used to expose polymeric resists, electronic stopping is needed in

order to break bonds within the resist-molecules; light ions are therefore preferable.

Figure 2.15 shows the distribution of various defects induced by incident ions in a Si

crystal. These calculations are important in order to understand the electrochemical changes

caused by the ion bombardment. As it has been explained before, imperfections in the crys-

tal lead to additional states in the bandgap and may facilitate charge transfer from the con-

duction to the valence band. However, for electrochemical reactions to be easily possible at

the substrate surface, these defects need to lie within rather close distance of the surface.

Fig. 2.15: Distribution of vacancies (æ) and implanted Ga+ions (º) in Si after 10’000 impinging Ga+ions at 

30keV (all calculations performed using SRIM-2000 code).
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According to figure 2.15 mainly vacancies are created by the incident ions. We have there-

fore plotted the influence of ion energy and ion type on the depth distribution of the vacan-

cies created (figure 2.16).

Fig. 2.16: Distribution of vacancies for various implanted species at various energies in Si. The left figure shows 

Ga+ions at varying energies as well as Au2+ions at 30keV; the right figure shows He+ and Xe+ions at 75keV as 

well as Ga+ions at 30keV (all calculations performed using SRIM-2000 code and 10’000 impinging ions).

Figure2.16 shows that heavier ions create more damage and that the damage lies closer to the

substrate surface. We can therefore assume that heavier ions need lower doses than light ions

to achieve the same effect for electrochemical sensitization. Also, it seems that lower ener-

gies may be preferable as defects should lie closer to the sample surface and therefore the

perturbations they introduce into the crystal structure (and the additional energy levels)

should extend to the substrate surface.

The results presented are all based on static models, i.e. changes in the substrate’s crystal-

line structure due to defect accumulation or heating effects are not taken into account. At

low temperatures all the defects are immobile and accumulate. Therefore, a certain critical

dose, Dcrit, exists beyond which the target becomes fully amorphous. Higher temperatures,

either due to target heating or due to very high ion fluences may lead to an increased mobil-

ity; defects can recombine and may be ‘healed’ over time. At elevated temperatures (or very

high current flux) Dcrit may therefore be higher or not be reached altogether [179]. 
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According to Gibbons [180, 181] an incident ion creates an amorphous zone of cylindric

shape with a diameter s0= p· R0
2 (values for s0 can be calculated [182]). The change of the

degree of amorphization dƒa during a time interval dt is then given by:

(2.29)

where ƒa is the degree of amorphization (0<ƒa<1) and i the current density. The term (1-ƒa)

assures that an area that is already amorphous will not be ‘re-amorphised’ if it gets hit again

by an ion. ƒa can be calculated according to

(2.30)

This model can be further refined for systems where the incident ion is not heavy or ener-

getic enough to amorphize the substrate with one ‘hit’. For the case where n impinging ions

are needed to fully amorphize the substrate, the following formalism can be used:

(2.31)

According to formula 2.30 and 2.31, the degree of amorphization increases with the current

density; but if the implant ion dose, d, remains constant, so does the product i ·t as well as ƒa.

However, for high current densities the probability for two impinging ions to ‘hit’ the same

zone in a given interval of time increases. If the time between two ions hitting the same area

is short enough the two ions will behave as one; high current densities will therefore rather

decrease than increase amorphization of the substrate.

a) Sputtering vs. Implantation

In the previous paragraphs different damage creation mechanisms were discussed. To clarify

we will briefly summarise our previous description:

• The stopping mechanism of ions in solids can be divided into two distinct categories: 

electronic and nuclear stopping. 
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• Electronic stopping is predominant for high ion energies and for light elements. The inci-

dent ion is stopped by elastic scattering at the target atom’s electrons. The target atom 

may become excited or even ionized, chemical bonds may be broken; this effect is used in 

ion beam based lithography systems (see chapter 1.2.2, a).

• Nuclear stopping is predominant for lower energies and heavier elements. The incident 

ion is stopped by elastic collisions with the target atom’s nuclei. These collisions may 

cause different kinds of defects. 

• If enough energy is transferred to the target atom for it to completely leave its previous 

position in the crystal lattice, a vacancy in the crystal results. If the target atom was part 

of or close to the target’s surface, it may even be ejected entirely from the target. In this 

case one speaks of sputtering and mass is effectively removed from the substrate (espe-

cially if the incident ion bounces back as well).

• If the target atom leaves its initial position but not the target (e.g. because its energy was 

insufficient to reach the target’s surface or because it was displaced in an angle parallel to 

the surface) a vacancy-interstitial pair is created. The result is a defect in the crystal struc-

ture, introducing some amount of strain.

• If the incident ion does not ‘bounce’ off the surface, it will also be implanted into the tar-

get where it will act as an interstitial, i.e. it will occupy a position in the crystal lattice nor-

mally not occupied by atoms. In this case, additional strain is introduced into the crystal.

• If enough defects accumulate in the crystal (vacancies and interstitials), long term order of 

the crystal breaks down and one speaks of an amorphous state.

• As the incident ions are highly energetic, they may collide multiple times and transfer 

enough energy to the target atoms for them to create further damage. Therefore, one 

speaks of a defect cascade. This defect cascade may involve several hundred or thousand 

target atoms for a single incident ion.



Chapter 3

EXPERIMENTAL

This chapter provides a brief overview of the techniques and equipment used for our work.

We begin by describing sample preparation, followed by a short description of the FIB and

ion beam tools used, continue by presenting the electrochemical techniques employed and

finish with different surface analytical techniques.

3.1 Sample Preparation

All experiments were carried out on p-type Silicon(100) with a resistivity of 1-10Ωcm; the

wafers were polished on one side, had a thickness of 500 µm and were purchased from

WaferWorld Inc. For implantations carried out at the Fraunhofer Institute for Silicon Tech-

nology (ISiT) equivalent wafers were used. Wafers were cleaved into samples roughly

1 x 1cm2.

Samples were degreased prior to ion implantation and electrochemical experiments by

subsequent sonication in acetone, isopropanol, and methanol, followed by a rinse in deion-

ised water; they were blown dry with argon or nitrogen. To remove any native oxide and to

obtain a H-terminated surface [183, 184], a HF 1% dip was performed for 1min, followed

by another rinse/dry cycle; this was also done prior to ion implantation and electrochemical

experiments. To obtain an ohmic back-contact for electrochemical DC experiments, InGa

eutectic (99.99%) was smeared on the back side of the wafer; for AC measurements, Al

coated samples were used (Al layer –1µm– was deposited by e-beam evaporation, followed

by an annealing at 400°C in reducing atmosphere for 15min).



3.2   ion beam tools 46

Scratched samples were scratched using a Leitz micro-indenter Durimet IC. Scratches were

applied over a length of 1mm and with a force corresponding to an applied weight of 5g.

The sample was placed under the diamond and moved against the stationary indenter.

3.2 Ion Beam Tools

Different ion beam tools were used during our work: a FIB, a broad-band ion implanter, and

an ion projection lithography tool. The main features of these machines are described in the

following section.

3.2.1 Focused Ion Beam (FIB)

Due to the development of the liquid metal ion source (LMIS) in the early 1960’s probe sizes

of less than 10nm and current densities of more than 100A/cm2 are now available, which

make these beams suitable for many applications. When compared with optical lithography

systems the advantage of FIBs is that the beam’s resolution, rm, is not limited by the wave-

length, l, of the incident beam as given by Rayleigh’s equation:

(3.1)

where Cs is the spherical aberration of the lens due to imperfections. Unfortunately, prob-

lems associated with ion optics, a lack of suitable resist systems, and the general trend in the

semiconductor industry to ‘never change a winning team’ (in this case photolithography)

have so far impeded the introduction of such systems into larger scale applications.

A FIB system and a scanning electron microscope, or rather an electron beam lithogra-

phy tool, are similar in many respects (see figure 3.1). In order to be able to focus an ion

beam onto a surface smaller than 100nm2, a point ion source is needed. In most cases a liq-

uid metal or liquid alloy ion source (LMIS/LAIS) is used for particle generation8. A fine

tungsten tip (tip radius ~1-10µm) onto which a droplet of the metal/alloy is deposited acts

8. Gaseous field ionization sources are also used (for the generation of gas ions); however, as our system 
was equipped with a LMIS, we will be limiting our attention to these.
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as emitter. During operation of the FIB system, the tip is electrically heated to liquify the

metal9. A source material with high surface tension and low vapour pressure is desirable. An

extraction electrode is placed in front of the tip and a potential of 4 - 7kV is applied between

the two. The surface tension in the metal droplet and the force of the applied electric field

counteract each other and lead to the formation of a fine cone of liquid metal –with a typical

half angle of 49.3deg and a tip radius of some 10nm– called Taylor cone [185]. At the tip of

the Taylor cone ions are emitted by field ionisation. A LMIS is characterized by its bright-

ness B:

(3.2)

where dI is the differential current element emitted from an infinitesimal source area, dA,

into an angle dW. A typical value for a LMIS is around 106A/cm2sr [66]. Next to the bril-

liance, energy spread in the beam is the most important parameter for good spatial resolu-

tion. It is caused by the ionization process itself and amounts to roughly 5 to 25eV.

The ion optical column is similar to that of an e-beam lithography tool, with the main dif-

ference being that ions are used instead of electrons. Cations are emitted across the extrac-

tion aperture and accelerated up to 30keV on their way to the condenser lens. The beam is

then collimated and passes the blanker, where a field can be applied to divert the beam into

the wall of the vacuum tube. The stigmator allows to control the shape of the beam. After

the aperture an E x B field (Wien filter) can be used in conjunction with the mass separating

aperture to select ions of a desired mass/charge ratio; this allows for the selection of well

defined ionic species even if a complex alloy ion source has been used originally. For metal

ion sources neither the Wien filter nor the mass selecting aperture are needed. Therefore a

crossover of the beam is avoided, leading to a better resolution. The x/y scanning unit is

computer-controlled and deflects the beam to write previously defined patterns. At the

objective lens the final focalisation onto the sample surface takes place. Close to the sample

9. For metals with high melting points, alloys are used. This prevents excessive heating of the tip, which 
would lead to more wear (intermetal corrosion between tungsten tip and alloy) and an increased scatter-
ing of the ions.
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surface a secondary electron detector collects electrons generated by the impinging ion

beam; the secondary electron image is used for fine positioning and focusing the beam on

the sample. In some systems (dual beam set-up) an additional e--gun is placed close to the

sample, this allows to monitor changes on the sample surface while sputtering.

Fig. 3.1: Schematic representation of a FIB system

For the current work a single beam Raith-Orsay Physics FIB –installed in the cleanroom of

the Laboratory for Micro- and Nanotechnology (LMN) at the Paul-Scherrer Institute (PSI)

in Villigen, Switzerland– was used for the implantation of both Au2+ and Ga+ ions.

The Raith-Orsay Physics FIB is a versatile single beam machine, equipped with a LMIS.

Most experiments were carried out with a Ga-ion source produced in-house and operating

slightly above room temperature10. Between the LMIS and the extraction aperture a poten-

10. Some preliminary experiments were carried out using a Au-Er-Si ion source, out of which the 
Au2+-ions were selected.
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tial of 4-7keV was applied. Since a mono-atomic ion source was used, the ExB filter as well

as the mass-separating aperture were not used; this allowed to work in parallel mode (no

second cross-over in the beam) leading to slightly enhanced resolution.

The beam passes a computer-controlled deflector that allows to scan the beam over the

surface; the maximum writing field is roughly 180µm at 30keV and correspondingly higher

for lower acceleration voltages. A stigmator can be used to correct aberrations in the beam

shape by use of an octupol field. The system is also equipped with a blanker that allows to

deflect the beam away from the sample surface in some 100ns. Close to the sample surface a

secondary electron detector is installed to yield an image similar to a SEM image – if the

beam is scanned over the surface. Beam-current measurements (needed to calculate the ion

dose) were performed by directing the ion beam into a Faraday cup11 connected to a Keith-

ley nano-amp meter.

Fig. 3.2: Picture of the Raith-Orsay Physics FIB-tool

Figure 3.2 shows the entire Raith-Orsay Physics FIB tool. On the left are the vacuum con-

trollers, the heating- and the beam-deflector unit, and the high-voltage equipment needed

for the beam acceleration (1). Next follows the FIB-tool, mounted on a vibration-absorbing

table (2); the ion-beam column is visible at the top. Partially covered is the sample-stage con-

11. A Faraday cup is an opening deep and narrow enough for secondary electrons not being able to escape, 
thereby not falsifying the current measured.
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trol unit, the PC, and the beam control panel (focus, magnification, current, acceleration,

etc.) (3). Next follows the SEM-imaging unit (4) and finally the computer controlling the

sample stage and the beam deflection (5).

3.2.2 Plasma Source Ion Beam Systems

Unfocused plasma ion sources (PIS) are mainly used for the doping of large wafer surfaces;

if used in conjunction with a stencil mask, one speaks of ion projection lithography (IPL)

[8], which is one possible competitor for sub 100nm lithography applications. As IPL uses a

mask for pattern reproduction it offers the advantage of large sample throughput (up to sev-

eral cm2 are irradiated with one ‘shot’), but is less flexible in its applications. When used in

conjunction with a photoresist, patterns of 50nm have been exposed [8]. A more recent

approach is to use IPL for direct surface modification, e.g. for the production of structured

magnetic storage devices [99].

While a FIB system can be compared to an e-beam lithography tool, IPL is analogous to

‘traditional’ photolithographic equipment. Instead of a photon source, a PIS is usually used

to project the desired pattern from a mask directly onto the substrate. Due to the particular

nature of the ions, a stencil mask has to be used. In order to obtain good resolution, it is

imperative that the axial energy spread of the beam be minimized. Recently, multicusp ion

plasma sources (MIPS) have been produced, which offer a large volume of uniform and qui-

escent plasma with minimal axial energy spread [186, 187]. For this reason, they are suitable

for the generation of single or multi ion beamlets for lithography applications.

MIPS use permanent magnets of alternating polarity to produce a multicusp magnetic

field. Magnetic filter rods reflect high energy electrons so that ion production occurs mainly

in a region with uniform plasma potential and the extracted ion beam will have a low axial

energy spread below 2eV [188]. The broad ion beam from the source is accelerated to 30 -

70keV, penetrates an open stencil mask, and the resulting image is demagnified 4 to 8 times

by an electromagnetic lens system onto the sample (figure 3.3). The demagnification of the

mask image allows the use of masks with slightly larger features, making them more afford-

able. Obviously, these systems are limited to gaseous species.
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Fig. 3.3: Schematic representation of an IPL system [189]

All ion projection implantations were executed at the Fraunhofer Institute for Silicon Tech-

nology (ISiT) in Itzehoe, Germany by Dr. Brünger on an IMS, Vienna, Austria, prototype.

Both IMS and ISiT have large experience building and optimizing IPL systems based on

open stencil masks. This particular prototype system is equipped with a multicusp plasma

ion source operating with a low energy spread, and a pattern lock system to guarantee preci-

sion in the 5nm range for subsequent ion beam exposures. The stencil mask is produced by

e-beam lithography and exhibits features as small as 200nm [190]. The pattern from the

mask is further reduced by ion optics by a factor of 3 - 8 times to finally produce features in

the sub 100nm range.
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3.3 Electrochemistry

3.3.1 Electrolytes

Different electrolytes were used during this work. None of the electrolytes was deairated.

To deposit Cu, the following electrolytes were used:

• 0.01M CuSO4 + 0.05M H2SO4 (electrolyte 1)

• 0.01M CuSO4 + 0.05M H2SO4 + 100µM BTA (electrolyte 2)

• 0.05M CuSO4 + 0.5M H2SO4 + 100µM BTA (used only in few experiments)

For Au deposition the electrolyte was 0.01M KAu(CN)2 + 1M KCN (electrolyte 3). All

solutions were prepared from analytical grade chemicals and deionised water.

Benzotriazole, BTA, was used in some experiments in order to determine if its beneficial

influence on Cu deposition could be reproduced in our experiments. BTA is being used as a

brightening additive in sulphuric acid based electrolytes for Cu deposition [191-193] as well

as corrosion inhibitor [194-196]. It is thought that it adheres to active surface sites preferen-

tially [192, 193], effectively decreasing both nucleation and growth during the deposition

process. It has been shown that BTA forms an insulating layer on Cu surfaces [197-199]; this

layer acts both as a corrosion inhibitor and as a brightener. 

The recent change in device production from Al to Cu interconnects has renewed interest

in BTA as a suppressor. Suppressors slow down deposition reactions by blocking active sur-

face sites and by inhibition of charge transfers across the interface; they subsequently reduce

the deposition rate at the entrance of a vias and trenches. These properties are required to

promote super-filling of deep trenches where it is important that cavities are filled preferen-

tially.

The addition of even small amounts of BTA should have a marked influence on deposi-

tion characteristics [192, 193]. Considerably smaller grains and a slower grain growth is to

be expected. Furthermore, the grains should be of a more random orientation.



53 chapter 3 – experimental

3.3.2 Macroscopic Electrochemical Measurements

To measure on a clearly defined, known surface area, a standard electrochemical cell was

used for all macroscopic experiments: the sample is pressed against an o-ring by a Cu plate

for electric contact (the Si samples had liquid InGa alloy smeared on their backside to assure

ohmic contact). The cell is then filled with electrolyte and the reference electrode (equipped

with a Haber-Luggin capillary to minimize ohmic drop) as well as a Pt-counter electrode are

introduced from the top of the cell. A saturated calomel electrode (SCE) was used as stand-

ard and hence all potentials are with respect to the SCE (unless noted otherwise). The setup

is shown in figure 3.4. In order to prevent any photoelectric effects, the sample was placed in

a metallic blackbox which also acted as a Faraday’s cage.

Fig. 3.4:  Schematic view of the electrochemical setup

A Jaissle Potentiostat/Galvanostat 1002 T-NC was used together with a Burster Digistant

6706 voltage source and a Keithley 2000 Multimeter. The setup was piloted using cus-

tom-written software and run on a standard Dell PC equipped with a GPIB interface card.
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3.3.3 Micro-electrochemical Experiments

Micro-electrochemical experiments were carried out on a setup shown schematically in

figure 3.5 [200-202]. The electrochemical cell is similar to the one shown in figure 3.4 but

shrunken to microscopic dimensions: the diameter of the investigated surface area can be

varied from 2µm to 1mm by selecting appropriate glass capillaries. The glass capillary is

filled with electrolyte and placed on the surface area of interest under an optical microscope.

Measurements are performed only on the surface covered by the tip of the capillary it is

therefore possible to investigate the electrochemical behaviour of small features such as

grain boundaries, separate phases, intermetallic phases, or small defects (e.g. created by ion

beam implantation) on Si surfaces.

Capillaries were prepared using a World Precision Instruments Pul-1 capillary puller and

diameter was adapted by subsequent grinding using sandpaper. In order to prevent leakage

of the electrolyte on the sample surface, a silicone rubber seal was applied at the capillary tip

by repeated dipping in Dow Corning silicone 732. Capillaries in the 80µm range (with a sil-

icone seal of roughly 30µm thickness) were used for all experiments.

Due to the small probe size, the measured currents are very small. By using specially

shielded cables, custom made filters, and highly optimized components (Jaissle Potentio-

stat/Galvanostat IMP 83PC T-BC) currents down to 10fA can be resolved. For precise con-

trol of the capillary positioning on the sample surface, the cell is mounted on an optical

microscope and can be placed on the sample surface with an accuracy in the µm range.

Fig. 3.5:  Schematic view of the micro-electrochemical setup
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A detailed view of the micro-cell is shown below in figure 3.6. Reference and counter elec-

trode are connected to the capillary holder by an electrolyte bridge. The capillary holder

also acts as an electrolyte reservoir; by applying a slight pressure at the reference electrode,

electrolyte is forced out of the capillary to renew electrolyte between experiments without

the need to disassemble the entire capillary holder.

Fig. 3.6: Detail of the micro-cell in contact with the sample. Left: Photograph, right: schematic view.

3.4 Surface Characterization Techniques

In scanning electron microscopes (SEMs) an electron beam is focused into a fine probe and

subsequently raster-scanned over a small rectangular area. As the beam interacts with the

sample, it creates various signals (secondary electrons, internal currents, photon emission,

etc.) all of which can be detected. These signals are highly localized to the area directly under

the beam. By using these signals to modulate the brightness of a cathode ray tube, which is

raster-scanned in synchrony with the electron beam, an image is formed on the screen. This

image is highly magnified and usually looks like a traditional microscopic image but with a

much greater depth of field. With ancillary detectors, the instrument is capable of elemental

analysis. Pictures of implanted surfaces and deposits were taken using SEMs equipped with

a field emission gun (CamScan CS 44 and Leo 1530) at an acceleration energy of 3keV -

5keV.
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Atomic Force Microscopy (AFM) is employed when topological information of a sample

surface is needed. In AFMs the sample surface is scanned with a sharp probe at a distance of

less than a few nanometers, or in mechanical contact. For scanning either the tip moves

against the fixed sample, or the sample moves against the fixed tip. In either case all move-

ments are carried out by piezo-electric scanners. The probing interaction can be monitored

with an appropriate detector. The detector signal is used for feedback control to adjust the

tip-sample distance during the scanning process. Instrument operations are performed

through a computer-controlled electronic unit, which allows to monitor the tip-sample

approach, to record the strength of the probing interaction as a function of the tip position,

to convert the collected information into an image on the screen, and to store the data. In

this work a Topometrix TMX Explorer 2000 equipped with a 100µm scanning unit was

used. Images were treated using the Topometrix software and the free ImageSXM package

(v1.69) on an Apple Macintosh. Only compensation filters were applied (x-y tilt correction,

quadratic subtraction, 3-point compensation, as well as line-by-line compensations).

Raman spectroscopy is based on the Raman effect which may be described as the scatter-

ing of light from a gas, liquid or solid with a shift in wavelength from that of the usually

monochromatic incident radiation. If the polarizability of a molecule changes as it rotates or

vibrates, incident radiation of frequency n should produce scattered radiation with an

unchanged frequency, i.e. Rayleigh scattering. In addition, there should be Stokes and

anti-Stokes lines of much lesser intensity and of frequencies n +/-nk, respectively, where nk

is a molecular frequency of rotation or vibration. The method is predominantly used for

qualitative and quantitative analysis of covalently bonded molecules. Nevertheless, it can

give information about the lattice structure of a crystal too. For our experiments, a

Dilor XY800 system was used and a n excitation wavelength of 603nm was chosen. The spa-

tial resolution of the system is <5µm.

Auger Electron Spectroscopy (AES) uses a focused electron beam to create secondary

electrons near the surface of a solid sample. Some of these (the Auger electrons) have ener-

gies characteristic of the elements and, in many cases, of the chemical bonding of the atoms

from which they are released. Because of their characteristic energies and the shallow depth

from which they escape without energy loss, Auger electrons are able to characterize the ele-
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mental composition and, at times, the chemistry of sample surfaces. When used in combina-

tion with ion sputtering to gradually remove the surface, Auger spectroscopy can character-

ize the sample in depth. The high spacial resolution of the electron beam and the process

allows microanalysis of three-dimensional regions of solid samples. AES has high lateral res-

olution, relatively high sensitivity, standardless semi quantitative analysis, and may reveal

chemical bonding information. In this work scanning Auger microscopy was used to inves-

tigate the metallic deposits on Si. A Physical Electronics PHI 670 system with a field emis-

sion gun was used for all experiments.





Chapter 4

RESULTS AND DISCUSSION

4.1 Preliminary Experiments

4.1.1 Current-Density/Voltage Curves on Intact and Scratched p-Si

In this section the investigation of the electrochemical behaviour of intact and scratched p-Si

in various electrolytes will be presented; scratched samples are used as a model of damaged

surfaces. The possibility of selective metal deposition on surface defects (i.e. scratches) will

be considered. The goal is to limit the deposits to the scratched areas, either filling the

scratches completely or at least by obtaining continuous lines. The optimization of the dep-

osition process will focus on deposition potential and time; alternative electrolytes will also

be considered. All experiments presented in this section were carried out using an O-ring

electrochemical cell.

Figure 4.1 shows three typical current-density/voltage curves (CVCs) obtained on a

scratched sample as well as on two different intact p-Si surfaces. Several remarks can be

made with respect to these curves:

• The curves obtained under identical conditions on intact p-Si vary considerably: while 

one is almost identical to the one obtained on scratched p-Si, the other one shows cur-

rents roughly 50 times smaller. This indicates the likelihood of occurrence and the enor-

mous impact of microscopic defects present at the wafer surface.

• A strong current increase occurs at roughly -400mV; this current increase is due to the 

formation of Cu crystallites at the Si surface.
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• At -500mV the current decreases again. We assume that the crystal nucleation phase is 

finished at this point and growth is the predominant factor as nucleation leads to higher 

currents than diffusion limited growth.

• Optical examination of the samples shows that all of them exhibit Cu deposits; in the case 

of the scratched sample, the deposition process was initiated at the scratch and the deposit 

was massive. The intact sample with high current also shows massive deposits over the 

whole surface; a starting point can not be identified. The other intact sample shows light 

deposits without a clear starting point.

• While the behaviour of the scratched samples is reproducible, the intact samples vary 

widely in behaviour. The two samples presented here illustrate the two extremes: almost 

no deposition in one case and massive deposition in the other.

Fig. 4.1: Current-density/voltage curve of p-Si; the solid lines come from an intact surface, the broken line 

from a surface with a 1mm long scratch. All curves obtained in 0.05M H2SO4 + 0.01M CuSO4 (electrolyte 1), 

scanned at 15mV/s.

It seems that defects on p-Si surfaces may be used to promote Cu deposition: on scratched

surfaces Cu was always deposited starting at and around the defect site. On intact surfaces

an incoherent behaviour was observed: while some surfaces showed a massive deposit, oth-

ers show almost no deposits or an intermediate behaviour. We therefore assume that micro-
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scopical defects introduced by surface contamination in a non-cleanroom environment,

scratches due to inappropriate handling, and native defects may be sufficient to trigger Cu

electrodeposition, especially at high voltages.

4.1.2 Potentiostatic Experiments on Scratched p-Si

The influence of electrolyte composition, deposition potential, and duration of the applied

potential was investigated in a series of potentiostatic experiments; the figures in the follow-

ing section are representative examples of the results obtained. Figure 4.2 shows SEM pic-

tures of a series of experiments carried out on equivalent samples where the deposition

potential was varied. While the deposition seems to be roughly selective to the scratched

sites, the deposited structures are of poor quality: the crystallites are large and the scratch is

not completely covered. An influence of the deposition potential can be seen: for low poten-

tials (-500mV) hardly any crystallites have developed while at -2500mV large and better

connected deposits prevail.

Fig. 4.2: SEM pictures of Cu deposits on scratched p-Si. All samples deposited from electrolyte 1 during 15s at 

left: -500mV, middle: -1500mV, right: -2500mV.

A next experiment tried to determine the influence of the deposition time. Increased deposi-

tion was expected for longer deposition times. Figure 4.3 shows that the influence of the

deposition time is as expected: the longer the deposition time, the more the scratch is cov-

ered by Cu crystallites. However, selectivity to the scratch is still insufficient and the crys-

tallites are too large.
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Fig. 4.3: SEM pictures of Cu deposits on scratched p-Si. All samples deposited from electrolyte 1 at -1500mV 

during left: 2s, middle: 15s, right: 30s.

Since the selectivity of the process, the spatial resolution, and the quality of the deposits left

much to be desired, the possibility to improve these parameters by modifying the electrolyte

was investigated. BTA –a ‘classical’ brightener– to was added to the Cu-based electrolyte

and the results compared to a Au-based basic electrolyte.

Fig. 4.4: Influence of electrolyte composition on deposit quality. All samples deposited for 15s, left and middle 

sample at -1500mV, right sample -2500mV. Left: in electrolyte 1; middle: in 0.05M H2SO4 + 0.01M CuSO4 + 

100µM BTA (electrolyte 2); right: in 0.01M KAu(CN)2 + 1M KCN (electrolyte 3).

Figure 4.4 shows that while the addition of BTA leads to considerably smaller deposited

crystallites, selectivity does not seem to have improved. For the Au-based electrolyte the sit-

uation is slightly better: deposits are smaller and only seem to have grown in or close by the

scratch. However, in both cases coverage is still far from complete.
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In conclusion it can be said, that selective electrodeposition of metals on scratched p-Si is

only partially possible: while the deposition process seems to start in or close to the scratch,

indicating that surface defects play a role in the electrochemical reactivity, selectivity is not

satisfactory and coverage of the scratch is not sufficient. Santinacci et al. have reported simi-

lar results [55]. In the next section, surface defects were created in a more controlled manner

using ion beam implantation.

4.2  Ion Beam Implantation

Experiments were performed with the goal of assessing and characterizing the damage cre-

ated by both broadband ion implantation (BII) and FIB and to compare the two processes.

For FIB implants it was also important to determine the resolution of the tool as well as the

reproducibility of the process. 

p-Si samples were implanted with varying doses of Ga+ and Au2+ ions12 at 30keV (BII)

and 29.6keV13 (FIB). The samples were analyzed using optical microscopy, SEM, AFM, and

Raman spectroscopy. The results obtained were compared with results obtained from sam-

ples implanted using the BII and with simulations performed using the SRIM software

package [171].

If the implantation current as well as the ionic species are known, it is possible to calcu-

late the density of implanted ions per cm2, D:

(4.1)

where I is the source-current, t the exposure time, L the number of scanning-loops, n the

number of elementary charges per ion, e one elementary charge, and A the size of the

implanted area; it is assumed that the focus size is much smaller than the implanted area and

that, therefore, border effects can be neglected.

12. Au2+ ions were selected over Au+ions due to their higher yield. The Au-Er-Si ion source used allows to 
choose among a multitude of ionic species; however, their yield is often rather limited [203].

13. The Raith-Orsay Physics FIB used does not allow to freely choose the acceleration energy of the 
implanted ions. Available energies are 29.6keV, 22.75keV, 14.75keV, and 8keV.

D
I t L

n e A
= ◊ ◊

◊ ◊
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For simple line scans the situation is slightly different, as the implanted area A is not known

before the experiment but is given by the resolution of the FIB, wB. While all other parame-

ters can be measured with good precision, wB can be measured with an accuracy of ~20%

only [179], leading to an error of some 40 % for the current density. Also, as figure 4.5

shows, the intensity distribution over the beam diameter is rather complicated. To simplify

calculations, a Gaussian distribution is assumed and the beam width is approximated as the

Gaussian’s full width at half maximum.

During the experiments the beam-width was estimated using the so-called edge-method

where the beam is moved over a solid edge on the substrate [179]. The beam width can then

be estimated with satisfactory accuracy from the secondary electron image.

Fig. 4.5: Intensity distribution in a focused ion beam. Left: measured intensity distribution for a Co+-ion beam 

at 35keV [179]. Right: schematic representation of the Gaussian intensity distribution (s denotes the full width 

at half maximum and wb the approximated beam width).

Assessing damage due to ion implantation is rather difficult: while AFM offers a resolution

in the nm-range, it is only capable of detecting surface damage, i.e. sputtering which occurs

at high implant doses only. For low doses implantation is the prevailing mechanism. Optical

techniques on the other hand, such as optical microscopy or Raman which may be more

sensitive as they are able to detect changes in the refractive index in the implanted material,
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are limited to a resolution of roughly 700nm. As the only technique that’s easily accessible

to us is AFM, we will be using sputtering profiles as a benchmark of the implantation proc-

ess, assuming that the trends observed for sputtering will be the same for implantation proc-

esses.

 Sputtering profiles were measured by AFM for samples implanted by FIB with Au2+

ions at doses ranging from 1012 to 1015ions/cm2 and Ga+ with concentration between 5·1015

and 5·1017 ions/cm2 (all at 29.6 keV). Figure 4.6 shows the AFM profiles of FIB lines

obtained at different doses and compares them to simulated implant profiles (figure 4.7). All

FIB-lines were obtained with a nominal beam-width of roughly 200nm by repeated scan-

ning. The v, u, and w-shaped profiles have been described by other groups [204] and may be

due to different factors:

• Re-deposition of sputtered ions occurs at the border of the sputtered trace. Depending on 

the implantation dose if two sputtered traces are parallel and close to one another, rede-

position to form a W-shaped groove may occur.

• Stability problems in the FIB: For high doses, exposure times of several minutes have to 

be used even for narrow lines. Since the FIB is not equipped with a ‘single line mode’, the 

desired dose is obtained by scanning repeatedly over the same surface14. Furthermore, 

the ion source used as well as the extraction voltage rarely remained stable enough for 

sub-500nm operation taking more than a few minutes.

14. Theoretically, longer pixel dwell times, td, might prevent this. However, experiments have shown that a 
longer td actually leads to a loss in resolution (especially at low implant doses where the best resolution 
was obtained). We assume that this is due to increased straggling and channeling.
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Fig. 4.6: AFM-profiles of FIB sputtered p-Si surfaces. Left: Ga+with FIB; right: Au2+ with FIB (both samples 

implanted at ~30keV).

Figure 4.7 shows calculations for the depth distribution of various ions at different energies

in p-Si. The effect of the ion mass both on the sputter profiles (and therefore the surface

damage) as well as on the depth distribution of the defects can be seen very clearly:

• Higher ion doses lead to more sputtering (figure 4.6, left) while vacancy distribution 

remains virtually unaltered (not shown) for different implant doses (their total number 

does increase however).

• Heavier ions lead to more efficient sputtering (figure 4.6). Also, they create defects closer 

to the surface because nuclear stopping is prevalent (figure 4.7, right).

• Higher implant energies lead to a broader and deeper vacancy distribution (figure 4.7, 

left).
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Fig. 4.7: Calculated depth distribution of implanted species and vacancies for Ga+ (æ) and Au2+ (º) ions 

implanted in Si at 29.6kV (i.e. 29.6keV for Ga+ and 59.2keV for Au2+; all calculations performed using 

SRIM-2000 code and 10’000 impinging ions).

While the SRIM-2000 code used to calculate the implantation profiles in figure 4.7 is well

established and reliable, it is less reliable for predicting sputtering profiles as it does not con-

sider the changes in the substrate induced by the impinging ions. While straggling can be

simulated (figure 2.13), all ions are considered to lie at the sample surface as the code ‘resets’

the substrate conditions after every impinging ion. Making some basic assumptions (based

on the FIB’s pixel write size of 100nm, an atom’s size, the ions needed to actually sputter an

atom, the number of vacancies created etc.) it is still possible to use these values for estimat-

ing a sputter profile (figure 4.8)15. While the width is predicted rather accurately, the depth

is off by a factor of >2; we assume this is due to redeposition and high current density in the

beam, both of which are not taken into account.

15. SRIM-2000 code allows to calculate the distribution of sputtered atoms for an incident ion beam. By 
attributing a volume to each of the sputtered atoms and by simply adding these volumes together, an 
estimate of the sputter profile can be obtained. However, as SRIM-2000 code is not a dynamic model, 
the estimates will not be precise; changes in the substrate such as strain-induced hardening, amorphiza-
tion, the creation of interstitials and vacancies, as well as changes in the surface geometry due to sputter-
ing and redeposition are not taken into account.
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Fig. 4.8: Approximated simulated sputter profile (1015Ga+/cm2 at 30keV).

The question arises whether the electrochemical sensitivity depends on the ion species, their

concentration, the sputter profile, or the implanted defects and their distribution. This point

will be approached in experiments performed later on.

All AFM measurements were obtained from samples with rather high implantation

doses. Due to the very shallow sputtering profiles for concentrations lower than

1013Au2+/cm2 and 1015Ga+/cm2 respectively, we were unable to detect any surface damage

at all16. Also, SEM turned out to be a rather unsuited technique to observe ion-induced

damage in p-Si; for high implantation doses SEM pictures can be obtained, but for doses

below 1014Ga+/cm2, the damage created was virtually indetectable by SEM analysis.

16. Other groups have reported a slight surface bulging due to ion implantation for low implantation doses 
of Si2+ions in GaAs at 100keV [205].
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Fig. 4.9: SEM pictures of p-Si samples implanted with left: 9·1014Ga+/cm2, right: 1016Ga+/cm2; both at 

29.6keV (pictures were taken on different SEMs).

As we have indicated before, optical microscopy is in fact well suited for the observation of

ion-induced damage. Figure 4.10 shows that doses as low as 1013Ga+/cm2 are still visible

with an optical microscope. Due to the fact that ion implanted Si drastically changes its

reflection index, it becomes possible to use optical techniques to asses the damage produced

in a SC [206]. The drawback of this technique is its limited resolution.

Fig. 4.10: Optical microscopy images of p-Si implanted with a) 9·1013Ga+/cm2 and b) 9·1016Ga+/cm2 (the 

implanted pattern is a square 40x40µm2 and –separated by 40µm– a line scan of 40µm).
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One of the goals of these preliminary FIB-implantation experiments was also to determine

the maximum resolution of the FIB tool used. Based on the pictures and figures shown

above (Figures 4.6 to 4.10), the resolution seems to lie around 500nm. However, on-screen

resolution in scanning ion beam microscope mode showed a minimum beam width (with a

Ga-ion source) of roughly 150nm - 200nm. When implanting with low doses, this resolu-

tion can be obtained, but not enough damage is created to be detectable by SEM and AFM.

Optical techniques on the other hand are limited to a minimum size range of roughly

500nm - 700nm. The Ga-ion source proved to be the most stable one, it needed only little

heating (reducing thermal scattering of the ions), and did not need a second mass-separating

aperture (a second crossover that would introduce even more scattering is prevented) which

allowed to work in parallel mode (see chapter 3.2.1).

To characterize the damage in the substrate’s crystalline structure, Raman spectra were

taken of samples implanted at different doses and with different implanters (figures 4.11 and

4.12). The results are quite surprising in that the dose needed for substrate amorphization is

roughly 50 times higher for FIB implanted samples: Raman spectra show the characteristic

humps for amorphous silicon at 480cm-1 and at 140cm-1 (barely shown at the left border of

the spectra) [207] only at doses of 1016Ga+/cm2 and above, while BII implanted Si becomes

amorphous at doses as low as 5·1014 Ga+/cm2, which is in agreement with earlier studies

[208]. We assume that the increased noise in the data is due to surface roughening caused by

the ion implantation.
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Fig. 4.11: Raman spectra of FIB implanted p-Si. From top left to bottom right the doses are as follows: refer-

ence sample (no implantation), 1015Ga/cm2, 1016Ga/cm2,1017Ga/cm2.

To explain the difference in amorphization behaviour, one must keep in mind the different

conditions under which these two samples were implanted. While one sample was exposed

to a very high ionic current for a short time, the other one was exposed to a low ionic cur-

rent for a long time.

0

0.2

0.4

0.6

0.8

1

200 300 400 500 600

I n
o
rm

/ 
a

.u
.

ƒ/ cm-1

0

0.2

0.4

0.6

0.8

1

200 300 400 500 600

I n
o
rm

/ 
a

.u
.

ƒ/ cm-1

0

0.2

0.4

0.6

0.8

1

200 300 400 500 600

I n
o
rm

/ 
a

.u
.

ƒ/ cm-1

0

0.2

0.4

0.6

0.8

1

200 300 400 500 600

I n
o
rm

/ 
a

.u
.

ƒ/ cm-1



4.2   ion beam implantation 72

Fig. 4.12: Raman spectra of BII implanted p-Si. From top left to bottom right the doses are as follows: refer-

ence sample (no implantation), 1014Ga/cm2, 5·1014Ga/cm2,1015Ga/cm2.

Hausmann et al. [179, 209-211] have shown the importance of both dwell time and current

density of the ions delivered on the defect accumulation mechanism. According to their

studies short dwell time (< 1µs) and high current density (> 1A/cm2) both lead to increased

‘tolerance’ of the substrate for ion damage, meaning that a higher dose is needed until the

substrate becomes amorphous. They explain this behaviour with the short healing time for

ion-induced defects on one side (a short dwell time may leave enough time for the substrate

to anneal the defects spontaneously) and the increased probability for ‘annihilation’ of

impacts –i.e. the case where two ions hit the exact same atom on the substrate– at high cur-
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rent densities. As the FIB samples were implanted using a short pixel dwell time of 50µs (for

better resolution) and at very high current densities of up to > 10 A/cm2 (compared to

some µA/cm2 usual for BIIs) significantly different amorphization doses are to be expected

for FIB and BII implanted samples.

4.3 Electrochemical Deposition of Copper Structures on Ion Implanted p-Si

This section will be devoted to a detailed study of the electrochemical behaviour of Cu con-

taining electrolytes on ion implanted p-Si. The influence of implantation parameters and

electrochemical parameters will be looked at.

4.3.1 Implantation Dose

Based on the above Raman spectra, which indicated important differences between samples

implanted with different ion doses we decided to first investigate the influence of the ion

implant dose on the deposition process. Only BII implanted samples were used for this

experiment due to their superior homogeneity and reproducibility compared to FIB

implanted samples. A deposition potential of -1500mV, applied for 15s17, was selected as

this should assure massive deposition but no significant H2 evolution (see figure 4.1).

17. To keep the text more readable, only a selection of the results is shown here. The appendix section 
(page 117) gives a complete overview over all the results obtained in this and the following series of 
experiments.
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Fig. 4.13: SEM pictures of ion implanted p-Si. Samples implanted at 30keV with varying doses of Ga+ by BII. 

Electrochemical conditions: 15s in electrolyte 1 at -1500mV. Ion dose (from top left to bottom right): 

1015Ga+/cm2, 5·1014Ga+/cm2, 5·1013Ga+/cm2, 1012Ga+/cm2. The insert shows a magnification of the bottom 

left corner, the marker is 1µm.

Figure 4.13 shows the important influence of the implant dose. At the highest dose, the

implant is almost completely deposit free, and only on the border a broad line of Cu has

formed. The Raman spectra taken previously showed that, at this dose, the substrate

becomes amorphous; it therefore seems that amorphous silicon (a-Si) acts almost like a

mask. The large deposit at the implant border may be due to geometric effects influencing

the current distribution as well as to a dose gradient. The sample implanted at

5·1014Ga+/cm2 shows an intermediate behaviour: a very strong deposit at the implant bor-

der and coarse-grained, widely spaced crystallites on the implant. At an intermediate dose of
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5·1013 Ga+/cm2 the deposit quality looks relatively best, although not good enough for

sub 500 nm resolution. Also, the crystallites are still rather loosely arranged. For low

implant doses £ 1012Ga+/cm2 only few and small crystallites develop. Clearly, not enough

defect sites are available for successful deposit formation.

4.3.2 Deposition Potential

Based on the previous results samples implanted with a dose of 5·1013 Ga+/cm2 were

exposed for 15s to electrolyte 1. The following potentials were chosen (see figure 4.1):

• -500mV; apparently the Cu-deposition onset potential.

• -1500mV; massive Cu deposition seems to take place.

• -2500mV; a potential low enough for H2-evolution to occur.

Figure 4.14 shows the influence of different deposition potentials: at -500mV crystallites are

small, their density is low and they do not cover the implant completely. At -1500mV the

implant is well covered, the edges are well defined and no outgrowth occurs. At -2500mV

the structure is still well defined, however the border shows a rampart-like inhomogenous

structure. The inserts further show that all the deposits are inhomogenous, rough, formed of

large crystallites (several 100nm) and that they do not fully cover the substrate.

Fig. 4.14: SEM pictures of ion implanted p-Si. Samples implanted at 30keV with 5·1013Ga+/cm2 by BII. Elec-

trochemical conditions: 15s in electrolyte 1 at left: -500mV, middle: -1500mV, right: -2500mV. The insert 

shows a magnification of the bottom left corner, the marker is 1µm.
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4.3.3 Deposition Time

In this section, we investigate the influence of the deposition time. All conditions are identi-

cal to before, the deposition potential is fixed at -1500mV and the deposition time is varied

from 2s to 15s to 30s.

Fig. 4.15: SEM pictures of ion implanted p-Si. Samples implanted at 30keV with 5·1013Ga+/cm2 by BII. Elec-

trochemical conditions: At -1500mV in electrolyte 1 for left: 2s, middle: 15s, right: 30s. The insert shows a 

magnification of the bottom left corner, the marker is 1µm.

Figure 4.15 shows that choosing the right deposition time is crucial for obtaining usable

metal structures: With a deposition time of 2s the implant is not completely covered with

crystallites; while their size is small (£ 100nm), they are not fully interconnected and do not

form a coherent deposit. At 15 s they still do not fully interconnect, while their size is

already well beyond 200nm. At 30s –although interconnecting nicely– they are already too

big for sub 500nm resolution. Furthermore, they show dendritic growth in the centre of the

implant.

The previous examples (figures 4.13 - 4.15) as well as the experiments in the appendix sec-

tion (page 117) illustrate that deposits of high resolution, with sharp edges, complete cover-

age of the implants, and finely grained crystallites are difficult to obtain with the electrolyte

chosen. Implant doses around 5·1013Ga+/cm2 seem to yield the best results. However, even

then the results are not satisfactory: for short deposition times coverage is not complete,

while long deposition times lead to dendritic growth. Similar effects are observable for the

applied potential: at low potentials not enough crystallites form, while high potentials pro-

mote outgrowth and dendrites. Combinations of short deposition times at high potentials or
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long deposition times at low potentials do not yield better results as, can be seen in the

appendix section (page 117): short times (even at high potentials) do not lead to complete

coverage; this is also the case for long times at low potentials (where the results were slightly

better but still not satisfying).

4.3.4 Addition of BTA

The previous chapters show that selective electrodeposition of Cu structures is possible on

ion implanted p-Si. However, in principle the deposits obtained are unusable for practical

applications: the crystallites are too large (often due to dendritic growth), coarsely grained,

and not well interconnected. It has been suggested (e.g. [191-193, 212, 213]) that the addition

of brighteners such as BTA may improve the quality of the deposits. Experiments identical

to the ones performed before were therefore carried out in a BTA containing electrolyte.

Figure 4.16 shows the influence of the ion dose in the case of a BTA containing electrolyte.
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Fig. 4.16: SEM pictures of ion implanted p-Si. Samples implanted at 30keV with varying doses of Ga+ by BII. 

Electrochemical conditions: 15s in electrolyte 2 at -1500mV. Ion dose (from top left to bottom right): 

1015Ga+/cm2, 5·1014Ga+/cm2, 5·1013Ga+/cm2, 1012Ga+/cm2. The insert shows a magnification of the bottom 

left corner, the marker is 1µm.

Apparently, a-Si effectively acts as a mask and deposition only takes place at the border of

the sample implanted with 1015Ga+/cm2. Also, incomplete coverage is still observed for a

dose of 5·1014Ga+/cm2, indicating that the implantation leads to a partial amorphization of

the substrate. For doses of £ 1012Ga+/cm2 almost no deposit can be observed; the crystal-

lites are well below 50nm and very scarce. The most interesting case occurs at an intermedi-

ate implant dose of 5·1013Ga+/cm2: the implant is completely covered by Cu crystallites, no

outgrowth can be seen, and the crystallites are well below 100nm.
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The influence of the deposition potential is shown below in figure 4.17 and is more marked

than for the BTA-less electrolyte: almost no deposit can bee seen at the highest deposition

potential. At -2500mV a rampart-like structure is formed at the border and some outgrowth

occurs.

Fig. 4.17: SEM pictures of ion implanted p-Si. Samples implanted at 30keV with 5·1013Ga+/cm2 by BII. Elec-

trochemical conditions: 15s in electrolyte 2 at left: -500mV, middle: -1500mV, right: -2500mV. The insert 

shows a magnification of the bottom left corner, the marker is 1µm.

The time dependence of the deposits is also straightforward (figure 4.18): for low deposition

times the implant is not entirely covered and the edge is not very well defined. For long dep-

osition times, a bulging occurs at the border caused by preferential deposition and crystal-

lites begin to form even at distances several µm away from the principal structure.

Fig. 4.18: SEM pictures of ion implanted p-Si. Samples implanted at 30keV with 5·1013Ga+/cm2 by BII. Elec-

trochemical conditions: At -1500mV in electrolyte 2 during left: 2s, middle: 15s, right: 30s. The insert shows a 

magnification of the bottom left corner, the marker is 1µm.
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The above examples as well as figure 4.19 (a ‘worst-case’, with deposition performed during

30s at -2500mV) show the beneficial influence of the BTA-addition: the deposits are finely

grained and do not show dendritic growth. Based on these results we are confident that a

BTA containing electrolyte can be used to selectively deposit structures with a resolution

well below 500nm.

Fig. 4.19: High-resolution SEM pictures of ion implanted p-Si. Samples implanted at 30keV with 1015Ga+/cm2 

by BII. Electrochemical conditions: At -2500mV during 30s; Left sample in electrolyte 1, right sample in 

electrolyte 2. Dendritic structures are clearly visible in the left sample and absent in the right one.

Traditionally, the smoothing action of BTA is explained by its capability to form stable com-

plexes with Cu-ions present in the electrolyte, which then form a barrier layer at the elec-

trode/electrolyte interface. This barrier layer inhibits 2D-diffusion of adsorbed species at

the electrode surface, leading to decreased growth velocity of existing crystallites and

smoother deposits. To verify if a similar mechanism exists in the case of Si substrates, imped-

ance spectroscopy was used to determine the resistivity of the electrode/electrolyte inter-

face.
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Fig. 4.20: Impedance spectra of left Cu 99.99% and right p-Si in 0.05M H2SO4 (taken at ocp –-77mV on Cu, 

-259mV on Si–, disturbance 10mV). The left border of the spectra represent an approximation of the interface 

resistivity.

The impedance spectra of figure 4.20 show that BTA is indeed capable of forming a high

resistivity barrier at the electrode surface. This effect is also observable on Si, which may

explain why almost no Cu was deposited at -500mV in the presence of BTA, since most of

the surface defects would be ‘blocked’ by the barrier layer; we assume that this layer would

only break down at more cathodic potentials. It is also worth noting that the addition of

BTA produces an immediate effect, indicating that it forms indeed a barrier layer (and that

the increased resistivity is probably not due to the formation of a surface oxide over time).

The interface resistivity increases slightly over time, indicating that the barrier layer is not

only quite stable in an acidic electrolyte but is even capable of growing. Experiments over

long exposure times in BTA-free (see figure 4.20) as well as in deairated (see figure 4.21)

electrolyte also seem to indicate that an oxide layer is not formed: no significant increase in

resistivity is observed even after 15h in a BTA-free electrolyte, while resistivity increased

immediately even in a deairated electrolyte.
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Fig. 4.21: Impedance spectra of left Cu 99.99% and right p-Si in oxygen-free 0.05M H2SO4 (taken at ocp 

–-75mV on Cu, -260mV on Si–, disturbance 10mV). The left border of the spectra represent an approximation 

of the interface resistivity.

4.3.5 Microelectrochemical Investigation

The previous chapters have shown the great importance of the electrochemical conditions

and the ion implant dose for the microstructure of the deposits. In this chapter deposition

characteristics will be investigated using microelectrochemical techniques. A major problem

when studying the electrochemical behaviour of ion implanted p-Si is the fact that the

implanted surfaces are usually microscopic with respect to the sample surface. As we have

seen previously (chapter 4.1.2), even the slightest scratch or even native defects may initiate

the metal deposition process. Therefore, measurements obtained over a large surface area

represent the average of all electrochemical events taking place on the whole surface whether

intended or accidental. In order to obtain information on the electrochemical behaviour of

the implanted surface only, microelectrochemical experiments are perfectly suited as they

allow to measure on implanted sites specifically, excluding any undesired interference.
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Fig. 4.22: CVC on BII ion implanted p-Si. Electrochemical conditions: in 0.05M H2SO4, scanned at 15mV/s.

The first experiments (figure 4.22) were carried out in a metal-free electrolyte (H2SO4) to

clarify the effect of the implant dose on the general electrochemical behaviour of the surface.

The influence of the ion dose on the CVC is clearly visible in figure 4.22. On unimplanted Si

no current increase can be observed at potentials as low as -3000mV. On the implant sites,

however, the following effects are seen: 

• Intermediate doses of 1013 up to 5·1014Ga+/cm2 show a similar behaviour: a more or less 

constant current increase between -400mV and -1300mV, which is probably due to O2 

reduction. The current abruptly decreases at roughly -1500mV due to the formation of a 

hydrogen bubble in the microcapillary. A bump in the curve is visible at ~-900mV which 

may indicate the onset of H2 formation.

• For low doses, i.e. £ 1012Ga+/cm2 a behaviour similar to the one for intermediate doses 

can be observed, with the difference that the currents are approximately 5-10 times 

lower. The form of the curve is the same, however.

• Another interesting behaviour is observed for amorphous silicon at 1015Ga+/cm2 (and 

presumably above): the ocp is shifted from -120mV to 300mV and the curve has a differ-

ent shape. Currents are generally 10-100 times lower than those for lower doses. A bump 

which may indicate onset of H2 formation is apparent at -1500mV. The curve abruptly 

ends at -2000mV due to the formation of a hydrogen bubble.
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The CVC show that a-Si has a unique electrochemical behaviour compared to both unim-

planted p-Si and Si implanted with lower doses. The shift of the ocp has –to our knowledge-

not yet been discussed in the literature. The generally lower currents may be attributed to

the increased resistivity of a-Si (the resistivity of a-Si is generally several orders of magnitude

larger than that of crystalline Si [214-216]).

CVCs with electrolyte 1 (0.01 M CuSO4 + 0.05 M H2SO4) result in a similar picture

(figure 4.23): no current increase on unimplanted Si above what is probably the leakage cur-

rent of the p-Si/electrolyte diode. In contrast, on a-Si the ocp is shifted towards more anodic

potentials by several hundred mVs and the current increase – probably due to

Cu-deposition– starting at ~-200mV is smooth up to roughly -1300mV. At this point H2

seems to form as the curve finishes at -2000 mV due to a hydrogen bubble. Moderate

implantation doses (figure 4.23, right) all show a similar behaviour: a very steep current

increase at -300mV –caused by the onset of Cu-deposition– and a bump at -400mV which

may be due to the change from crystallite formation to diffusion-limited growth of the crys-

tallites. A second, moderate current increase is seen at -800mV; this may be caused by H2

evolution as all the curves end at roughly -1200mV due to the formation of a hydrogen bub-

ble.

Fig. 4.23: CVC on BII ion implanted p-Si in electrolyte 1 (0.01M CuSO4 + 0.05M H2SO4), scanned at 

15mV/s.
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For the next experiments BTA was added to the Cu-free electrolyte (figure 4.24). A slight

shift of the whole curve towards more cathodic potentials as well as slightly decreased cur-

rents are the result. While the decreased currents could be expected due to the higher inter-

face resistivity, the shift is rather surprising.

Fig. 4.24: CVC on intact p-Si (left) and BII ion implanted p-Si (right, dose: 5·1013Ga+/cm2) in 0.05M H2SO4 

with (º) and without (æ) 0.1mM BTA, scanned at 15mV/s.

In a Cu containing electrolyte the behaviour is similar: the addition of BTA leads to slightly

reduced deposition currents and a slight shift of the Cu deposition onset towards more

cathodic potentials (figure 4.25).

Fig. 4.25: CVC on intact p-Si (left) and BII ion implanted p-Si (right, dose: 5·1013Ga+/cm2) in electrolyte 1 

(æ) and in electrolyte 2 (º), scanned at 15mV/s.

10-5

10-3

10-1

101

103

105

-4000 -3000 -2000 -1000 0

|i|
/ µ

A
/c

m
 2

Potential/ mV
SCE

10-5

10-3

10-1

101

103

105

-2000 -1500 -1000 -500 0 500

|i|
/ µ

A
/c

m
2

Potential/ mV
SCE

10-5

10-3

10-1

101

103

105

-4000 -3000 -2000 -1000 0

|i|
/ µ

A
/c

m
2

Potential/ mV
SCE

10-5

10-3

10-1

101

103

105

-1400 -1200 -1000 -800 -600 -400 -200 0

|i|
/ µ

A
/c

m
2

Potential/ mV
SCE



4.3   electrochemical deposition of copper structures on ion implanted p-si 86

In conclusion, microelectrochemical techniques made it possible to collect precise informa-

tion on the influence of implantation doses and BTA on the deposition process. BTA has a

weak albeit visible effect on the CVCs: the current densities are slightly reduced and Cu

onset is shifted towards more cathodic potentials.

4.3.6 Current Transients

Current transients during potentiostatic experiments are a valuable tool to investigate the

deposition (nucleation and growth behaviour) of metallic species on semiconductor surfaces

[20, 52]. Figure 4.26 shows transients obtained with a microcapillary on implanted p-Si only.

By means of combining current-transients with microelectrochemical techniques it is possi-

ble to study the nucleation and growth behaviour independently of any unintentional

defects.

All transients show an initial current increase (due to nucleation), followed by a decrease

caused by the diffusion limited growth of the individual nuclei. The deposition is slower

after the addition of BTA to the electrolyte, as can be seen by the lower and broader peaks in

figure 4.26right compared to the transients in BTA-less electrolyte (figure 4.26, left). Only

after ~2 - 5s the diffusion limited current is reached.

Fig. 4.26: Current transients for the deposition of Cu onto BII ion implanted p-Si (Dose: 1014Ga+/cm2). Left: 

electrolyte 1; right: electrolyte 2.
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The shape of these current transients can be used to determine the nature of the nucleation

process. Scharifker et al. [217] have developed a model for both instantaneous and progres-

sive nucleation and have derived the following equations for the current transients in the

case of instantaneous (formula 4.2) and progressive (formula 4.3) nucleation:

 instantaneous nucleation (4.2)

 progressive nucleation (4.3)

where imax signifies the maximum current density and tmax the time of maximum current

flow. i and t stand for current and time respectively.

We have plotted these values together with those measured for the above transients in the

dimensionless form in figure 4.27; to make the graph more readable, the values for only two

potentials (a low one and a high one) are shown. The experimental values follow approxi-

mately the curve predicted for the case of progressive nucleation. The graph further shows

that, for more cathodic potentials, the model seems to break down in the case of

electrolyte 1: while the curve first appears to follow that of a progressive nucleation behav-

iour it deviates considerably later on. In the case of a BTA containing electrolyte, more

cathodic potentials lead to a more ‘progressive’ behaviour.
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Fig. 4.27: Dimensionless plot of current transients from figure 4.26 at -400mV (�) and at -800mV (�); for 

comparison the model for progressive (æ) and instantaneous (…) nucleation are shown. Left: in electrolyte 1; 

right: in electrolyte 2.

The development of imax and tmax was plotted as a function of the applied potential in

figure 4.28. While imax varies linearly with the applied potential, tmax shows an exponential

behaviour. 

Fig. 4.28: Development of tmax and |i|max as a function of the applied potential in left: electrolyte 1 and right: 

electrolyte 2.
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We can therefore assume that the diffusion coefficient depends on the applied potential and

can be calculated according to [138]

(4.4)

where zF designates the molar charge of the electrodepositing species and c the bulk concen-

tration. The development of the diffusion coefficient, D, is shown below (figure 4.29). As

expected, the diffusion coefficient increases exponentially over time [138]. Surprisingly,

BTA seems to be effective only at more cathodic potential, while the previous results sug-

gested a different behaviour. However, it may also be that, at potentials above -500mV, dep-

osition proceeds very slowly no matter whether BTA is added to the electrolyte or not, and

that natural fluctuations in the deposition process are predominant.

Fig. 4.29: Diffusion coefficient, D, as a function of the applied potential in electrolyte 1 (¥) and in electrolyte 2 (�).
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According to the findings in figures 4.11 and 4.12 one would expect a similar behaviour for

FIB and BII implanted samples if the ion dose is 50 to 100 times larger in the FIB implanted

samples. Figure 4.30 shows that this seems to be the case indeed: deposition is severely

impeded due to the amorphization of the substrate. At an implant dose of 1015 Ga+/cm2,

where no significant deposition took place on BII implanted samples, one obtains perfect

coverage of the implant combined with high selectivity. Only for samples implanted at

1017 Ga+/cm2 and beyond the masking effect due to the amorphization of the substrate

occurs.

Fig. 4.30: SEM pictures of ion implanted p-Si. Deposition took place in electrolyte 2, 15s at -1500mV. Left 

sample implanted with 5·1015Ga+/cm2, right sample with 1017Ga+/cm2. The insert shows a magnification of 

the bottom left corner, the marker is 1µm.

Figure 4.31 further supports these results: for FIB implanted samples doses lie roughly

100 times above those of BII implanted samples when similar effects (i.e. good deposition at

intermediate implant dose in the left figure vs. impeded deposition for a-Si in the right fig-

ure) are observed. Figure 4.31, left shows the characteristic CVC for good deposition: a

marked current increase over several orders of magnitude at roughly -350mV (due to the

onset of deposition) followed by a slight decrease and a stable high-current phase (probably

growth at the diffusion limited current). Figure 4.31, right shows the behaviour observed

previously for a-Si: the ocp is shifted to more anodic values by several hundred mV and the
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current increase is less marked and more continuous. The FIB implanted sample shows a

more marked increase than the BII treated sample. We assume that this is due to the linear

writing mode of the FIB: even for prolonged FIB exposure it is quite likely that overlapping

of the beam is not always perfect, leading to zones of lower implant density.

Fig. 4.31: CVCs of samples implanted by FIB(æ) and by BII (º) at 30keV and at 29.6keV respectively. Dose 

left: 5·1015Ga+/cm2 (FIB) and 5·1013Ga+/cm2 (BII); dose right: 1017Ga+/cm2 (FIB) and 1015Ga+/cm2 (BII) 

4.3.8 Characterization of Cu Deposits

a) Electrical Properties

Solid state I/V characteristics for Cu electrodeposited onto p-Si exhibit a Schottky diode

behaviour (figure 4.32). For cathodic potentials a quasi blocked current can be observed

while the anodic branch is in the passing state.
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Fig. 4.32: Solid state I/V characteristics of electrodeposited p-Si/Cu junction (massive Cu deposition, 2min at 

-3000mV in electrolyte 2).

Conductivity measurements were performed on one sample with a 40µm square and on a

sample with a 400µm square by four-point probe. Resistivity for these samples was similar

(the small sample showed slightly higher values) and were roughly 20% above those for

pure Cu (15.4nWm); for comparison, Al has a resistivity of 24.2nWm.

b) ‘Ultimate’ Resolution

So far, only relatively large structures have been investigated. One of the goals of this work

was however to determine the ‘ultimate’ resolution of the deposition process. The examples

shown below represent our best efforts for Cu deposition on FIB implanted p-Si with

respect to resolution. While it is likely that better results can be obtained with more sophis-

ticated electrolytes, we are confident that the examples below are close to what is currently

possible in terms of resolution with this system. In these cases a more concentrated electro-

lyte was used, which proved to be advantageous for small structures.

When using FIB implantation to produce damage, energy and dose have to be carefully

selected. While theoretical considerations seem to suggest that electrochemistry works bet-

ter on samples implanted at lower energy, resolution is drastically decreased in that case.

Therefore, all high-resolution samples were implanted at 29.6keV. After electrodeposition
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tightly spaced Cu lines with a resolution of < 500nm were obtained over several 10s of µm

(figure 4.33). The lines are however rather coarse, although it is impossible to say whether

this is due to shortcomings of the electrochemistry only, or if the implanted lines were not

well defined to begin with.

Fig. 4.33: Series of Cu-lines obtained on FIB implanted p-Si showing a resolution of 300nm. Conditions: Sam-

ple implanted with 1015Ga+/cm2 at 29.6keV, electrolyte: 1M H2SO4 + 0.05M CuSO4 + 0.1mM BTA, deposi-

tion at -1500mV for 20s.

Using lower implantation doses, even finer lines could be obtained with identical electro-

chemical parameters (figure 4.34). This might indicate that subtle effects occurring during

ion-implantation, mainly the large intensity distribution over the beam diameter as shown in

figure 4.5, probably plays a role for closely spaced implants. It is quite remarkable to see

how the line width depends on the implantation dose. An increase by as little as a factor of 2

may also double the line width. These effects are not predicted by SRIM calculations and

show how strongly the electrochemistry reacts to substrate changes.
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Fig. 4.34: Resolution dependence on implant dose. All samples implanted by FIB at 29.6keV. Cu deposited 

from 1M H2SO4 + 0.05M CuSO4 + 0.1mM BTA at -1500mV for 20s. The implant dose is (from top left to 

bottom right): 1013Ga+/cm2, 5·1013Ga+/cm2, 1014Ga+/cm2, 1015Ga+/cm2.

c) Surface Analysis

The Cu structures obtained were characterized extensively by optical microscopy and SEM.

These pictures have been shown and commented on before (e.g. figure 4.34) and will there-

fore not be taken into consideration in this section. We have also analysed some samples

using AFM. The advantage of this approach lies in the fact that the height of the deposits, in

addition to their width, can be measured precisely.
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Fig. 4.35: AFM analysis of Cu lines presented in figure 4.34. Left: AFM profiles, right: variation of deposit 

thickness and width with implant dose.

Figure 4.35 shows how the thickness of a deposit varies with increasing implant concentra-

tion (all other factors remaining constant), indicating that growth occurs faster with higher

implant concentrations. For implant concentrations higher than the ones shown in

figure 4.35 (right) two phenomena usually occur: often outgrowth is observed – i.e. the

implant width can no longer be assessed– and the implant is no longer fully covered as the

substrate may become amorphous at these doses, effectively acting as a mask. Deposition

starts at the borders of the implant but does not fully cover it, which is probably due to an

uneven dose distribution over the implant surface: the concentration is highest at the centre,

therefore amorphization is most complete and electrochemical reactions are severely lim-

ited18.

Samples were also analyzed by scanning AES to determine whether Cu was deposited in

small quantities at locations where SEM pictures would not indicate it (e.g. between the lines

of figure 4.33). This might be the case for very thin Cu layers (one monolayer or less). AES

analysis (figure 4.36) shows that this is not the case, i.e. Cu is only deposited at the ion

implant sites.

18. While Raman measurements indicated amorphisation only at doses of 1016 - 1017 Ga+/cm2, the samples 
presented here were implanted with lower current fluences (for better resolution), which would proba-
bly lead to lower needed for amorphisation. However, measurements on single line scans did not yield 
any useful results, probably because the sample area was too small.
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Fig. 4.36: Scanning AES image of sample showing closely spaced lines of Cu (white indicates high Cu concen-

tration). Right: Scanning AES profile showing Cu (solid line) and Si (broken line) intensity.

d) Energy Model of the Deposition Process

In order to establish an energy model of the deposition process, different values such as the

flatband potential, Vfb, the Schottky barrier, USb, the breakdown potential, Ubd, the deposi-

tion potential, Ud, and others have to be measured or calculated.

Mott-Schottky plots are a valuable tool to determine some of the solid-state characteris-

tics of the silicon used; according to equation 2.6, both Vfb and the doping concentration,

ND, can be derived from it.

Fig. 4.37: Mott-Schottky plot for p-Si (100) in 0.05M H2SO4 (� 50kHz, � 10kHz, � 1kHz); all experiments 

performed at a scanning speed of 1mV/s (in cathodic direction) and a perturbation of 10mV.
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The interpolation of the plot (figure 4.37) to a value of 1/C2=0 provides the flat band poten-

tial. In our case Vfb=0.3V, which is in good agreement with values reported in the literature

[218]. The doping concentration, ND, can be obtained from the slope of the curve and is

roughly 4·1015at/cm3; this is in agreement with values obtained from four-probe measure-

ments which gave a doping concentration of 0.5·1015at/cm3 and a resistivity of 9.85 Wcm.

Using the value of the flat band potential, it is possible to calculate the Schottky barrier, USb,

of the semiconductor-electrolyte interface according to:

USb = EF - Ev,s where (Ev,s = Ec,s - Eg) (4.5)

EF can be measured (it is equal to Eredox), Eg is known (1.12eV for Si) and Ec,s can be calcu-

lated according to equation 4.6: 

(4.6)

where e is the elementary charge of an electron, k the Boltzmann constant, and NC the effec-

tive density of states in the conduction band (according to Sze [128] NC for Si is

2.8·1019 at/cm-3). We therefore obtain for Ec,s approximately -0.53 V and – according to

formula 4.5– for Ev,s = 0.59V. From figure 4.25 we obtain a value for EF
SC (which is equal to

the redox potential for Cu2+/Cu) of -0.173 V. If this is plotted along the energy axis we

obtain figure 4.38.

E eV kT
N

Nc,s fb
C

D

ln= +



4.3   electrochemical deposition of copper structures on ion implanted p-si 98

Fig. 4.38: Energy levels for the deposition of Cu on ion implanted p-Si (5·1013Ga+/cm2 at 30keV by BII in 

electrolyte 2).

According to figure 4.38 the Schottky-barrier is roughly 0.73eV, which is rather high (and

explains the high breakdown potential measured in figure 4.22). Therefore one would not

expect any charge transfer (i.e. Cu deposition) at ocp. Figure 4.39 (which is a magnification

of figure 4.25, right) shows, however, that deposition takes place at potentials close to ocp

(in reverse scan direction). We can therefore assume that the Schottky diode has broken

down and that charges are transferred from the SC’s valence band to the electrolyte.
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Fig. 4.39: Voltamogram of Cu deposition from electrolyte 2 onto ion implanted p-Si (implanted by BII at 

30keV, 5·1013Ga+/cm2)

4.4 Electrochemical Deposition of Gold Structures on Ion Implanted p-Si

In order to obtain a broader overview over the electrochemical behaviour of ion implanted

p-Si, experiments were also performed in a basic, Au containing electrolyte. According to

the literature [52], the following electrolyte allows to perform fundamental studies on the

nucleation and growth behaviour of Au deposits on Si while allowing sub-micrometer reso-

lution [219]: 0.01M KAu(CN)2 + 1M KCN (electrolyte 3).

4.4.1 Macroscopic Current-density/Voltage Curves

The behaviour of an intact and of a scratched p-Si surface was investigated (figure 4.40) and

compared to that in electrolyte 1 (figure 4.1). Some important differences are apparent:

• The ocp is slightly shifted towards more cathodic potentials by the scratches.

• A marked difference can be seen between the scratched and the intact surface; visual 

inspection reveals that only the scratched surface shows massive Au deposits.

• The onset of Au deposition does not take place at a well defined potential; it rather occurs 

over time.
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Fig. 4.40: CVC on intact (solid line) and scratched (broken line) p-Si in electrolyte 3 (scanning speed: 15mV/s)

4.4.2 Influence of Implantation Dose, Deposition Time, and Potential

Similar to the experiments performed before (chapter 4.3.1) we first tried do determine the

influence of the implantation dose, which was previously demonstrated to be the most

important parameter for useable metal deposits. Figure 4.41 shows that the electrochemical

behaviour in a Au-containing electrolyte is quite different from the Cu containing ones:

while all the deposits are finely grained with crystallite sizes around 50nm and less, selectiv-

ity is more difficult to obtain.
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Fig. 4.41: SEM pictures of ion implanted p-Si. Samples implanted at 30keV with varying doses of Ga+ by BII. 

Electrochemical conditions: 15s in electrolyte 3 at -2500mV. Ion dose (from top left to bottom right): 

1015Ga+/cm2, 5·1014Ga+/cm2, 5·1013Ga+/cm2, 1012Ga+/cm2. The insert shows a magnification of the bottom 

left corner, the marker is 1µm.

Once the amorphization threshold has been reached, a masking effect can be observed. It

also seems that the Au crystallites grow slower than the Cu ones: even under optimum con-

ditions (5·1013Ga+/cm2) the deposit does not fully cover the implant. It is therefore interest-

ing to consider the influence of the deposition time on the deposited metal structure: As

seen in figure 4.42, it is quite difficult in this system to obtain good deposit structure while

maintaining selectivity. It seems that either Schottky barrier breakdown takes place much

more easily in this system than in the Cu system (a hypothesis not necessarily supported by

the CVCs in figure 4.40), or that the crystallites formed initially are more mobile and tend to

diffuse on the surface.
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Fig. 4.42: SEM pictures of ion implanted p-Si. Samples implanted at 30keV with 5·1013Ga+/cm2 by BII. Elec-

trochemical conditions (from left to right): 2 s, 15s, 30s in electrolyte 3 at -2500mV. The insert shows a magni-

fication of the bottom left corner, the marker is 1µm.

We then tested if longer exposure at lower potentials would lead to more satisfying results

but –as can be seen below in figure 4.43, left– were not successful. In this system the balance

between deposition potential and time is more difficult to determine than for a Cu contain-

ing electrolyte.

To test the masking effect of the amorphous silicon in this system, one sample was depos-

ited at -4000mV for 30s. As can be seen in figure 4.43, right, the implant remains entirely

deposit-free while the untreated substrate is covered by an almost perfect Au-layer. Accord-

ing to the CVC of intact Si (figure 4.40) Au should not be deposited at -4000mV. We there-

fore assume that the deposition process started at the border of the implanted region, similar

to the effect seen e.g. in figure 4.30, and proceeded from there. Experiments with more

widely spaced implants under the same electrochemical conditions confirmed this assump-

tion: outgrowth to some 15µm away from the border was observed, which would be suffi-

cient to completely cover the surface between the implants on the sample below.
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Fig. 4.43: SEM pictures of ion implanted p-Si. Samples implanted at 30keV with 5·1013Ga+/cm2 (left) and 

1015Ga+/cm2 (right) by BII. Electrochemical conditions 30s at -1300mV (left) and 30 s at -4000mV (right) in 

electrolyte 3. The insert shows a magnification of the bottom left corner, the marker is 1µm.

4.4.3 Microelectrochemical Current-Density/Voltage Curves

Microcapillary measurements were again used to determine the influence of the ion implan-

tation dose on the deposition behaviour (figure 4.44). Varying the ion implant dose has sim-

ilar effects as seen before (figure 4.24): for an implant dose above the amorphization limit a

moderate current increase stretching over several hundred millivolts is observed; the final

currents are slightly lower than those observed for intermediate implant doses. At implant

doses between 5·1014 - 5·1013 Ga+/cm2 a steep increase at a clearly defined potential

(-1400 mV) takes place. We assume that Schottky barrier breakdown takes place at this

potential, and that the strong current increase is caused by the massive nucleation and

growth of crystallites while the almost constant current at potentials of -2000 mV and

beyond is due to diffusion limited growth of the crystallites.
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Fig. 4.44: CVC on BII ion implanted p-Si. Electrochemical conditions: scanned at 15mV/s in electrolyte 3.

SEM pictures presented above seem to support this assumption: at 1015Ga+/cm2 no Cu was

deposited on the implant but only around it. We assume that this is caused by a massive out-

growth starting at the implant border where an ion dose gradient must exist; the deposition

process starts at these low implant dose regions and spreads from there. The almost perfect

masking effect of the amorphous Si may be explained by its high resistivity: four point

probe measurements showed that the amorphous zones had a resistivity roughly 100 times

higher than that of crystalline Si. 

4.4.4 Current Transients

Current transients were obtained on ion implanted Si in electrolyte 3 (figure 4.45, left). As

expected, we observed higher currents and shorter peak times for higher applied potentials.

The dimensionless plot (figure 4.45, right) further shows that, in the case of an Au contain-

ing basic electrolyte, deposition proceeds according to the model for instantaneous deposi-

tion. I.e. most of the crystallites are formed very early during the deposition process, and the

whole surface is being covered at once. This may explain the very fine granularity of the Au

deposits.
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Fig. 4.45: Left: Current transients in electrolyte 3 on BII implanted p-Si, 1014Ga+/cm2; right: dimensionless 

representation of transients at -1400mV (�) and at -1600mV (�) as well as theoretical plots for 

progressive (æ) and instantaneous (…) nucleation.

Figure 4.46 shows similar conditions as for Cu containing electrolytes: the time of maximum

current-density, tmax, depends exponentially on the applied potential, while the maximum

current-density, imax, varies linearly. As the Au crystallites follow an instantaneous nuclea-

tion behaviour, the formula to obtain the diffusion coefficient, D, is slightly different from

before [138]: 

(4.7)

D varies with the applied potential and shows an exponential behaviour. The values obtained

for D are comparable to the ones obtained in electrolyte 2.
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Fig. 4.46: Left: dependence of tmax and imax on the potential; right: diffusion coefficient, D, as a function of the 

applied potential (all values derived from figure 4.45)

4.4.5 Comparison Between Gold and Copper Electrodeposition

The investigations of the electrochemical behaviour of ion implanted p-Si in Cu and

Au-containing electrolytes presented in the previous chapters can be summarized as follows:

• While Cu shows a progressive deposition behaviour, Au is deposited in an instantaneous 

process. This may explain why Au crystallites are usually smaller than Cu crystallites and 

why Au deposition is more sensitive to the applied potential.

• Cu based electrolytes show massive dendritic deposits if no precautions are taken (i.e. if 

no BTA is added); Au containing electrolytes behave differently and seem to produce 

slowly growing spherical crystallites.

• Outgrowth is more of a problem with Au-structures, while Cu structures showed clean 

borders.

• In general, the BTA containing Cu-electrolyte yielded the best results with respect to res-

olution, coverage, and outgrowth. 
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4.5 Ion Projection Direct Structuring Based Pattern Generation

The last experiment was aimed at determining the potential for industrial applications of the

selective electrochemical deposition process. The main drawback of this technique, as pre-

sented so far, lies in its linear writing approach which makes the production of complicated

structures or large sample volumes time consuming. If the linear FIB writing process is

replaced by a parallel method for pattern reproduction, such as ion projection direct struc-

turing, IPDS, sample through-put can be increased significantly. It remains to be tested if

this technique offers the same resolution as FIB-based operation.

The use of IPDS also provided an opportunity to determine the influence of the ion spe-

cies used for defect creation. By comparing CVCs obtained for different ions and implant

doses, it is possible to learn more about the influence of the damage created.

Figure 4.47 shows polarisation curves for Ar+ and Xe+ implanted samples. The same

behaviour as for Ga+implanted samples is observed: higher implantation doses lead to an

increased current. Again, an optimum dose exists beyond which deposition currents become

smaller again (1014Ar+/cm2 and 5·1013Xe+/cm2). Although Raman spectra were not taken

of these samples, it is reasonable to assume that the mechanism responsible for the current

decrease at high doses is amorphization of the substrate (refer to chapter 4.2).

Fig. 4.47: Current-density/voltage curves for IPDS implanted p-Si. Left: Ar+, right: Xe+. Both samples 

implanted at 75keV by IPDS, electrochemical conditions: electrolyte 2, scanning speed 15mV/s.
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We have tried to represent the current vs. implant dose behaviour in figure 4.48, where the

current at -1500mV is reported as a function of the ion dose. This potential was chosen

because it is sufficiently far away from the onset of deposition to make sure that a slight shift

in ocp would not have any effect. Higher potentials were not used, in order to minimize the

influence of hydrogen bubbles which might begin to form.

The graph illustrates the following:

• An amorphization dose beyond which the deposition current decreases again can be 

determined for these systems. It lies at 1015Ga+/cm2 (at 30keV), 5·1013Xe+/cm2 (at 

30keV), and 1014Ar+/cm2 (at 75keV) which is comparable to values found in the litera-

ture [208].

• Heavier ions need lower doses to achieve optimum deposition conditions. It can there-

fore be assumed that the implantation duration can be decreased by use of heavier ions. 

This effect has been used e.g. in ion intermixing experiments where the use of Xe+ instead 

of Ar+ has considerably decreased the time needed for intermixing of two adjacent metal-

lic layers [190].

• Deposition currents directly reflect implant profiles: the deeper the main damage zone, 

the lower the current. Therefore use of light ions at high acceleration voltages is not desir-

able.

• Not the implant dose is determining the electrochemical behaviour but rather the defect 

profile, i.e. the concentration of defects and their distribution in the substrate. Therefore, 

similar behaviour can be obtained with low doses of heavy ions and high doses of light 

ions (provided that the energies are well adapted).
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Fig. 4.48: Deposition current at -1500mV for different implantation doses and different ions in electrolyte 2.

IPDS samples were also used to test the resolution of the process. Figure 4.49 demonstrates

that IPDS followed by selective electrochemical metal deposition has the potential for

sub-100nm resolution. In our limited attempts 100nm resolution was achieved over several

100µm2. The left SEM-micrograph shows a resist-covered sample after IPDS exposure; the

sample was taken to measure the resolution of the IPDS tool. The Cu deposits match almost

perfectly the resolution of IPDS as obtained in resist (figure 4.49, right). 

Fig. 4.49: SEM pictures of IPDS implanted samples. Left: Cu nanodots (implantation: 5·1013Xe+/cm2 at 

75keV, deposition at -2500mV for 3s in electrolyte 2); right: implanted resist for ‘benchmarking’ purposes (the 

cracks are due to a Au sputter coat for enhanced SEM contrast).
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While the structures are not perfect, they show great potential. Also, it seems that the

implantation process itself can be further optimized as the implant in resist does not seem to

be perfectly regular either. A peel-off test which was performed to test the adherence of the

samples to the substrate also showed promising results: the Cu structure was not damaged

and only undesired crystallites, which had developed at unimplanted sites, were removed

(figure 4.50). It seems that ion implantation not only promotes electrochemical reactions but

also increases adherence.

Fig. 4.50: SEM picture of Cu structure before (left) and after (right) peel-off test (implantation: 5·1013Xe+/cm2 

at 75keV, 1.5s at -3000mV and 3s at -1500mV).



Chapter 5

CONCLUSION

In the present work we show that ion implantation of p-type Si may be used to selectively

deposit different metals in a mask- and resistless process. Damage induced by implantation

with different ionic species (Ga+, He+, Ar+, Xe+), energies, and doses creates enough addi-

tional states in the band gap to enable localized electrochemical reactions; on these localized

damage zones metallic nanostructures in the 100nm range were successfully deposited.

During our investigation we have characterized the influence of the main parameters both

for ion implantation and for electrochemical deposition. Also, fundamental information on

the deposition process itself was acquired, mainly by use of a microcapillary-based electro-

chemical method suited for the analysis of small surface areas

In the first part of our work we studied the ion implantation of Si; these results were used to

‘benchmark’ the FIB tool used. Sputter-profiles were obtained and compared with corre-

sponding implantation profiles as calculated by numerical simulation. Good agreement was

found between the simulated and the measured profiles.

In the second part we concentrated on optimizing the quality of the deposits both with

respect to spatial resolution and deposit quality by identifying key parameters. For the

study of factors influencing deposit structure, BII implanted samples were used due to their

good homogeneity and the reproducibility of the results. Experiments were carried out in an

acidic Cu containing electrolyte and in a basic Au based one. It was found that the implant

dose is of great importance: for low doses (< 1013Ga+/cm2) the damage created was not suf-

ficient for the implant to be fully covered by the metal structure; in contrast for high doses
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(≥ 1015Ga+/cm2) a masking effect could be observed where no metal was deposited on the

implant zone. We assume that this masking effect is caused by the complete amorphization

of the substrate at these high doses (as confirmed by Raman spectroscopy) leading to a

100-fold increased electrical resistivity when compared with crystalline p-Si.

For Cu containing electrolytes the addition of BTA –a brightening agent also known for

its Cu-corrosion inhibiting effect– proved crucial for high quality deposits. While BTA-less

electrolytes lead to coarsely grained, uneven deposits with needle-like dendritic structure,

the addition of BTA leads to small, spherical crystallites of 50nm and less in diameter which

coalesce to smooth, massive deposits. Also, selectivity seemed slightly increased leading to

smaller deposits. We assume this effect is due to the formation of an insulating layer both at

the Si surface and on the Cu deposits resulting in a general slow-down of the deposition. An

increased resistivity of the electrode-electrolyte interface (as measured by impedance spec-

troscopy) seems to support this hypothesis.

The influence of deposition time and potential was studied both for Au and Cu (with and

without BTA) containing electrolytes. The effects found were the same for all samples and

can be summarised as follows. Short deposition times lead to small crystallites and do not

allow the deposits sufficient growth to cover the entire implant area, whereas long deposi-

tion times often lead to massive outgrowth and, consequently, to reduced pattern resolution.

Similar effects are observed for the applied deposition potential: at potentials close to the

ocp the crystallites grow slowly and sparsely, while more cathodic potentials lead to faster

and denser growth. For good deposits intermediate deposition potentials (-1500mV for Cu

and -2500mV for Au) seem best, combined with intermediate deposition times (15s). In

general, Au samples showed less outgrowth and smaller crystallites, but coalescence was

often more of a problem.

FIB implanted samples were used to obtain high resolution structures. Several interesting

observations were made. FIB implanted samples were up to 100 times more tolerant with

respect to the dose needed for substrate amorphization when compared with the BII

implanted samples. We assume that this is due to the short pixel dwell times, combined with

the high current fluences chosen for FIB operation; other authors have noted that these

parameters play an important role for the defect accumulation in the crystal. Short dwell



113 chapter 5 – conclusion

times favour self-healing processes in the crystal, while high current densities may lead to

overlapping ion-impacts on the substrate, reducing the number of effective impacts. As we

operated at the shortest dwell time possible (in order to obtain better spatial resolution) and

at high current densities (for shorter implantation times at high implant doses) an important

difference from BII implanted samples seems reasonable. For doses of roughly 1014Ga+/cm2

Cu lines as fine as 200nm were obtained over a length of 40µm.

Using a microcapillary, detailed microelectrochemical analysis of the deposition process was

performed. The influences of the implanted species, implant energy, and implant dose as

well as electrolyte composition were studied. It was found that the choice of implanted spe-

cies does not seem to play a crucial role as long as the depth distribution and the amount of

damage created remain constant. By implanting different ionic species at different energies

we found that for all the species used, an implant dose, dcrit, of maximum deposition current

exists. The best results are usually obtained for implant doses lower than dcrit as the reaction

kinetics are unfavourable for good deposits to develop at dcrit. For significantly lower

implantation doses, complete coverage of the implant may be difficult to achieve as the reac-

tions take place too slowly. For implantation doses >dcrit the deposition current is reduced

and outgrowth occurs readily while complete coverage of the implant remains difficult; we

assume that this is due to the amorphization of the substrate as mentioned above.

Current-transient analysis was used to identify the nature of the deposition process and

to calculate the diffusion coefficient, D, of the electrolyte. In all cases D depended exponen-

tially on the applied potential, which may explain the great importance of the applied poten-

tial for the quality of the deposits. For Cu containing electrolytes BTA slows down diffu-

sion mainly at more cathodic potentials, while it may even increase diffusion close to the

ocp. The nucleation mechanism for Cu containing electrolytes was identified as progressive;

therefore the deposit quality depends strongly on the deposition time. Au containing elec-

trolytes have a more instantaneous nucleation behaviour, a characteristic which is even more

marked for lower potentials. This is probably the reason why the characteristics of Au

deposits are less sensitive to the deposition time than Cu deposits.
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Mott-Schottky plots and theoretical considerations were used to develop a model of the

deposition process. It was found that Cu deposition should not occur on p-Si as the sub-

strate is in depletion condition. Microelectrochemical experiments show indeed that deposi-

tion is impossible on defect-free zones. Only on defect sites Cu2+ may be reduced by hole

tunnelling through the interface via additional states in the bandgap to form nuclei. Once

nuclei are formed and stable, these also act as sites of increased reactivity due to a facilitated

charge transfer at the nucleus/Si interface. We therefore think that deposition is only possi-

ble at defect sites and that ion beam implantation is a suitable technique to create these

defects. Since the species of the implanted ion seemed secondary for the results, we believe

that it is indeed the damage created by the impact of the ion and not any local doping of the

substrate that is responsible for the selectivity.

Finally, IPDS was used to implant large surface areas with high resolution structures

through a stencil mask. In these experiments various noble gas ions at 75keV were used.

Even though implant conditions were quite different from before, structures as small as

100nm were deposited over a surface of several mm2 using the same parameters as previ-

ously. These structures reflect the morphology of the implants, indicating that the limiting

factor still lies with the implantation process and not with the electrochemistry. These

experiments also demonstrate the ‘robustness’ of the process as the structures were obtained

in a normal laboratory environment rather than in a cleanroom. 

By using ion projection lithography in conjunction with a stencil mask (as well as a broad

range of different ionic species at different energies) instead of a FIB, the universality of the

approach was demonstrated. Furthermore, the successful use of IPDS for damage creation

shows the potential for larger scale applications of the process; based on these findings a pat-

ent request was filed together with our partners from the Fraunhofer Institute (see

chapter 3.2.2).
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5.1 Outlook

We have shown that ion beam induced damage can be used to selectively deposit metals onto

a p-Si surface. Still, several interesting points remain to be investigated touching upon both

scientific aspects as well as questions concerning possible industrial applications.

For one, the universality of the approach remains to be tested, i.e. whether the same pro-

cedure can be used for other p-type semiconductors. Even though all previous experience

would encourage us to believe so, the experiment remains to be done. Also, the possibility

to deposit insulating or semiconducting materials should be investigated; especially insula-

tors may offer interesting new applications.

The resolution of the process may be further increased below 50 nm by use of lower

implant energies. If combined with more refined electrolytes, this may indeed offer an alter-

native to photolitographic techniques. For industrial applications, it would be necessary to

investigate the consequences of exposing a wafer surface to an electrolyte with respect to

surface contamination. Also, compatibility of the process with standard industrial proce-

dures and technologies would have to be looked into and feasibility studies concerning the

integration of IPDS combined with selective electrochemistry into an industrial environ-

ment would have to be made.

In general the question of usefulness of the structures obtained remains somewhat unan-

swered: nevertheless, the potential for creating structures showing quantum confinement

effects for fundamental studies, microelectromechanical systems (MEMS), or conductive

layers/paths for ICs remains.





APPENDIX

The following pages will give an overview over the experiments performed in the 3 main

electrolytes. The potentials used were -2500mV, -1500mV, and -500mV (electrolyte 1 and

2), and -4000mV, -2500mV, and -1300mV for electrolyte 3. Exposure times used are 30s,

15s, and 2 s at doses 1015Ga+/cm2, 5·1013Ga+/cm2, and 1012Ga+/cm2. Some pictures are miss-

ing, indicating that no trace of the implant or the deposit were visible by SEM. All images

are arranged according to the following table:

30s 15s 2s

-2500mV (electrolyte 1 and 2)
-4000mV (electrolyte 3)

30s @ -2500mV/
30s @ -4000mV

15s @ -2500mV/
15s @ -4000mV

2s @ -2500mV/
2s @ -4000mV

-1500mV (electrolyte 1 and 2)
-2500mV (electrolyte 3)

30s @ -1500mV/
30s @ -2500mV

15s @ -1500mV/
15s @ -2500mV

2s @ -1500mV/
2 @ -2500mV

-500mV (electrolyte 1 and 2)
-1300mV (electrolyte 3)

30s @ -500mV/
30s @ -1300mV

15s @ -500mV/
15s @ -1300mV

2s @ -500mV/
2s @ -1300mV
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DV: Contact potential

DF: Electric field across the interface

DFGC: Electric field of the Gouy-Chapman diffusion layer

DFH: Electric field of the Helmoltz double layer

DFscl: Electric field of the space charge layer
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e(E): Stopping cross section
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g: Effective charge parameter
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