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AbstractMachine-tool axes for high-speed machining make great demands on the mechanical system, theactuators, and the numerical control. They require a high sti�ness, a high bandwidth, and aprecise motion at maximum speed. Linear motors as direct drives for machine-tool axes providethe basis to ful�l these requirements. They eliminate the gear-related problems of rotary driveswith lead-screw transmission (from rotary to linear motion). In research and industrial projects,linear drives are already successfully implemented for machine-tool axes.From the point of view of control, the accurate and low-noise estimation of the axis speedis a key issue. Due to the high bandwidths required, high sampling frequencies are employed.The estimation of the drive speed by di�erentiation of the measured position is sensitive to po-sition quantisation at high sampling frequencies. All position-based speed estimation methodsinvolve a trade-o� between delay and quantisation noise on the estimated speed. Delay limitsthe achievable control bandwidth. Noise leads to audible control noise and might excite struc-tural resonances. It limits the maximum values of the feedback gains and thus also limits thebandwidth. Given a certain position resolution, a substantial reduction of quantisation e�ectsis only possible at the expense of a reduction of the sti�ness. A further increase in positionresolution limits the maximum axis speed with today's position encoders. This is not desiredand other solutions have to be found.A survey of di�erent sensors for linear-axis control describes the state of the art. As a result,the use of acceleration measurement in addition to the position measurement for high-precisionspeed estimation is proposed. The commonly used aerospace methods of combining position withacceleration to obtain a high-precision speed estimate (complementary �lters, Kalman �lters)raise design and realisation problems for linear-axis applications. Therefore, we propose a novelmethod of accelerometer-enhanced speed estimation (AESE). This method lowers the demandson the position resolutions considerably. Generally speaking, the low frequency componentsare extracted from the position measurement and the high frequency components from theacceleration signal by observing the two measurements over a certain time period in the past.This solution is not sensitive to accelerometer measurement noise. Its design consists in thechoice of one design parameter, the observation period length. The design is very easy, as theresulting speed quality is not very sensitive to this parameter. An analysis of the closed-loopsystem demonstrates that, by the use of accelerometer-enhanced speed estimation, the positionquantisation inuence on the speed feedback path is equalised to the one of the position feedbackpath. Therefore, high controller bandwidths and thus high sampling frequencies are possiblewithout noise on the speed signal.On-line identi�cation algorithms for the accelerometer gain and o�set parameter, whichare proposed in this dissertation, simplify commissioning of the system with the additionalaccelerometers. They are based on the proposed AESE-method.Low-cost inertial accelerometers are used for the experimental validation of the proposedalgorithms on real linear-drive axes. They demonstrate that the AESE-algorithm provides anaccurate, low-noise speed estimate with a delay in the range of the delay of the direct positiondi�erentiation over one sampling period.Altogether, the proposed AESE-method is well-suited for an industrial application becauseof the high quality of the obtained speed signal, the simple design, the low cost, the lowmeasurement-noise sensitivity, and the on-line parameter identi�cation.v





R�esum�eDans le domaine de l'usinage �a grande vitesse, les machines-outils exigent des performances�elev�ees du syst�eme m�ecanique, des actuateurs et du contrôle num�erique. Une rigidit�e �elev�ee,une grande bande passante et des mouvements pr�ecis �a haute vitesse sont requis pour le contrôlede tels axes. Les moteurs lin�eaires sont bien appropri�es pour entrâ�ner des axes de machines-outils avec de telles sp�eci�cations. Ils �eliminent les probl�emes m�ecaniques dûs aux vis �a billes qui,dans les machines conventionnelles, transforment le mouvement rotatif en mouvement lin�eaire.Dans des projets de recherche et industriels, les moteurs lin�eaires ont d�ej�a �et�e utilis�es avec succ�esdans des machines-outils.Un des principaux probl�emes de la commande des moteurs lin�eaires consiste en l'estimationde la vitesse de l'axe. A cause de la large bande passante, une fr�equence d'�echantillonnage �elev�eeest n�ecessaire, mais l'estimation de la vitesse par di��erentiation de la position est tr�es sensibleau bruit de quanti�cation pour des fr�equences �elev�ees. Toutes les m�ethodes d'estimation de lavitesse bas�ees sur la position m�enent �a un compromis entre le bruit de quanti�cation et un retardsur le signal de vitesse. Le bruit de quanti�cation est audible et pourrait exciter des r�esonancesde la structure m�ecanique. Des retards et constantes de temps limitent la bande passante dela boucle de r�eglage. Pour une r�esolution de position constante, une diminution de l'e�et dequanti�cation n'est possible qu'en diminuant la rigidit�e. Une augmentation de la r�esolution desencodeurs de position limite toujours la vitesse maximale de l'axe avec les encodeurs courants,et exige d'autres solutions.Un aper�cu des capteurs pour les axes de machines-outils d�ecrit l'�etat de l'art. La mesure del'acc�el�eration en plus de la position est propos�ee a�n d'obtenir une estimation de vitesse de hautequalit�e. Les m�ethodes utilis�ees en a�eronautique pour la fusion de la position et de l'acc�el�erationpour obtenir la vitesse (�ltres compl�ementaires, �ltres de Kalman) posent des probl�emes desynth�ese et de r�ealisation pour des axes lin�eaires. C'est pourquoi une nouvelle m�ethode pourestimer la vitesse �a partir de la position et de l'acc�el�eration est propos�ee dans cette th�ese. Cettem�ethode diminue les exigences sur la r�esolution du capteur de position. Elle extrait par �ltrageles basses fr�equences du signal de position et les hautes fr�equences du signal d'acc�el�eration enobservant les mesures dans une fenêtre �xe dans le pass�e. La solution propos�ee n'est pas sensibleau bruit de mesure de l'acc�el�eration. Sa synth�ese consiste �a ne choisir q'un seul param�etre etest simpli��ee par le fait que la qualit�e du signal de vitesse n'est pas sensible �a ce param�etre.Des algorithmes pour l'identi�cation du gain et de l'o�set de l'acc�el�erom�etre en temps r�eelsont propos�es. Ils sont bas�es sur l'algorithme d'estimation de vitesse. La mise en serviced'acc�el�erom�etres suppl�ementaires est simpli��ee par cette m�ethode d'identi�cation.Pour la validation exp�erimentale de la m�ethode propos�ee, des acc�el�erom�etres bon march�e ont�et�e utilis�es sur des axes lin�eaires. Le r�esultat de ces exp�eriences est une estimation de vitesseavec tr�es peu de bruit et avec un retard qui est dans le domaine de celui de la di��erentiationdirecte.L'�etude du syst�eme en boucle ferm�ee d�emontre qu'avec la solution propos�ee l'inuence dela quanti�cation sur le signal de retour de vitesse est du même ordre de grandeur que celle survii



viiile signal de retour de position. Il est donc possible de disposer d'une bande passante �elev�ee enmaintenant un faible bruit sur l'estimation de vitesse.La nouvelle m�ethode d'estimation de vitesse propos�ee dans cette th�ese se prête bien �a l'utili-sation dans une application industrielle, �a cause de la bonne qualit�e du signal obtenu, la synth�esesimple, la faible sensibilit�e au bruit de mesure et l'identi�cation automatique des param�etres del'acc�el�erom�etre.
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Chapter 1IntroductionTo increase the productivity of machine-tool axes, their speed has to be raised while maintainingtheir accuracy. In addition, a high sti�ness is required to minimise the inuence of externaldisturbances. Linear motors as direct drives for machine-tool axes provide the basis for thedesired precise high-bandwidth and high-velocity motion. So far, mainly rotary drives withlead-screw transmission (from rotary to linear motion) have been employed for machine-toolaxes. Compared to these drives, linear-drive axes eliminate gear-related problems. In recentresearch projects, linear drives have been successfully implemented on machine-tool axes [Phi92,Alt94, Zir96]. They are now mature to be employed on standard machine-tool axes [PFST95].However, to take full advantage of the increased performance of linear drives, all componentsinteracting in the control loop have to be adapted.This dissertation argues that controller, actuator, and mechanical system of linear-drive machine-tool axis control have made substantial progress in recent years. It isnow the system-state estimation, which is purely based on position measurement,which constitutes the limiting factor of the achievable control performance. Thethesis which we defend is that the additional use of low-cost acceleration measurementprovides the necessary motion information for high-performance motion control.This chapter provides the motivation for this work. It describes the addressed problems andthe state of the art. It further summarises the contributions of this dissertation and gives anoverview of this document.1.1 Motivation and ProblemCompared to rotary drives with mechanical lead-screw transmission, linear-drive machine-toolaxes have a number of advantages. They simplify the mechanical structure and thus reduce theorder of the system model. Non-linearity due to the gear (e.g. backlash, additional friction, andstructural exibility) is removed and the lifetime of the drive increased. Problems related tothe spindle, such as a limited spindle velocity and spindle warm-up, are eliminated. Accordingto [PFST95], electrical direct drives are more and more frequently employed for commercialmachine tools and production equipment today. This trend is mainly due to progress in signalprocessing, power electronics, and motor development. A typical �eld of their application ishigh-speed machining. Direct drives are well adapted to this application due to their high1



2 CHAPTER 1. INTRODUCTIONmaximum velocities, high accelerations, low masses and high control dynamics. They provideat least the same precision as lead-screw drives at higher velocities.On the other hand, the linear-drive solution also has two major drawbacks. First, externaldisturbances from machining and friction act directly on the drive, because they are not atten-uated by the gear reduction. The same problem arises, moreover, for high-speed spindles whichare used for high-speed machining. Because of their low reduction ratio, external disturbancesare almost not attenuated by the gear. Second, the windings of linear drives have to be placedon the axes and might warm up the machine structure. Often, active cooling of the windings isnecessary. Furthermore, direct drives are not well adapted if high forces are required and thespace is limited [PFST95].One of the main requirements of linear-axis control is a high sti�ness. The term sti�nessdenotes the relationship between an external force acting on the system and the caused posi-tioning error. A high sti�ness ensures accuracy in the presence of external disturbances. Forlinear-drive axes, the same sti�ness requirements apply as for lead-screw axes. To give an ideaof the requirements on axis control, the speci�cations for a typical machine-tool application[Wav94] will now be summarised:� The dynamic sti�ness is between 300 and 700 N=�m.� The closed-loop bandwidth of the position control loop is around 150Hz. Eigen-frequenciesof the mechanical modes of the drive must be higher.� The position resolution is in the range of 0.1�m.� Maximum axis velocities of 1{3ms are required.The main elements of a control loop are illustrated in Figure 1.1. By using linear motorsinstead of rotary drives with lead screws, the mechanical system becomes simpler. The axis ismainly modelled as an ideal double integrator with friction. The actuator, comprising powerelectronics, current control loop, and the motor itself, has the maximum force as its mainlimitation. A small time constant in the order of a hundred microseconds results from the currentcontrol loop. High-performance digital controllers based on digital signal processors (DSP) easilyachieve the necessary sampling frequencies of some kilohertz, even if being programmed in high-level programming languages. Commercial numerical controllers work at lower sampling rates.But more powerful controllers based on DSPs are under development and will soon be available.
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StructureFigure 1.1: Schematic components of a closed control loop.In the following, our thesis that the sensors constitute the main limitation for achievinghigh-performance control action is further substantiated. It is based on the assumption that



1.2. STATE OF THE ART 3optimised, state-of-the-art components are used for all control-loop components. Usually, acascaded controller structure is employed for the control of machine-tool axes. For linear-driveaxes, only the axis position is measured, in contrast to lead-screw drives, where the positionof the rotary drive is also measured. Problems arise for the accurate estimation of the axisspeed, which is estimated on the basis of the di�erentiation of the measured position. Thisdi�erentiation operation is sensitive to position quantisation for high sampling rates. Observersolutions to the determination of the axis speed are not well adapted to linear-drive axis control.Conventional observers cause problems due to the increased inuence of external disturbanceson the motion. Disturbance observers do not provide the necessary bandwidth.According to [Phi92], the general limitations of the control of direct-drive machine-toolaxes are the current control loop bandwidth, the controller sampling frequency, the controllercalculation delay, quantisation, and the quality of the measured position. The current loop isusually implemented as analog control loop and provides high bandwidth. The problems ofcontroller delay and sampling frequency are solved by using DSPs. The problem which persistsis the quality of the measured position, or more generally speaking, the accuracy of the systemstate measurement. The solutions presented in [Phi92, Zir96] do not provide a low-noise speedestimation with a high bandwidth. Therefore, this dissertation focuses on high-accuracy speedestimation.1.2 State of the ArtThe state of the art of the use of electrical linear drives for machine-tool axes is presented in[PFST95]. For linear-axis motion control, cascade controller structures consisting of a current,a speed, and a position control loop are usually employed. System state estimation (position,speed) is purely based on axis position measurement. The mechanical structure of an axisdetermines axis precision and dynamics to a high degree. Low sampling periods (< 500�s) anda high position resolution (< 0:1�m) are required to meet the requirements of axis control.Direct-drive actuators pose controller-design problems which are quite di�erent from theones of lead-screw drives. These motors have no inherent static sti�ness so that all externaldisturbances have to be actively compensated for. Therefore, high maximum motor forcesare required to achieve the desired control performance. On the other hand, dynamic errorcompensation and active vibration suppression is possible due to the increased dynamics oflinear drive axes [Alt94].Philipp in [Phi92] investigates di�erent controllers (state space controllers of 2nd and 3rdorder with di�erent observers, cascade controllers), which are purely based on position mea-surement. He concludes that approximately the same power dissipation results for a desiredsti�ness, independently of the controller structure. Philipp determines the following generalrelationships, which are almost independent of the used controller structure. First, the dynamicsti�ness increases with the square of the sampling frequency and proportional to the slider mass.Second, the power dissipation due to position quantisation signi�cantly increases for higher sam-pling frequencies and higher position-quantisation step-size. Philipp states that, given a certainposition resolution, a substantial reduction of quantisation e�ects is only possible at the ex-pense of a reduction of the sti�ness. For future research, he proposes the development of robustmeasurement systems for high velocities and high resolutions.Zirn in [Zir96] investigates the inuence of position resolution on linear-drive machine-toolaxis control. He derives a criterion to determine the presence of stationary limit cycles as a



4 CHAPTER 1. INTRODUCTIONfunction of speed ampli�cation and the friction force. The criterion is based on the harmonicbalance [SL91]. In practice, quantisation noise e�ects are also audible with feedback factorsbelow the limit of stationary limit cycles. He states that excitation of mechanical resonances dueto position quantisation might be possible. He discusses the use of low-pass �ltering of signalsobtained by direct position di�erentiation and states that this leads to a reduced maximumspeed ampli�cation.Alter in [Alt94] investigates linear-drive control aspects of a single-axis machine tool bythe example of a feed-drive of a turning machine. He especially considers dynamic sti�ness,disturbance rejection and servo tracking. He concludes that H1 controller design [DFT92] leadsto signi�cant sti�ness improvements over PD control. Tool force feedback enhances the dynamicsti�ness when using H1 theory for design. His experimental results show the potential of linearmotors for driving machine-tool axes. The controllers presented in this reference are optimisedfor turning non-circular shapes. Nevertheless, he states that experimental necessity of the H1method in force-feedback control design has not been shown. Less complicated methods mightprovide similar (experimental) results. For future research, Alter proposes the use of measuredacceleration feedback instead of force feedback to enhance servo loop sti�ness.In [Phi92] a trade-o� between axis sti�ness and noise power for a given resolution has beenidenti�ed. In [Phi92] and [Zir96], it is stated that the design of state observers for speed deter-mination results in a trade-o� between noise reduction and observer bandwidth. Quantisationnoise leads to audible noise in such cases. Noise reduction with a given position resolutionlimits the closed-loop controller bandwidth. One possibility to achieve the performance is toincrease position encoder resolution. However, in practice, this limits the maximum axis speed.Therefore, it is understandable that researchers in the �eld of direct-drive axis propose the useof additional sensors. Alter in [Alt94] uses tool-force measurement for a high-performance feeddrive of a turning machine.From the above-cited references, it can be concluded that position quantisation poses aproblem for high-performance axis control. Standard solutions for purely position-based speedestimation always end up in a trade-o� between control chatter and achievable controller band-width. As external disturbances are often not deterministic, they have to be measured. There-fore, more sophisticated approaches (extended observer structures) based on the system modeldo not promise better results. Two solutions are possible. First, the position resolution can beincreased. Second, additional sensors can be used.When using additional sensors, the notion of smart sensors [Ise96] is of major importance.Isermann observes a development from a classical measurement to a smart sensor component.The concept of smart sensors comprises functionalities added to the simple measurement functionof a sensor. Among these functionalities are bus connections, supervision, fault detection andcalibration. This concept is of importance in our context as it provides the facilities to simplifythe commissioning of systems with additional sensors.1.3 ContributionsBased on the restrictions which are imposed by the position quantisation, the use of improved oradditional sensors for linear-drive axis control is investigated in this work. The thesis which wedefend is that the use of additional low-cost acceleration measurement provides the required axis-motion information for high-performance, high-sti�ness axis control. The main contributions ofthis thesis are as follows:



1.4. STRUCTURE OF THIS DISSERTATION 5� The inuence of the quality of speed estimation on the closed control loop performance isdetermined and the need for an accurate speed estimation is demonstrated. The limitationsof purely position-based speed estimation methods are pointed out.� Based on a survey of commercially available sensors, additional acceleration measurementis proposed to the position measurement. A novel method of accelerometer-enhanced speedestimation is developed. Improvements on conventional observer-based fusion methods foracceleration and position are determined.� Practical aspects of the use of acceleration measurement are addressed. First, algorithmsfor the on-line estimation of the accelerometer parameters are derived. Second, a recursiveimplementation of the fusion algorithm is developed in order to reduce the requirementson the digital controller.� Design guidelines for the proposed algorithms are given. They simplify the implementationof the algorithms.� Experimental results demonstrate that acceleration measurement for machine-tool axesis feasible and that low-cost accelerometers provide high-quality acceleration information.They further prove that the proposed algorithms can be implemented on real axes andthat they give the expected results.1.4 Structure of this DissertationThe main matter of this document consists of six chapters.Chapter 1 provides the motivation for this work, describes the state of the art, and sum-marises the contributions which are achieved.Chapter 2 introduces the main elements of the linear-drive axis control loop as well as thenecessary theoretical notions. Performance requirements and measures which are used in the �eldof linear-axis control are de�ned. Thereafter, the importance of an accurate speed estimation,as the motivation for this dissertation, is demonstrated. Finally, the experimental environmentused for the validation of the proposed solutions is briey presented.Chapter 3 surveys possible sensors for linear-axis control. Their physical basics are brieyexplained. Focusing on commercially available products, the di�erent sensors are explainedwith respect to their resolution, precision, inaccuracies, and cost. The use of a combination ofposition and acceleration measurement, as proposed in this work, is motivated.Chapter 4 is dedicated to high-precision speed estimation. Di�erent methods of speed esti-mation, which are purely based on position measurement, are introduced and compared. There-after, the fusion of position and acceleration measurement to a highly accurate speed estimationis discussed. First, a review of related work is given. Then, a novel algorithm for this fusionincluding accelerometer gain and o�set identi�cation is presented. The mathematical equationsare derived and analysed, focusing on quality of the obtained speed, practical aspects, and designissues. Accuracy and feasibility of the proposed solutions are validated by experiments.Chapter 5 discusses the bene�ts of the acceleration measurement for closed-loop control.First, the inuence of the accelerometer-enhanced speed estimation on controller bandwidthand noise is analysed for the cascade controller structure. Then, the use of acceleration feedback



6 CHAPTER 1. INTRODUCTIONis briey reviewed. Furthermore, possible limits of the combined use of both approaches areoutlined.Chapter 6 summarises and assesses the achieved results, and identi�es future work.Appendix A describes the mathematical basics of the employed statistics and contains somemathematical derivations from Chapter 4. Appendix B gives the speci�cation of the employedposition and acceleration measurement sensors. Appendix C explains the experimental environ-ment which is used for the experimental validation of the results. This environment consists ofa DSP-based numerical controller and two di�erent linear-drive axes.References[Alt94] D.M. Alter. Control of Linear Motors for Machine Tool Feed Drives. PhD thesis,University of Illinois at Urbana-Champaign, 1994.[DFT92] J.C. Doyle, B.A. Francis, and A.R. Tannenbaum. Feedback Control Theory. Macmil-lan Publishing Co, New York, 1992.[Ise96] Rolf Isermann. On the design and control of mechatronic systems | a survey. IEEETransactions on Industrial Electronics, 43(1):4{15, February 1996.[PFST95] G. Pritschow, C. Fahrbach, and W. Scholich-Tessmann. Elektrische Direktantriebeim Werkzeugmaschinenbau. Antriebstechnik, 137(3/4):76{79, March/April 1995.[Phi92] W. Philipp. Regelung mechanisch steifer Direktantriebe f�ur Werkzeugmaschinen.Springer Verlag, Berlin, 1992.[SL91] Jean-Jacques E. Slotine and Weiping Li. Applied Nonlinear Control. Prentice Hall,Englewood Cli�s, N.J., 1991.[Wav94] Nicolas Wavre. Hochdynamische elektrische Linearantriebe. ISW Lageregelseminar,Stuttgart, 1994.[Zir96] Oliver Zirn. Beitrag zum Entwurf von Vorschubantrieben f�ur die Hochgeschwindig-keitsbearbeitung. PhD thesis, ETH Z�urich, 1996.



Chapter 2Basic NotionsThis chapter provides the basic notions and de�nitions of linear-drive axis control. The maindi�erences between rotary drives with lead-screw rotary-to-linear motion conversion and the hereused linear motors are outlined in Section 2.1. The basic notions of axis control are reviewed inSection 2.2. The de�nitions of motion control are given and performance requirements for theaxis control problem are de�ned. The components of the linear-drive control-loop are discussedin Section 2.3. In particular, the model of the controlled system is de�ned. Section 2.4 outlinesthe problems of controller design and motivates the solution approach taken in this dissertation.Section 2.5 describes �nally the experimental environment which is used in this work.2.1 Linear Machine-Tool AxesMachine tools are composed of axes with di�erent kinds of movements. For example, millingmachines have at least three degrees of freedom for linear motion between workpiece and tool. Inaddition, there are often di�erent axes to turn tool and workpiece in di�erent directions to obtainspecial shapes on the �nal workpiece. Grinding machines perform quite similar movements thanmilling machines. Turning machines need two linear tool axes in two directions in addition tothe basic rotating axis on which the workpiece is mounted. Precise and fast linear motion isoften required in the �eld of machine tools.Usually, these linear axes are driven by rotary motors. The employed basic setup is schemat-ically illustrated in Figure 2.1 for the example of a linear milling-machine axis. A rotary motormounted on the base of the axis drives a spindle. The rotary motion is converted into a linearslider motion by a lead-screw gearing. The slider is mounted on the axis with bearings of di�erenttypes, e.g. roller, hydrostatic, and rarely air cushion bearings. This slider moves with referenceto the tool axis which remains immobile in direction of the axis. The lead-screw structure hascertainly the advantage that it provides a high inherent mechanical sti�ness against externaldisturbances. On the other hand, gear inevitably causes backlash and additional friction. Dueto the reduction factor from rotary to linear motion, the e�ective motor inertia is increased.This leads to a high total inertia of the axis.Linear-drive machine-tool axes [WV94] have the advantage of a simpler mechanical structure,as illustrated in Figure 2.2. Despite their higher speeds, they provide the same precisions aslead-screw axes. One part of the linear motor, usually the part which is equivalent to thestator of the rotary motor, is mounted on the slider of the axis. Therefore, the power cables7
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baseFigure 2.1: Rotary motor driven machine-tool axis.have to be connected to the mobile slider part. It contains the windings of the linear motor.The second part of the linear motor, equivalent to the rotor of a rotary motor, is mounted onthe base. In our case of a permanent-magnet linear motor, it consists of permanent magnetsof rare earth type. Induction linear motors are also successfully used for machine-tool axisdrives [Phi92]. Replacing the gear structure of the lead-screw drives by linear direct driveseliminates the problems of hysteresis, reduces friction, and reduces the elasticity of the removedmechanical parts. Maintenance is considerably reduced by the simpli�ed mechanical structure.The controlled system bandwidth can be increased by a factor of 5 to 10 [WV94]. Sti�ness oflinear-drive axes has to be actively obtained by compensating external disturbance forces byequivalent drive forces. Besides machine-tool axes, linear drives can also be used for a varietyof di�erent applications, such as wire bonding machines, PCB drilling, chip manufacturingmachines, and forming machines [WV94].
slider

workpiece

windings

permanent magnets

tool

baseFigure 2.2: Permanent-magnet linear-motor machine tool axis.The presented di�erences between the lead-screw setup and the linear-drive setup are notas important any more in the case of high-speed spindles, i.e. spindles with a steep slope andthus a low reduction factor: similar control problems arise for high-speed spindle drives and forlinear drives. A comparison of linear-drives with high-speed spindle drives is given in [Zir96].The author concludes there that linear drives are especially advantageous in the case of smalland medium slider masses, high motion ranges, small and medium required sti�ness, high lifeexpectancy, and required compactness.



2.2. BASIC NOTIONS OF AXIS-CONTROL 92.2 Basic Notions of Axis-ControlThis section summarises the basic de�nitions of motion control, of digital control, and the cascadestructure employed in this work. Furthermore, it introduces the performance requirements andmeasures of machine-tool axis control.2.2.1 Motion Control De�nitionsAccording to [DC93], motion control has emerged as a separate �eld within control systems the-ory. It deals with design and implementation of controlled mechanical systems. Its importanceis mainly due to a request from industry to have advanced technologies to increase productivityand to save energy consumption. High performance is desired for control of mechanical sys-tems and design. General implementation guidelines are looked for. A motion control system iscomposed of the following components:� Sensors measure some of the mechanical variables (e.g. position, velocity, acceleration,tool force).� Transducers measure electrical variables (e.g. phase currents and voltages).� Force generators (i.e. controlled converter-motor units) accelerate the mechanical system.� Controllers implement the control strategy for the converter-motor units.Two main tasks are separated in motion control, namely, disturbance rejection and trajectoryfollowing. The disturbance rejection indicates by what degree external disturbances inuence thesystem's behaviour. A high sti�ness signi�es a good disturbance rejection. The term disturbanceis de�ned as all causes which modify the desired value of the controlled variable. In control,the term noise is used to summarise all uncertainties of sensors and transducers. The trajectoryfollowing characteristics are related to the precision to follow a given trajectory in closed-loopcontrol. Three types of tracking errors are di�erentiated [See94]:� Positioning errors are related to the repeatability and accuracy. They indicate the preci-sion to move repeatedly to the same position and the closeness to the desired real value.Positioning errors are mainly caused by frictional forces and measurement errors.� Stationary tracking errors are persistent deviations from a given trajectory. This type oferror occurs for example for ramp trajectories if proportional position error feedback isemployed.� Dynamic tracking errors are in contrast to stationary tracking errors only of short duration.They may be caused by distortions in the transfer function of motion control systems (e.g.actuator saturation). They typically occur if sharp edges are machined at high speed andthe drive bandwidth is not su�cient.The structure of a motion control loop is shown in Figure 2.3. The shown loop constitutes thelowest level in the axis control hierarchy. External control components are numerical controllersfor trajectory generation based on CAD (computer aided design) data as well as controllers forcoordinating di�erent axes with spline interpolation to generate reference trajectories. Usually,
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position (x)Figure 2.3: General structure of motion control device [DC93].position and speed are the controlled variables in this low level loop. Sometimes, additionalvariables, such as acceleration and tool force, are fed back to increase sti�ness. The load, denotedby external forces/disturbances in Figure 2.3, is composed of friction, machining, and inertialforces. Additional external forces representing the energy transferred to other mechanisms areusually not present in the case of linear-drive axes, because these drives provide only positioningaction and no explicit machining action. For slow dynamics, the inertial force is less importantthan all other torques. However, for very rapid dynamics, the inertial force becomes dominantcompared to all other forces interacting.De Carli states in [DC93] that conventional control strategies optimise trajectory followingand disturbance rejection at the same time. According to him, this is well adapted to slowor very slow dynamics. Dynamics improvements are obtained with feed-forward control anddirect disturbance compensation in case of directly measured disturbance values. Innovativecontroller structures completely separate between disturbance rejection and trajectory following.The disturbance rejection controller is based on the measured system variables and the controlvariable from the feed-forward controller. It estimates the total of all disturbance forces anddirectly compensates them. The on-line estimation of disturbance torque is used to improveaccuracy and dynamics of the controlled system. In case of insu�cient knowledge of the systemstate for disturbance estimation, additional sensors (e.g. accelerometers) might be used todirectly measure them.In this work, the low-level position control loop and especially an accurate estimation of thedrive speed are of major interest. We do not consider the trajectory following problem here.For disturbance rejection, an accurate estimation of the system state variables (position, speed)is necessary.2.2.2 Digital Control of Dynamic SystemsIn this work, digital control with a �xed sampling frequency fsampl is exclusively employed. Theinput values are read at equally spaced points in time. The output of the controller is, in ourcase, an analog value, as the employed power electronics only provides an analog interface. Theanalog output is kept constant from one sampling to the next. This relationship is modelled bya so called zero order hold element (ZOH).In the following, some characteristics of discrete control systems which are of major impor-tance for understanding aspects of this dissertation are briey reviewed. In depth discussions of



2.2. BASIC NOTIONS OF AXIS-CONTROL 11methods for design and analysis of such discrete systems in z-domain are found in the literature,e.g. [�AW84, Lon95].Discrete transfer functions are de�ned in a similar way as continuous transfer functions. Fordiscrete cascaded blocks, feedback blocks, and so on, the same basic operations as for continuousblocks apply in general. The basic discrete transfer function G(z) = Y (z)U(z) is illustrated in Fig-ure 2.4. Numerator and denominator of G(z) are composed of polynomials in z�1. The transferU(z) - G(z) -Y (z)Figure 2.4: Basic discrete (z-domain) transfer function.function z�1 corresponds to a delay of one sampling period. The following equations exemplifythe relationship between the discrete input-output equation on the left and the correspondingdiscrete transfer function on the right.y(k) = u(k) � 2u(k � 1) + 5u(k � 2) G(z) = Y (z)U(z) = 1 � 2z�1 + 5z�2Most digital control systems consist of a discrete controller part and a continuous systempart. Such a system can be completely transformed into z-domain and analysed by means ofthe theory from discrete control and digital signal processing. The closed-loop system is dividedinto a discrete controller part K(z) and an analog system part G(s). These two parts arelinked by A=D and D=A converters, as shown in Figure 2.5. The transfer function betweenYref (z)-+-e E(z)- K(z) U(z)- D=A - G(s) - A=D Y (z)-q6Figure 2.5: Control loop composed of discrete controller and analog system.the command variable U(z) and the controlled variable Y (z) can be characterised by a discretetransfer function H(z). The transfer function of this block composed of a D=A converter, thecontinuous system G(s), and the A=D converter (with ZOH) is obtained with the followingequation [Lon95]: H(z) = Y (z)U(z) = z � 1z Z �L�1 �G(s)s �� (2.1)The operator L�1 denotes the inverse Laplace-transform [Unb89], the operator Z the z-transform.



12 CHAPTER 2. BASIC NOTIONS2.2.3 Controller StructureThe cascade controller structure of Figure 2.6 has some practical advantage compared to a globalcontroller. Beginning with the innermost feedback loop, each loop is independently designed andcommissioned. Therefore, this controller setup is commonly used for machine-tool axis control.In this work, exclusively the cascade controller structure with proportional feedback gains isemployed. First, this structure enables one to analyse the inner loop independently from theouter one. Second, with this structure, limitations (e.g. limited speed and limited maximumforce) of the controlled system are easily taken into consideration. However, with the designin cascaded loops, the obtained control loop is in general slower than with a global controllerdesign. It should be noted that in practice PI-feedback for the inner loop and PD-feedbackfor the outer loop are employed. By PD/PI feedback, higher bandwidths are possible than byproportional feedback. For the analysis of the inuence of measurement errors on the closed-loopsystem, however, we restrict ourselves to the dominant proportional feedback.In Figure 2.6 as in the remainder of this work, positions are denoted by x, velocities byv, accelerations by a, and forces by F . Kpx and Kpv are proportional controller factors forposition-error and speed-error feedback. The model of the controlled system shown in this�gure is explained in Section 2.3.xref -+-e - Kpx vref-+-e - Kpv Fref- e�sTdel1+sTc Fmot-+-?Fexte - 1m a- 1s v-q6 1s x-q6Figure 2.6: Cascade controller structure with speed and position feedback loop.2.2.4 Performance Requirements and MeasuresFrom the control point of view, machine-tool axes as servo-mechanisms are mainly characterisedby speed of response, closed-loop stability, and disturbance sensitivity. Dynamics speci�cationsare expressed by the transfer function from the reference position input xref to the systemoutput x, disturbance sensitivity considerations by the disturbance transfer function from thedisturbance force Fext to x (see Figure 2.6).An important constant of a cascaded control loop is the speed ampli�cation Kpx. It de�nesthe ampli�cation from the position error to the reference speed value. An increase of speedampli�cation raises the bandwidth. On the other hand, it leads to a reduction of system dampingand thus possibly to overshoot. In practice, the design of the speed ampli�cation is a compromisebetween high bandwidth and su�cient damping [Stu81]. For a reference trajectory with constantspeed, the resulting stationary trajectory error of a proportional cascade controller is equivalentto the ratio between the constant speed and the speed ampli�cation. For high-speed machining,typical speed ampli�cations are above 1501s [Zir96].For second order systems, the dynamics is de�ned by the resonance frequency and thedamping ratio. For higher order systems, the frequency with 3dB attenuation and the overshootratio de�ne the system dynamics.



2.3. COMPONENTS OF LINEAR-DRIVE AXIS 13The sti�ness of a servo-mechanism is related to the disturbance rejection. The dynamicsti�ness is de�ned as the inverse of the disturbance transfer function of the controlled system.dynamic sti�ness = Fext(s)X(s)For a cascade controller with proportional position and speed error feedback, the static sti�nessis a good approximation of the dynamic sti�ness. Typical values for high-speed machining are20{50 N�m [Zir96], for other machine-tool applications 300-700 N�m [WV94].2.3 Components of Linear-Drive AxisThe di�erent components of the controlled systems are briey discussed and the used modelderived. The aim is to give an idea of the elements and their characteristics.
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measuresFigure 2.7: Components of open linear axis control loop.The components of the open loop system from the reference force to the measured motioninformation are shown in Figure 2.7. The reference force value serves as controlled systeminput. The current controller together with the power electronics unit supplies the necessaryphase currents to generate the desired force. These phase currents depend on the mechanicaland hence electrical axis position as well as on the force reference value. The linear driveexerts a force on the slider mass and accelerates it. Sensors measure the motion information forclosed-loop control. The mentioned components are now discussed in more detail.2.3.1 Current Controller and Power ElectronicsPower electronics and phase-current control loop are closely related. In this dissertation, weconsider the current control and power electronics as a black box with given speci�cations. Areference force is given as input to this unit, which generates and regulates the phase currentsof the motor. The block diagram of the elements interacting in the current control loop aregiven in Figure 2.8. The power converter block converts in a �rst step the AC power fromthe power distribution network to an internal direct current or direct voltage. A second powerstage within the power converter converts DC current or voltage to the desired phase currentsas a function of the commutation signals from the current controller. The current controllerdetermines the commutation signals as a function of the reference force value, the measuredphase currents, and the actual electrical motor position. The electrical motor position denotesthe relative displacement of motor windings and permanent magnets.For the power converter block, di�erent setups are possible, i.e. direct internal current orvoltage. In Figure 2.9, a schematic diagram of the second stage of such a converter is given.In this �gure, the conversion from an internal DC-voltage to one phase current of a linearmotor, as used in our work, is illustrated. The internal voltage is kept constant by the converterfrom the power distribution network to the intermediary voltage. The two switches S1 and S2connect alternately the two phase lines to the upper and the lower voltage level in opposite
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T TFigure 2.9: (a) Converter from DC-voltage to motor phase currents; (b) Example of phasevoltage and current.direction. Due to the dominant motor phase inductance, the phase current steadily increasesif the phase is connected the way to impose a positive phase voltage u and decreases if it isconnected in the opposite direction. The phase current can be controlled by the commutation ofthe switches. The employed semiconductor power-switches commute at high frequencies (somehundreds of hertz to some tenth of kilohertz) to reduce the ripple on the resulting current. Themaximum switching frequency is limited by two factors. First, the employed semiconductorswitches need some time to commute between o� and on switch position. One commutationhas to be terminated before another can be initiated. Second, during the transition phase ofthe commutation, a power dissipation peak is generated in the switch [Ste91]. By increasingthe switching frequency, these power peaks with almost constant duration and power dissipationoccur more frequently and raise thus the mean power dissipation of the switch. Problems of heat-up arise for high frequencies. From the control point of view, this switching frequency causesdelays of the reaction of the phase current to reference values which are equally distributedbetween zero and the switching period T between two switching actions. This delay is modelledby a constant pure time delay of half the switching period [Ste91].The current controller block generates the current reference signals which are synchronousto the electrical motor position. In addition, it regulates the actual phase current to followthe generated reference values. The block has as inputs the force reference signal, the motorposition measurement, and the measured phase currents. The phase-current reference values aregenerated to obtain a resulting current vector with exactly 90-degree phase shift to the electricalmotor position. The sinusoidal relationship between this phase shift and motor force assures thatthe ratio between generated force and current vector amplitude is maximum and that the motoris used with maximum e�ciency. With ' denoting the phase shift between motor windings



2.3. COMPONENTS OF LINEAR-DRIVE AXIS 15and permanent magnets, the equations for the two reference values of a two-phase motor are asfollows: Iref1 = Fref � ImaxFmax � sin ('+ 90) Iref2 = Fref � ImaxFmax � cos ('+ 90)A current feedback loop regulates the real current value to follow the above reference valuesbased on measured phase currents. Current controllers can be implemented in analog and digitaltechnology. Often, hybrid electronics is employed.Fref- e�sTdel1+sTc Fmot-Figure 2.10: Transfer function of current controller and power electronics model.It is assumed that the intermediary voltage of the power electronics is su�ciently highto follow the reference phase current variations. Therefore, the transfer function of currentcontroller and power electronics can be approximated by a pure time delay Tdel and a timeconstant Tc representing the dominant current controller dynamics, as illustrated in Figure 2.10.The complete block has the reference force Fref as input and the total motor current (the sum ofthe two phase current vectors) which is equivalent to the generated motor force Fmot as output.Both, Tdel and Tc, are for linear-axis drives in the range of tenth of milliseconds.2.3.2 Permanent-Magnet Linear MotorLinear motors are derived from rotary motors by unwrapping rotor and stator of the motor ona plane. The di�erence between rotary and linear motor type is exempli�ed in Figure 2.11.Besides some minor inuences at the borders of the linear drive, the basic theory remains thesame as the one of rotary AC motors which is described in [Fis86].
air gap

windings

permanent
magnets

N

S

slider

base

stator

rotor

a) rotary motor b) linear motorFigure 2.11: Schematic of permanent-magnet (a) rotary and (b) linear synchronous motor.For machine-tool axes, mainly permanent magnet synchronous [Alt94] and induction lineardrives [Phi92] are used. Reluctance drives are more appropriate for positioning purposes than



16 CHAPTER 2. BASIC NOTIONSfor machining. Permanent magnet linear drives achieve high e�ciency and high force dynamicsdue to the quality of the permanent magnets [Wav94]. These motors are also called brushless DCdrives with electronic commutation. For this work, two phase permanent magnet synchronousmotors from ETEL are employed. They are described in Appendix C.1.The electrical phase angle ' depends on the relative displacement between the permanentmagnets and the windings. The relationships are equivalent to the rotary permanent magnetsynchronous motor. In case of zero phase angle between the revolving �eld generated by thephase currents and magnetic �eld of the magnets, no force is exerted by the drive. In case ofphase shift, the force varies with the sine of the phase angle. At 90 degrees phase shift, maximumforce is exerted for a given absolute value of the two phase currents. Therefore, this operatingpoint is chosen, because of its maximum ratio between force and current amplitude and thusmaximum motor e�ciency.A linearised model of linear permanent-magnet drives is given in Figure 2.12. It is the sameas for a permanent-magnet synchronous rotary drive. Underlined symbols in this �gure denotevectors of rotating �elds. The motor is modelled as a resistance R, an impedance X and avoltage source U ind in series connection.
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UindUphaseFigure 2.12: Linear model of synchronous motor phase in vector notation.The induced voltage U ind is proportional to the drive speed. The exerted force of the driveis proportional to the total phase current amplitude. The acceleration of the axis results as thedi�erence between exerted force and disturbance forces divided by the mass to be accelerated.The equations of a brushless linear DC motor (permanent-magnet synchronous drive) are sum-marised in Table 2.1. In this table, underlined variables denote vectors, not underlined variablesdenote scalars. phase voltage U phase = U ind + R � Iphase + L � dIphasedtinduced voltagea Uind / vmotor force Fmot / IphaseFmot / sin(')a/ | proportional toTable 2.1: Equations of permanent-magnet synchronous linear motor.An important constant for the design of linear-drive applications is the ratio between maxi-mum force and motor mass (only slider part). This ratio is equivalent to the maximum acceler-



2.3. COMPONENTS OF LINEAR-DRIVE AXIS 17ation of the drive without any load. For drives with simple air-cooling, this value is in the rangeof 25{40 Nkg ; for drives with uid cooling, in the range of 50{170 Nkg [Zir96]. The maximum forceis limited by motor heat-up restrictions. In general, active cooling is necessary for machine-toolapplications.2.3.3 Disturbances Acting on the Controlled SystemDi�erent external disturbance forces act on a linear-drive axis. They act directly on the driveforces. In contrast to lead-screw drives, their inuence is not reduced by the gearing. Possibledisturbance forces are:� Friction forces are mainly caused by the bearings of the axis. Generally, the total frictionforce composed of dry friction and viscous friction for linear drive axes is in the range of 5%to 30% of the nominal drive force [Phi92]. For our experimental axis (see Appendix C.1.2),viscous friction is around 10%, dry friction about 5{15% higher than viscous friction. Forthe second experimental drive with air cushion bearings, frictions forces can be neglected.� Inertial forces are proportional to slider mass and acceleration. They are important in thecase of high axis dynamics.� Machining forces are forces between tool and workpiece of a machine-tool axis. Dependingon the kind of machining, they may have quite di�erent characteristics. For instance, high-frequency forces are generated by the blades of a milling tool.The importance of the inertial force component depends on the dynamics of the system.For highly dynamic direct drive axes, inertial forces are dominant. In contrast to the other twodisturbance forces, this force is deterministic and known for control action. Therefore, it is easilycompensated in the feed-forward path of the controller.2.3.4 System State AcquisitionThe problem of system state measurement and estimation is the main topic of this disserta-tion. In Chapter 3, possible sensors for linear-axis motion control are discussed. Enhancedspeed estimation methods are presented in Chapter 4. Here, we just summarise that positionmeasurement only is normally used for machine-tool axes. The position resolution is chosenin the range of tenth of micrometers. Higher resolutions would be possible, but they limit themaximum speed. This is not desired for high speed machining applications.The position is measured by optical encoders with output signal periods of some micrometers.The resolution is increased by a special interpolation electronics which outputs an incrementalsignal in digital form. By counting the increments, the position is directly available as discretevalue.2.3.5 Model of the Controlled SystemCascade controller structures are often employed for machine-tool axis control, as already men-tioned in Chapter 1. The cascade controller consists of an outer position control loop and aninner speed control loop. The third and innermost current-control loop is closely related to



18 CHAPTER 2. BASIC NOTIONSpower electronics and drive characteristics. Its design is normally done by the drive manufac-turer. Therefore, in this dissertation, it is considered as a black box with a known but �xedtransfer function. In Figure 2.13, the complete linear model composed of the above presentedblocks power electronics, current control loop, and drive is given. It should be noted that thereference force Fref of the model corresponds to the reference phase current input of the powerelectronics. Fref- e�sTdel1+sTc Fmot-+-?Fexte - 1m a- 1s v- 1s x-Figure 2.13: Complete model of power electronics and linear drive.One important characteristic of servo drives, namely actuator saturation, is neglected in thepresented axis model. This problem is thoroughly discussed in [B�uh94]. The inuence of theinduced voltage U ind is also neglected. As this voltage considerably reduces the drive force forhigh speeds, this simpli�cation only holds for low speeds (e.g. typical working speeds of machinetools).2.4 Problems due to Position QuantisationIn Section 1.1, it is stated that speed estimation causes problems due to the increased samplingfrequency which is necessary for high bandwidth control. In the following, the problem isillustrated on a typical example of a real linear-drive axis. The inuence of sampling frequencyon position quantisation noise is explained.0 -+-e - Kpx vref-+-e �v- Kpv - G(z) x- Q xm-q�z�1Tz6 -q6 qFigure 2.14: Cascade controller structure with quantisation and position di�erentiation (z�1Tz ).In Figure 2.14, a cascade controller structure with a proportional speed and a proportionalposition control loop is illustrated. The discrete motor transfer function is denoted by G(z).The measurement quantisation is added as a special block Q, which has the measured positionxm as output. The speed estimation of the speed loop is obtained by direct di�erentiation( z�1Tz ) of the position. To quantify the position quantisation noise, quantisation is modelled asa uniformly distributed stochastic variable. Successive position samples are not correlated forusually employed sampling periods in the order of 100�s. The variance of the reference speeddue to position quantisation is calculated based on the formulae explained in Appendix A.1.



2.4. PROBLEMS DUE TO POSITION QUANTISATION 19The di�erence between reference speed and measured speed results as:��v = xm;k �Kpx + xm;k � xm;k�1TsamplThe variance �2 of this speed di�erence �v as a function of the position quantisation q is:�2 = q212 ��Kpx + 1Tsampl�2 + � 1Tsampl�2� = q212 �K2px + 2KpxTsampl + 2T 2sampl�Table 2.2 shows how the variance increases when using a higher sampling frequency whileleaving the speed ampli�cation Kpx (2001s ) and the position quantisation q (0.1�m) constant.The rightmost column indicates by what degree the position resolution has to be increased tocompensate this increased variance compared to the values with 500�s sampling period. TheTsampl fsampl Variance of vref hm2s2 i Compensation factor500�s 2kHz 29 � 10�9 1200�s 5kHz 173 � 10�9 6100�s 10kHz 680 � 10�9 23Table 2.2: Variance �2 of vref as a function of sampling period or sampling time and necessaryincrease in position resolution to compensate the increased variance (for Kpx = 200; q = 0:2�m).employed value of 200 for Kpx is selected according to the derivation in Section 5.1.2.3. Itconstitutes the limit value for which our linear drive axis (see Appendix C.1.1) is stable for a500�s sampling period. For shorter sampling periods, the system would remain stable for evenhigher feedback gains. In [PFST95] values of 200{5001s are indicated as current values of speedfeedback gains. However, the sampling period Tsampl has the major inuence on the varianceand the feedback gain Kpx has only minor inuence on the result. Therefore, the speed feedbackloop with speed estimation has a major inuence on the variance of the speed error signal �v.For shorter sampling periods, it makes thus greater demands on position resolution than theposition loop. Typically, the variance increases with the inverse square of the sampling period.A high bandwidth of speed measurement is important to ensure a high closed-loop band-width. Decreasing the variance on the speed estimate would increase the delay or the timeconstant on the obtained speed signal and thus limit the achievable closed-loop control band-width.In [LVP91], the problem of the inner speed loop having higher feedback gains and thusdemanding higher position resolution than the outer position feedback loop is discussed. Theauthors state there that the higher gain requirement for the velocity loop has a signi�cantinuence on the variance of the torque producing command. This causes problems for AC-drives,where the current loops need to have a high bandwidth for a proper �eld generation. This isexactly the case for our direct drives. The authors state in [LVP91] that �ltering is unacceptablebecause the resulting phase lag degrades the closed-loop performance. They propose observersolutions to reduce the problem of quantisation noise. But they also conclude that the tuning ofthe observer feedback gains is always a trade-o� between dynamic performance and quantisationnoise.



20 CHAPTER 2. BASIC NOTIONS2.5 Experimental Environment for Validation2.5.1 Digital ControllerFor the control of high-precision, high-dynamic axes, digital controllers are employed, becausethey o�er the necessary exibility. Higher sampling frequencies are used for linear drive axesthan for conventional machine-tool axes, where frequencies of less than 1kHz are usually suf-�cient. For high-speed machining, sampling frequencies of at least 2kHz are desirable. Dueto their performance, digital signal processors are often employed for axis control. They areprogrammed in high-level programming languages. Optimising compilers generate almost timeoptimal machine code for real-time control. There exists a wide variety of processors with �xedand oating point arithmetic. Their instruction set is well adapted to signal processing and thusto digital control, where mainly the same types of operations are performed.Experimental validation is very important in this dissertation, because the assumed sensornoise, external disturbance inuences, and delays on measured signals have to be veri�ed on realmeasurements. Two di�erent approaches for experimental validation are di�erentiated:� On-line evaluation: the measured variables are evaluated during control action and mea-surement and are directly displayed. This method is adapted for evaluating slow processesand medium to long-term characteristics. The process can be directly adapted dependingon the evaluations results.� O�-line evaluation: the measured data are only recorded during control action and mea-surement. They are evaluated afterwards. This method is appropriate for evaluatinghighly dynamic processes which cannot be evaluated on-line.For this dissertation, we choose the o�-line evaluation, because the process is highly dynamicand because we are interested in testing the inuences of design parameters on exactly the samemeasured data. However, the closed-loop characteristics and performance cannot be directlyinuenced by o�-line evaluations and results of the evaluations can only be considered in later testseries. The following steps describe controller design, implementation, and o�-line evaluation:� The design and simulation of a controller is done o�-line with specialised software tools(e.g. Matlab, Simulink).� The programming of the controller on the digital signal processor is usually carried outwith a cross compiler on a separate host computer. Programming languages are C andassembler.� The control with recording of the interesting process variables is done on the signal proces-sor. The recorded variables are stored into random access memory (RAM) during controlaction for later o�-line evaluation.� The storing of the recorded values in a �le on the host computer is done after terminatingthe control action.� The evaluation of the recorded process variables is performed o�-line with software tools(e.g. Matlab, Excel).



2.6. CONCLUSION 21For this dissertation, a TMS320C40 32-bit oating-point signal processor from Texas In-struments has been employed. This processor executes oating point operations with a cycletime of 50ns. The experimental environment which we have developed is composed of a mainprocessor board, an interface board, and a memory extension board. It provides the analog anddigital interfaces for the control of two machine-tool axes. The developed software comprisesdigital controller, reference trajectory generation, a terminal-based user interface, and emer-gency routines which intercept instable controller action. Even without taking too much careof calculation time during software development, sampling frequencies of more than 10kHz areeasily obtained for the mentioned tasks.More technical aspects of the developed digital controller environment are given in Ap-pendix C.2. To summarise, the software development, debugging, and retrieval of the recordeddata is done on a separate host computer (PC, Sun workstation), which is connected to thesignal processor. The user interface is in a terminal window on the host computer. It providesthe basic user-interface functions, such as controller start/stop, parameter changes, and so on.For recording experimental data during control, a memory board with 2M-Bytes of 32 bit largedata words is available.2.5.2 Linear-Drive AxesTwo di�erent linear-drive axes are used for experimental validation. The �rst one is a 75N peak-force drive with a slider mass of 1:6kg, air cushion bearings, and a position resolution of 0:4�m.The second is a 2200N drive with a mass of 100kg, roller bearings, and a position resolutionof 0:1�m. These two drives are further described in Appendix C.1.1 and Appendix C.1.2,respectively.2.6 ConclusionThe setup of linear-drive machine-tool axes has been discussed and the basic notions of motioncontrol introduced. The components of the axis control loop have been presented and themodels derived. The problems of speed estimation for axis control has been identi�ed and theexperimental environment for the validation of the theoretical results presented.Machine-tool axes require a high sti�ness (up to 700 N�m ), i.e. a low sensitivity to externaldisturbances. Inertial, friction, and machining forces are the main disturbances acting on linear-drive axes. For high system dynamics, inertial force inuence is dominant.Linear-drive machine-tool axes provide an almost ideal model. Their linear model consistsof a pure time delay from power electronics, a time constant from the current controller, and adouble integration describing the complete system dynamics.Linear-drive machine-tool axes can achieve a bandwidth which is a factor of 5 to 10 aboveconventional machine-tool axes. The controller sampling frequency has to be adapted to theincreased control bandwidth and thus raised. The variance on the purely position-based speedestimation due to position quantisation error increases with the square of the sampling frequency.To compensate this increase the position resolution would have to be increased by the same factoras the bandwidth. However, an increase in resolution is usually coupled with a reduction of themaximum speed. This is not desired for high-speed machining.
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Chapter 3Sensors for Linear Axis ControlSensors play a major role in control system design. They are as important as actuators andcontrollers. In order to achieve precise control action, they have to provide accurate informationabout the system's controlled variables. This fact holds even more in the presence of externaldisturbances acting on the system. Often, such disturbances are not deterministic and are onlystatistically known. Therefore, they cannot be completely modelled. The only way to detectthem for compensation is to measure their e�ect. The quality of the sensor data is thus a limitingelement of the achievable closed-loop system performance.The aim of this chapter is to discuss the state of the art of commercially available sensorsfor linear axis motion control. Moreover, a survey of the di�erent sensors, their performanceand limitations is provided. In general, movement is expressed in terms of position, speed,and acceleration. The corresponding sensors are discussed in Section 3.3, Section 3.5.1, andSection 3.4, respectively. External force measurement is briey reviewed in Section 3.5.2.This chapter is mainly based on literature and manufacturer information about the speci�csensors. Focusing on commercially available sensors, it provides the basis for the motivation ofthe central idea of this dissertation, i.e. adding low cost acceleration measurement to reduce therequirements on position measurement.3.1 IntroductionAn appropriate choice of the employed sensors in a control system is crucial. Such a choice has,on the one hand, to meet the requirements for the overall system performance to be achieved.On the other hand, economic reasons limit the choice. Bradley summarises in [Bra92] thiscompromise:What is the most inaccurate measurement which would be acceptable given the purpose ofthe measurement?The control of conventional machine-tool axes with lead-screw drives makes less demands onthe system state measurement. The mechanical transmission from the rotary motor movementto the linear axis movement limits the achievable closed-loop bandwidth. Measurement of axisposition and rotary motor position are su�cient to perform accurate control action. For direct-drive machine-tool axes, the situation is quite di�erent. Due to the absence of a gear box,they have a simpler mechanical structure and achieve higher control-bandwidths. As explained23



24 CHAPTER 3. SENSORS FOR LINEAR AXIS CONTROLin Section 2.4, given higher controller bandwidths and thus higher sampling frequencies, thepurely position-based speed control loop makes greater demands on position resolution than theposition loop. Therefore, to achieve the same precision at higher bandwidths, higher positionencoder resolution would be necessary. As the additional position information is only used todetermine the speed more accurately, a study of other sensor solutions is necessary.According to [NWN94], sensors represent the weakest link in the development of next-generation instrumentation, data-acquisition, and control systems. They are often unreliable,rarely accurate, and often too expensive. In addition, they provide almost no fault-tolerance orfault-detection capabilities. Today, the available technology enables the manufacturers to inte-grate signal processing locally on the sensor and add powerful communication interfaces whichare adapted to the used sensors. This is clearly visible in recent developments of accelerometers.Each new generation of such sensors provides increased bandwidth, precision and integratedsignal processing components at lower prizes. Local signal-processing leads to the developmentof \smart sensors" [Bra92], with functionalities such as error compensation (e.g. temperature),self-calibration, and diagnostics. We can also think of more complex functions, such as datacompression or data fusion.In recent years, sensor technology relevant to linear axis control has mainly evolved in twodirections. First, interferometry position measurement devices for machine-tool axes control arecommercially available; they are complex and expensive devices, and hence, their applicationis only justi�ed for very high demands on resolution and precision. Second, accurate acceler-ation sensors have become available at low prices. The widespread use of accelerometers formonitoring, modal analysis, testing, and control in di�erent �elds has signi�cantly driven theirdevelopment. Due to the progress in manufacturing technology, complex micro-machined struc-tures are possible on the same chip as micro-electronic elements. The progress in this sectordoes not seem to have reached a point of saturation yet. Some of the employed manufacturingtechnology is quite recent. More precise and cheaper sensors are to be expected in the future.3.2 Quality of Measured SignalsWhen assessing the \quality" of a sensor, one considers the following parameters [Bra92]: ac-curacy, resolution, repeatability, linearity, response time, and maximum uncertainty. They allinuence the control system performance. For the design of systems, parameters such as en-vironmental conditions and system cost are of major importance. We briey de�ne the termswhich are important for the remainder of this chapter. They are visualised in Figure 3.1
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errorFigure 3.1: De�nition of accuracy and repeatability.� The repeatability indicates the closeness of the measurements when a static signal is repeat-edly measured. A good repeatability only guarantees that in this case the values are closeto each other, but not that they are exact. In accordance with the literature [HSW89], wealso use the term precision in this work synonymously for repeatability.



3.3. LINEAR POSITION MEASUREMENT 25� The accuracy denotes the closeness of the measured data to its real value.� The term resolution is used here in the context of digital control. It indicates the equivalentphysical value of one least-signi�cant bit in the numerical representation of a measuredvariable.3.3 Linear Position MeasurementPosition is the most important variable to be measured for motion control of machine-tool axes.Its accuracy limits the maximum achieved accuracy in closed-loop control. Its resolution, whichis normally an order of magnitude higher than its accuracy, is important for the calculation ofspeed by di�erentiating the position.Three major concepts are used for linear motion position measurement in the sub-millimetreto sub-micron range. The lowest resolutions in the millimetre range are obtained with mag-netic encoders. Optical encoders reach signal periods of some microns. Their accuracy lies inthe range of 1%{2% of these signal periods. Their concepts and possibilities to increase theirresolution by interpolation are the topic of Section 3.3.1. Measurement devices based on laserinterferometry o�er accuracies in the range of 1ppm (part per million) of the measured distance.For a position range of 1m, this means an accuracy of at least 1�m. This is especially the casefor interferometers in the lower price segment, more accurate devices being far beyond the limitof what can be paid for machine-tool axis measurement. The concept of laser interferometryis described in Section 3.3.2. Rotary encoders are not used in this context due to the lack ofprecision of the necessary conversion from linear to rotary motion.3.3.1 Magnetic and Optical Position MeasurementPosition measurement devices based on magnetic and optical principles generally output incre-mental signals with relative position information. These signals are analog and of sinusoidalshape. Absolute position encoders, based on the optical principle, are also available, but havebeen used less commonly for machine-tool axes so far. There exist di�erent methods for absolutemeasurement. We do not discuss these methods in greater detail. We are only interested in theavailable resolution and accuracy, which are equal for incremental and absolute sensors.3.3.1.1 Position SensorsFigure 3.2 illustrates the general setup of an optical encoder. The sensing part, composed ofa light source, a sensing plate and light sensors, moves with reference to a ruler with gratings.The light source sends the light through the grated sensing plate. The grated ruler plate reectsthe light to the sensors as a function of the relative position between sensor and ruler. Fourlight-sensing elements �nally detect incremental position changes.A Moire e�ect [Kun93] results from placing sensing plate and ruler gratings at a slightlydi�erent angle [Bra92]. This provides sinusoidal output signals. A pair of 180-degree phase-shifted signals is used to generate one output signal. By taking the di�erence between the twosensor values, the measurement o�set is eliminated and the signal amplitude is doubled. Twosensor groups are placed with 90-degree phase di�erence in order to generate two 90-degreephase-shifted output signals a and b. Therefore, four sensors are necessary to provide the two
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Figure 3.2: (a) Setup of optical encoder [Wal85]; (b) Moire e�ect.output signals. The incremental position information, which consists of the moved distanceand direction, is extracted from these signals. This extraction is based on the sequence of zerocrossings and on the amplitudes of the two signals.In the remainder of this section, position encoders of HEIDENHAIN, one of the main lin-ear encoder manufacturers, are discussed in detail. We summarise information from [Hag96],which provides us with a recent description of the state of the art of commercially availableHEIDENHAIN sensors.Three main types of position encoder sensors are available. The �rst type, magnetic sensors,has the lowest precision. The other two types are based on optical principles. One of themuses a light beam and the other one di�raction. Position sensors are available in an openand an encapsulated version. The open version is more precise and has no friction. With theencapsulated version, the sensor is protected against environmental inuences, such as lubricantsand material from machining. The open version is mainly used for precision machine tools,measurement systems, and production equipment for chip manufacturing. The encapsulatedversion, in contrast, is used for metal-cutting machine tools.Table 3.1 summaries signal period and maximum deviation within one signal period of thethree types. The maximum position deviation is speci�ed relatively to the signals period. Forthe open systems this value is 1%, for encapsulated systems 2%.Principle Signal period Maximum deviationmagnetic 200�m to 10mm �2�m to �100�mlight beam 10�m to 200�m �0:1�m to �2�mdi�raction 128nm to 4�m �1nm to �40nmTable 3.1: Available signal period and maximum deviation within one period [Hag96].Encapsulated encoders have eigen-frequencies in the range of 2kHz. This is a factor of at least4 above the �rst mechanical mode of the machine. These eigen-frequencies have therefore lessinuence than the mechanical modes of the axis and are usually neglected. Due to some exibilityof the encoder, dynamic deviation of the position is encountered at periods of high acceleration.With 1g constant acceleration and 2kHz eigen-frequency, dynamic errors are around 60nm forall these encoders.



3.3. LINEAR POSITION MEASUREMENT 273.3.1.2 Interpolation for Increasing ResolutionPosition sensors of the magnetic and optical type have an accuracy of about 1%{2% of their out-put signal period. Therefore, counting only the zero crossings of the two 90-degree phase-shiftedsinusoidal output signals would result in a signi�cant loss of resolution. A variety of methodsto improve the resolution of these sinusoidal signals by interpolation has been developed. Inter-polation devices are commercially available. They are usually part of the measurement systemand are delivered with the corresponding sensor. So far, these interpolation boxes have mainlybeen separate devices, which have the analog encoder signals as input and digital incrementalsignals as output. There is, however, a tendency toward the integration of interpolation withthe numerical controller electronics.Theoretical aspects of interpolation. Based on the two sinusoidal phase-shifted signals ofthe sensor, denoted by a and b, the actual angle ' within the signal period has to be calculated.By de�ning the �rst measured output signal as a = sin('), the second output signal results asb = sin('+ 90o) = cos('). Vice versa, the angle ' is expressed as the following function of thetwo measured signals a and b: ' = arctan �ab�By taking the periodicity of the trigonometric functions with the explicit signs of a and binto consideration, the angle ' is obtained in the range [0::2�]. In robotics, this function isknown as 4-quadrant arc tangent function. Di�erent hybrid analog and digital methods havebeen developed for calculating the output angle in numerical form. We do not go into detailsbecause they are not important for our purposes.Interpolation electronics is usually implemented as sampled system. In order to always tracethe absolute position of the incremental signals exactly, the maximum distance moved betweentwo interpolation samples has to be lower than half an encoder signal period. Therefore, thefollowing relationship results between encoder sampling time Tencoder, the maximum axis speedvmax, and the position encoder resolution Xencoder:Xencoder > 2 � Tencoder � vmax (3.1)Accuracy and resolution of interpolation. Hiller investigates in [Hil96] errors which canoccur due to interpolation for a rotary axis and a linear-drive axis. We summarise his expla-nations and results in the following. It should be noted that his results have been obtained byboth simulations and measurements.The main sources of interpolation errors are perturbations on the two sensor signals a andb, such as o�sets, di�erent amplitudes, high-order resonances, time constants, and noise. Theseperturbations degrade the resulting position values in so far as the position errors are a multipleof the theoretical values of the interpolated position resolution. This fact is clearly visible whencalculating the drive speed by di�erentiating the drive position.Nowadays, interpolation factors up to 4096 are possible to achieve with specialised chips.Hiller, however, shows the limits of interpolation due to measurement inaccuracies with thefollowing example: The position signal of a 20�m encoder is interpolated with the factor 1024,leading to a position resolution of about 20nm. By sampling the signal with 200�s samplingtime and calculating the speed with direct di�erentiation, there results a theoretical speed



28 CHAPTER 3. SENSORS FOR LINEAR AXIS CONTROLquantisation of 100�ms , i.e. a maximum quantisation error of �50�ms . Due to inaccuracies onthe measured position, the errors on the speed, based on measured position, is in the range of�600�ms . According to Hiller, this di�erence is mainly due to harmonics and noise on the sensorsignals.It is certainly possible to adjust some values as o�sets and signal amplitudes automatically.Hiller states, however, that measurements with di�erent position encoders show that often itis not possible to have an adjustment for the whole position and speed range at once. There-fore, compensation methods become very complex. Noise and resonance compensation is onlypartially possible.We conclude that it is not useful to go far below the accuracy of the encoder (1%{2% ofencoder signal period) by interpolation. In this case, measurement noise becomes too important.The inuence of this noise on a speed estimated by position di�erentiation is signi�cant, andtherefore, higher interpolation factors cannot be recommended only for improved speed deter-mination. Thus, quantisation noise would inevitably be replaced by measurement noise, and theresult would not be improved.Design issues. The theoretical relationship (3.1) between encoder sampling time Tencoder,the maximum axis speed vmax, and the position encoder resolution Xencoder will now be appliedto two examples from the practice. For a controller-integrated interpolation electronics witharctan-interpolation, the sampling period Tencoder is around 1�s (see example in [Hil96]). Whenusing a separate interpolation unit, as the described EXE-boxes from HEIDENHAIN (see Ap-pendix B.1), the maximum input signal frequency is further limited. For these two solutions,the following relationships between maximum speed and encoder resolution are de�ned by:Integrated interpolation: Xencoder > 2�s � vmaxEXE-box interpolation: Xencoder > 20�s � vmaxAs a result, given the �xed interpolation sampling period, the choice of a certain encoderresolution is a trade-o� between position resolution and maximum speed. Hence, the maximumspeed constitutes the main limitation when using interpolators. The price of position encodersdoes not vary signi�cantly for di�erent resolutions, except for very high resolutions and accuracy.Therefore, economic arguments do not inuence this trade-o�.3.3.1.3 Signal TransmissionThe signal transmission from a position encoder to the numerical controller should not be amatter of concern for our purposes. But the quasi-standard for this transmission shows somesevere drawbacks when working with sampling periods in the range of 100�s (10kHz) as we do.Therefore, we briey discuss the characteristics of this interface and possible solutions for thefuture.Figure 3.3 illustrates two di�erent setups for the placing of the interpolation unit. In theupper one, the interpolation unit is an extra device between the encoder and the controller.In the second one, it is integrated into the numerical controller. Today, the interpolation unit,as a part of the measurement system, is often a device which is independent of the numericalcontroller (see EXE-box in Appendix B.1). It is placed somewhere near the optical encoder inorder to make the analog signal path as short as possible. It interpolates the encoder signals withan internal cycle time of around 2�s (500kHz). After each interpolation, the position increments
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interpolationFigure 3.3: Placing of interpolation electronics.are transmitted to the numerical controller by two 90-degree phase-shifted rectangular signals.These signals have to be counted in the controller in order to obtain the absolute position.Resetting the counters at startup is done by an additional signal from a special zero markeron the position sensor. No signal is present to synchronise the numerical controller to theinterpolation unit.Another possibility is to transmit the analog signal to an interpolation unit which is inte-grated in the numerical controller. In general, the analog signal transmission path is longer, whatpossibly induces noise problems. However, the complexity for rectangular signal generation andcounting as well as the problem of synchronisation are reduced.According to our experiences, two major problems arise when using the setup with ex-tra interpolation unit, as we did. First, the missing synchronisation between interpolator andnumerical controller with a factor of 50 (500kHz/10kHz) between the two sampling periods gen-erates unwanted interferences. Second, in earlier interpolation units, the position increments arenot equally distributed during the interpolator sampling period, but transmitted by bursts witha �xed output frequency. Figure 3.4 illustrates the two variants: the output increments of thesolution on top are equally spaced, the increments of the second solution are output as bursts.The latter solution has severe drawbacks because of the missing synchronisation between the
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interpolator samplingFigure 3.4: Digital output modes of interpolation units.two sampling operations of interpolator and controller. When sampling occurs exactly during aburst, the sensitivity of the result on the exact moment of sampling is enormous, given the highburst output frequency. However, the former method adds a delay of one interpolator samplingperiod for signal transmission only. Both solutions are not suitable for the calculation of theactual speed by measuring the time between two encoder increments. This time is inuencedby the interpolation unit and hence adds noise to the speed signal.We expect that in the nearer future, this data transmission will be done by �eld buses withthe possibility of synchronisation. It is not understandable why two di�erent digital components,



30 CHAPTER 3. SENSORS FOR LINEAR AXIS CONTROLboth working with microprocessors, should communicate by other means than by buses. Fieldbuses simplify cabling, con�guration, synchronisation, commissioning, and add exibility. Theyare already successfully implemented for similar control problems in other �elds. The fact thatthey are not more widely used for machine-tool control seems to be a marketing problem ratherthan a technical one. But the pressure to migrate in this direction will surely raise with thehighly-dynamic direct-drive axes.3.3.2 Laser Interferometers for Linear Position MeasurementLaser-interferometry position measurement devices provide an excellent means to measure posi-tion with high accuracy. They are complex measurement systems comprising error compensationcomponents. Therefore, they are very expensive, probably too expensive for machine-tool ap-plications. Nevertheless, for very sophisticated motion control problems with high requirementson accuracy, they might be the only solution to meet the requirements.
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Target Figure 3.5: Principle setup of laser interferometer [Bra92].The principle of the measurement is illustrated in Figure 3.5. A laser, which is well-stabilisedand temperature-compensated, sends out a light-beam at a speci�c frequency. A so-called beamsplitter reects a part of the light to a reference detector. The measuring beam which passesthe beam splitter is sent out from the basic device to the mobile target. This target acts asa mirror which reects the beam in a direction towards the basic device, where it is capturedby a second detector. By observing the phase di�erences between the two detected signals,incremental movement information is obtained. The accuracy mainly depends on the frequencystability of the laser. Environmental conditions, as e.g. temperature or humidity, change thepropagation of the light and cause additional errors. The resulting errors are proportional tothe measured distance. Therefore, the accuracy is speci�ed in ppm.The speci�cations of one commercially available laser interferometer in the lower price seg-ment are given in Appendix B.2. The device has an accuracy of about 1ppm. The maximumrange is 1m. A conventional version of this device costs around $20.000, the OEM (OriginalEquipment Manufacturer) version with functionalities adapted to the requirements costs aboutone third of this price.We think that the use of interferometers cannot be generally recommended for positionmeasurement of highly dynamic machine-tool axes. They are an order of magnitude moreexpensive than comparable optical encoders and need well de�ned environmental conditions.



3.4. ACCELERATION MEASUREMENT 31In addition, the maximum speed is also limited. Nevertheless, for very high requirements onaccuracy, their use can be justi�ed.3.4 Acceleration MeasurementAdding acceleration measurement to a motion control system signi�cantly improves the knowl-edge of the movement of the controlled system. Acceleration is proportional to the sum of allforces acting on a linearly moved mass. Therefore, accelerometers are also able to detect exter-nal disturbance forces, such as machining forces and friction forces. In contrast to measuringspeed or position for disturbance force detection, the obtained signal is not attenuated by theintegration relationship between acceleration, speed, and position. Hence, external disturbancesare compensated for more directly.At the beginning of their development, accelerometers have been used to measure only dy-namic accelerations [BdRK94]. Piezoelectric accelerometers have been employed as vibrationsensors, e.g. for modal analysis. It has only been recently that sensors which also measure staticacceleration have been required. Accelerometer technology has signi�cantly evolved in recentyears. This development has mainly been driven by two factors. First, manufacturing technologyin the �eld of micro-machining and micro-electronics has made considerable progress. Thus, it ispossible today to combine mechanical components with electronic signal conditioning circuitryon one single chip. And second, accelerometers are used in various industrial applications, whichmeans that huge quantities of these sensors are manufactured. Accelerometers are available ina wide range of accelerations, bandwidths, and prices. Today, even low cost products guaranteehigh precision.In the following, the main accelerometer types are briey explained. Their characteristicsare outlined and the di�erent types are compared. We restrict ourselves to inertial accelerom-eters which are commercially available. The technical data of two low cost accelerometers aresummarised in Appendix B.3. Other sensor types, as e.g. sensors for direct measurement ofrelative accelerations based on eddy currents [Hil96], are under development and will possiblyprovide interesting alternatives to the inertial sensors.3.4.1 Mechanical Characteristics of AccelerometersMost of today's accelerometers are based on a mass-spring system. In this setup, a mass issuspended with a spring. Without acceleration, the mass is in neutral position. In the presenceof a constant acceleration, the mass moves and remains at that point of deection where thespring force is equivalent to the inertial force due to the acceleration of the mass. To measurethe acceleration, the deection is transformed into an electric signal.The mass-spring system is modelled as a second order system with the main parametersbeing resonant frequency and damping. For the derivation of this model, the reader shouldrefer to [DRM93]. The design of the sensor is a compromise between sensitivity and operationalfrequency range [BdRK94]. A higher sensitivity, obtained by a bigger mass, lowers the resonantfrequency and hence the usable bandwidth. From the theory of second-order systems it is knownthat the highest usable bandwidth can be achieved when the movement is critically damped.Over-damping would lower the usable bandwidth, and under-damping could generate mechanicalresonances. The damping of accelerometers is determined by the viscosity or pressure of the



32 CHAPTER 3. SENSORS FOR LINEAR AXIS CONTROLmedium in which the mass is placed, and by the dimension of gaps in which the mass can freelymove in [KdR94].Accelerometers have to be robust against very high acceleration peaks due to shocks, whichoccur during transport, mounting, or even during measurement. Therefore, accelerometers haveoverrange protection and bear for accelerations which exceed the maximum measurement rangeby more than an order of magnitude.Most small-size accelerometers are silicon sensors, manufactured by micro-machining andphoto fabrication. They often have a monolithic structure, i.e. the sensor is basically onesingle element. This structure reduces assembly costs for producing high-performance sensors[BdRK94]. The main matters of concern when fabricating acceleration sensors are tempera-ture coe�cient, non-linearity, cross-axis sensitivity, overrange protection, and other reliabilityproblems [BdRK94].The accelerometer weight often inuences the measurement, as mentioned in [BdRK94] and[Bra92]. This problem does not occur in the case of machine-tool axis control due to the relationbetween accelerometer mass (some grams) and the axis slider mass (some tenths of kilograms).3.4.2 Detection MethodsAs we have seen in the previous section, a mass inside the accelerometer is displaced in thepresence of an acceleration. Here, we summarise the possible detection methods to transformthis deviation into an electrical signal. The detection of the displacement is mainly based ontwo di�erent methods. A �rst one monitors the strain in the spring caused by the acceleration.The following e�ects are used for strain detection [BdRK94].� Piezoresistive elements change their resistance when stress or strain is applied to them.Piezoresistive sensors also detect static accelerations. They are further discussed in Sec-tion 3.4.2.1.� Piezoelectric elements induce charges on their surface, when pressure is applied by theinertial mass. Due to leakage currents, these charges do not persist with constant accel-erations. Therefore, no static accelerations can be measured with this method, which isbriey discussed in Section 3.4.2.3.� Resonant sensors are based on a mechanical oscillator that changes its natural frequencyas a function of the applied acceleration. In the case of vibrating beam accelerometers,the natural frequency of the beam is changed by the inertial mass suspended on the beam.The mechanical structure is actively excited and the natural frequency detected. Di�erentmethods for excitation and detection are possible [BdRK94]: Electrostatic excitation andcapacitive detection, thermal excitation by periodic heating and piezoresistance detection,piezoelectric excitation and detection, and electro magnetic excitation and detection.A second type of monitoring the acceleration measures the deection of the mass-spring systemcaused by accelerations directly [BdRK94]:� Capacitive: The capacitance varies with the distance between the two electrodes of acapacitor. In the case of capacitive accelerometers, the deected mass and a metal plateon the substrate form a capacitor. For further details, see Section 3.4.2.2.



3.4. ACCELERATION MEASUREMENT 33� Optical: The light intensity as measurand is modi�ed by the acceleration-caused deviationof the mass.� Permanent magnet: In this setup, the mass is a permanent magnet. Magnetic sensors,e.g. Hall elements, detect its displacement. The precision is rather limited.� Inductive: The displacement is detected by a di�erential transformer.From these di�erent detection methods, mainly the piezoresistive, the capacitive and thepiezoelectric are widely applied. Highly precise sensors are commercially available, most ofthem at low cost. Therefore, only these three detection methods will be further discussed in thefollowing.3.4.2.1 Piezoresistive AccelerometersPiezoresistive accelerometers measure the strain on the spring induced by the acceleration actingon a mass. They have been developed for more than a decade [KdR94]. They are capable ofmeasuring static as well as dynamic accelerations up to medium frequencies and provide mediumsensitivity at low cost.
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nFigure 3.6: Schematic of piezoresistive accelerometer [KdR94].Figure 3.6 illustrates the basic setup of a piezoresistive accelerometer. The sensor is composedof three components: a base, a beam, and an inertial mass. All these components are made ofsilicon. The base serves for �xing the structure on the housing of the sensor. The beam acts asspring. Accelerations acting on the inertial mass deect the beam. Piezoresistors for detectingthe strain are mounted on the beam near the base part, where the strain is maximum. Bydi�using the piezoresistive element on the beam, a small monolithic accelerometer structure isobtained [BdRK94].Piezoresistive accelerometers have a low output impedance. Therefore, the output signalscan be used without on-chip signal conditioning circuitry [BdRK94]. However, the piezore-sistors are sensitive to temperature changes. Sometimes, active temperature compensation isrequired. Much of the temperature-drift problems can be solved by using a Wheatstone bridgecon�guration.In the following, some characteristics of the Wheatstone bridge are briey reviewed. Thisparagraph is a summary of the discussion in [KdR94]. For more details the reader is to referto this reference. In general, two opposite resistances of the bridge are placed on the sensorin order to have the current ow in the direction of the stress, and the two other resistancesin order to have it perpendicular to the stress. Therefore, stress on the beam decreases theresistance of the two former resistances and increases the one of the two latter ones. This setup



34 CHAPTER 3. SENSORS FOR LINEAR AXIS CONTROLincreases the sensitivity. The Wheatstone bridge con�guration directly outputs a voltage. Ifthe bridge is perfectly balanced, common-mode temperature inuences are not visible at thedi�erential bridge output. Often, passive temperature compensation techniques are su�cient.An interesting method of sensing the internal temperature for active compensation is to observethe relationship between the bridge voltage and the total bridge current. Thus, the piezoresistorsact as temperature sensors.To specify the performances obtained by purely passive temperature compensation, threedi�erent coe�cients are de�ned:� The Temperature Coe�cient of O�set (TCO) indicates the relationship between temper-ature and output o�set. With the Wheatstone bridge setup, the temperature dependencyof the piezoresistors is not of major inuence on the TCO. Residual stresses on the resis-tors and their temperature dependency are more important and have to be reduced by acareful sensor design. Manufacturers usually de�ne a setup for the electronic circuit to beused including exact values of compensation resistances given for each sensor individually.When using this electronics, they guarantee a certain TCO for their devices.� The Temperature Coe�cient of Sensitivity (TCS) de�nes the dependence between tem-perature and output sensitivity of the bridge. The temperature dependence of the piezore-sistors has the main inuence on this coe�cient. Manufacturers also provide a maximumTCS for a certain electronic circuitry and a speci�c sensor. By using a constant bridgecurrent instead of a constant bridge voltage, this phenomenon is partially compensatedfor, depending on the respective bridge resistance values.� The Temperature Coe�cient of Resistance (TCR) de�nes the relationship between tem-perature and total bridge resistance.Piezoresistive type accelerometers have been used in this work. A summary of their datasheets is given in Appendix B.3. In addition to the general sensor information, the manufacturerprovides a special calibration data sheet for each sensor. It speci�es sensitivity, o�set, bridgeresistance, damping ratio, resonant frequency, TCO, TCS, TCR, and temperature compensationresistor values to be used.3.4.2.2 Capacitive AccelerometersCapacitive accelerometers directly measure the deection of the mass-spring system due toacceleration by transforming the deection into a capacitance change. Their measurement rangecomprises static accelerations as well as high frequency accelerations. In general, they are moresensitive than the piezoresistive types, but need more complex signal conditioning electronics.The general setup illustrated in Figure 3.7 is similar to the piezoresistive type. A siliconmass is �xed on a base part by a silicon spring. The mass acts on the same time as inertia andas one electrode of a capacitor. A second electrode is �xed on the base of the accelerometer.When the mass gets out of its neutral position due to accelerations, the distance between thetwo electrodes and thus the capacitance changes. An oscillator with the varying capacitor astiming element detects the capacitance and generates an output frequency as a function of thecapacitance.A detailed description of the peculiarities of these capacitive sensors is found in [BdRK94].We summarise only the most important points. As in general the relative capacitance change is
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nFigure 3.7: Schematic of capacitive accelerometer [KdR94].greater than the relative resistance change, capacitive sensors have a higher sensitivity than theirpiezoresistive counterparts. Nevertheless, given the small size of the sensors, their capacitancesare very low. The inuence of parasitic capacitance and noise is thus signi�cant. Therefore,the detection electronics has to be placed near the sensor, or better, integrated on the sensor.Usually, CMOS electronics is used for detection due to its high impedance. Di�erent outputsignal types are possible. Frequency output provides good noise immunity. Voltage output isthe most commonly used today. Digital output will be important in the future. The advan-tages of capacitive sensors compared to piezoresistive sensors are summarised in [NWN94] asfollows: their sensitivity is higher and they consume less power; they have smaller temperaturecoe�cients, because they do not have the temperature sensitive piezoresistors.Another detection technique for capacitive accelerometers than simple capacitance measure-ment is force feedback. With this con�guration the capacitor is used as sensor as well as aelectrostatic force actuator. The idea behind this method is to generate an opposite equal forceto the inertial force of the acceleration. A control loop exerts the necessary force to completelycompensate for the inertial force, and thus keeps the mass at its neutral position, independentlyof the acceleration. By knowledge of the exerted force, the equivalent inertial force is known.This setup has the advantage that non-linearities of the mass spring system do not inuence theresult, as only small deviations from the zero force point are possible and are directly compen-sated for. The sensor switches periodically between a measurement phase and a force phase.Force feedback o�ers di�erent advantages. The operating range is increased [BdRK94].These accelerometers have a high sensitivity and very high precision at moderate bandwidths[NWN94]. The force-feedback method provides the possibility of self-testing and calibration.The necessary more complex signal-conditioning circuitry and a higher current supply are thedrawbacks of this solution.3.4.2.3 Piezoelectric AccelerometersPiezoelectric accelerometers also consist of a mass-spring system. Accelerations of the massinduce stress on a piezoelectric element, which thereby induces charges on its surface. A signalconditioning circuitry measures these charges.The following description is taken from [DRM93], where more detailed information on thissensor type can be found. Piezoelectric material, most often single crystal quartz, containmolecules with asymmetrical charge distributions. In the presence of pressure on the element,the crystal is deformed. Positive and negative charges are relatively displaced within the crystal.This internal displacement generates external charges of opposite sign on the external surfacesof the crystal. By metallic electrodes, the external charge is detected as a voltage. The piezo-



36 CHAPTER 3. SENSORS FOR LINEAR AXIS CONTROLelectric sensor is modelled as a charge generator in parallel with a capacitor and a resistance.This resistance causes a leakage current which lowers the charge in the case of constant pressureon the piezoelectric element, equivalent to constant acceleration. Therefore, static accelerationscannot be measured precisely with this type of sensors. The dynamic response of the piezoelec-tric element itself is very high. However, the dynamic response of the complete piezoresistiveaccelerometer is limited by the resonant frequency of the mass-spring system of the accelerom-eter.3.4.2.4 Comparison of Accelerometer TypesWhen focusing on commercially available products, three di�erent detection types, namelypiezoresistive, capacitive, and piezoelectric accelerometers, have to be considered possible so-lutions. Table 3.2, extracted from a table in [KdR94], compares their main characteristics withregard to axis control. Accelerometer typeParameter Piezoresistive Capacitive PiezoelectricLinearity error Low High MediumDC response Yes Yes NoAC response Medium Wide WideSensitivity Medium High MediumLocal electronics required No Yes YesCost Low Medium HighTable 3.2: Comparison of piezoresistive, capacitive, and piezoelectric accelerometers [KdR94].The piezoelectric sensors do not provide DC response. As low frequencies or constant accel-erations are well possible in axis control, this type of sensor does not match well the requirementsof the linear axis control problem and is not further considered in this work.In general, the necessary electronics for external signal conditioning of capacitive sensorsis complex. Compared to piezoresistive sensors, this is not a drawback any more, due to theintegration of signal conditioning on chip. As an example, the capacitive sensor speci�ed inAppendix B.3 has the same bandwidth as the comparable piezoresistive one at a lower price.In addition, it o�ers a direct voltage output. Capacitive type accelerometers have a highersensitivity than piezoresistive ones. The high linearity error of capacitive type accelerometersmentioned in Table 3.2 has been reduced by the manufacturers. Low cost accelerometers witha good linearity are available today.In [BdRK94], it is stated that piezoresistive type sensors are generally simpler than theircapacitive type counterparts and have a better frequency response. This is in contradiction toTable 3.2. With today's manufacturing technology, both types have a very similar mechanicalstructure. Therefore, performance criteria such as damping, bandwidth, and precision dependmore on manufacturing precision and hence on the price than on the readout technique. Wecompletely agree with Bradley when he states in [Bra92] that in either con�guration, the condi-tioning of the output signal is of great importance, and when he adds that the development ofsmart sensors and transducers with the initial signal conditioning located on the same chip asthe sensor itself is likely to be of major importance. Operations such as linearisation, �ltering,and scaling are implemented by the manufacturer and hence adapted to the sensor that way.



3.5. OTHER MEASURED VARIABLES 373.4.2.5 Accelerometer InaccuraciesLet us briey discuss some error sources which occur when measuring acceleration. The di�erenterrors are seen in the context of linear-axis control.� Non-linearities generally add new frequency components to the output signal. This is notwanted on an acceleration signal. Therefore, sensors with high linearity have to be used.Time invariant non-linearities can be identi�ed and compensated by look-up tables.� Temperature drift is mainly a problem of the piezoresistive type sensors. Temperaturechanges cause, for this sensor type, gain drifts and o�set drifts. When working at variabletemperatures, drift e�ects have to be adaptively compensated for.� Transversal sensitivity denotes the inuence of accelerations in other directions than themeasuring direction. Linear-drive axes usually have one degree of freedom and, therefore,transversal sensitivity does not pose any problems.� Resonance frequencies of the accelerometers have to be avoided. Their excitation is pos-sible due to structural resonances and as a result of control action. In the presence ofhigh acceleration amplitudes near or at the resonant frequency, the sensor could reachsaturation due to the gain, which is often higher than unity at this frequency. Thereby,the measurement becomes unusable.� Mounting of the accelerometers on the structure of the axis is a crucial point, according toour experiences. Due to local mechanical resonances of the axis structure, measured signalscan be made unusable, because the amplitudes of the resonance accelerations are biggerthan the ones of the axis accelerations. We employ heuristics to determine an optimalposition for the sensor. By exciting the axis with a deterministic signal and assessing themeasured acceleration, unsuitable places are recognised and better places may be lookedfor. This method is not scienti�c; based on heuristics on possible spots of minimumresonances, however, good results are obtained within a short time period and withoutcostly measurement equipment. Of course, modal analysis directly identi�es the locationsof nodes of the mechanical modes of the structure, which are advantageous for mountingaccelerometers. However, this approach necessitates costly measurement equipment, andthe expense is not justi�ed.3.5 Other Measured Variables3.5.1 Axis SpeedKnowledge of the axis speed is important for feedback control. The speed is usually obtainedby di�erentiation of the position. For high bandwidth control, however, this method leads toquantisation noise and hence to considerable control chatter. Thus, there is a need for directspeed measurement. The only practical solution is the linear-velocity transducer (LVT).A self-generating LVT is discussed in [DRM93]. This device is based on electro magneticinduction. The output voltage of this transducer is proportional to the axis speed. Its schematicrepresentation is shown in Figure 3.8. A permanent magnet core moves in two windings, whichare wired in opposition. This special setup has as its consequence the magnet's ability to move



38 CHAPTER 3. SENSORS FOR LINEAR AXIS CONTROLfrom its shown initial position half its length to the right and half its length to the left alwaysgenerating a signal proportional to its speed. In addition, non-idealities in the magnetic �eldare compensated to a high degree. In [DRM93], it is stated that with this setup linearities of�1% are achieved.
S N

VFigure 3.8: Linear velocity transducer (LVT) [DRM93].Philipp discusses direct speed measurement for linear-drive axes in [Phi92]. He states thatthis solution poses some problems:� Size, cost: Direct-drive machine-tool axes may move very slowly. Inductive speed sensorsadapted to these speeds are large and expensive.� Bandwidth: The high inductance of these sensors limits the usable bandwidth. The nec-essary anti-aliasing �lter further reduces the bandwidth.Philipp concludes that inductive speed sensors are not well adapted to digital control of directdrives. To our knowledge, no considerable progress in the �eld of direct speed measurement hasbeen made recently. Therefore, the drawbacks (cost, size, bandwidth) of the inductive solutionspersist and we did not pursue this direction any further in this dissertation.3.5.2 External ForceSensors for measuring the force between two mechanical pieces are commercially available. Forcesacting on these sensors cause shear, which is detected by piezoresistive elements. These sen-sors usually have a considerable mass. More details are found in [DRM93]. Alter successfullyimplemented tool force measurement with force feedback control for increasing the sti�ness oflinear motor machine-tool feed drives [Alt94]. Tool force measurement provides information ex-clusively on the force between the tool and the axis. Friction forces are not detected and hencenot compensated for.Alter concludes that acceleration instead of force measurement would be advantageous forthe following reasons. First, accelerometers need not be placed at the point, where externaldisturbances have their e�ect. Second, acceleration sensors do not a�ect the system dynamicsor add a signi�cant mass to the linear axis. Therefore, we do not investigate the use of forcesensors any further.3.6 Summary and ConclusionsDi�erent sensors which are possible for motion control of linear-drive machine-tool axes havebeen reviewed in this chapter. Their main characteristics are briey summarised here.
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Chapter 4High-Precision Speed EstimationHighly dynamic direct-driven machine-tool axes require controllers with a high closed-loop band-width and an excellent disturbance rejection in order to take full advantage of their increaseddynamic performance. High controller bandwidth with its resulting high sampling frequencymakes great demands on the system state measurement and estimation. As already mentionedin Section 2.4 and more detailed in Section 5.1, the accurate estimation of the axis speed is oneof the key issues of the control of highly dynamic machine-tool axes. As a result of design, theaccuracy of the employed position encoder is adapted to the required axis precision. However,with a high bandwidth, the position-only speed estimation requires higher position resolution.Therefore, it imposes restrictions on the digital control of high-bandwidth axes. The di�erentpossibilities of speed estimation, their limitations, and possible enhancements are the topic ofthis chapter. They will be analysed and compared concerning the delay on the signal and theiroutput noise caused by quantisation. The inuence of these two factors on the closed-loopperformance is discussed in Chapter 5.The remainder of this chapter is structured as follows. After a brief introduction to the speedestimation problem in Section 4.1, Section 4.2 compares di�erent, commonly used position-onlymethods to estimate drive speed. In Section 4.3, a novel fusion method to combine position andacceleration measurement to a highly accurate speed estimation is proposed. After a review ofrelated work, the algorithm is developed and analysed. The proposed method includes on-lineidenti�cation of accelerometer gain and o�set. Experimental results demonstrate its successfulimplementation and advantages. Section 4.4 �nally compares the di�erent speed estimationapproaches.4.1 IntroductionThe use of position-only speed estimation raises the problems of quantisation noise and delay onthe resulting speed signal. Both e�ects reduce the closed-loop performance of the speed controlloop. Noise leads to control chatter which unnecessarily heats up the motor, may excite systemmodes and hence, deteriorate the surface quality of the machined pieces. Delay, on the otherhand, reduces the maximum possible bandwidth of a stable closed-loop system. All designs ofposition-only speed estimation algorithms lead to an inherent trade-o� between noise and delayon the resulting signal: reducing chatter by �ltering increases the delay on the signal. The useof state observers does not solve this problem because their design always involves a compromisebetween noise reduction, bandwidth, and disturbance detection. As explained in Section 3.5.1,41



42 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONdirect axis-speed measurement sensors do not meet the requirements of the high bandwidth andthe large speed range of direct-drive axes. Therefore, they are not further considered in thischapter.The use of more precise position measurement is a promising alternative to avoid the men-tioned trade-o� between noise and delay. However, today's machine-tool axes already work atthe limits of the available optical encoders. Increasing the resolution and maintaining a highmaximum axis speed at the same time is in fact not possible with the actual encoder technology.Therefore, more complex and more expensive measurement systems, based on laser interferom-etry, would have to be used. Besides the fact that this solution also limits the maximum speed,it turns out to be too expensive.The two main arguments for the use of direct drives for machine-tool axes are a high closed-loop bandwidth and an excellent disturbance rejection. Since position encoders do not outputthe necessary signal quality, we propose to improve the measurement of the system state by addi-tional acceleration measurement. This dissertation argues that by using low-cost accelerometers,the demands on the resolution of the position measurement can be considerably reduced. Byfusion of the measured position with measured acceleration, a highly accurate speed estimate isobtained. The resulting output signal is of a high quality with low noise and almost no phaselag even at very high sampling rates. The success of our implementation is based on two facts.First, acceleration measurement provides, to a high degree, complementary speed informationto the position signal. Second, today's acceleration measurement sensors are very cheap andaccurate because of their widespread use for di�erent industrial applications. In addition, theacceleration measurement employed to obtain an enhanced speed estimate can also be directlyfed back as an acceleration feedback loop, which considerably increases closed-loop sti�ness.This is further studied in Section 5.2 within the context of the control of the axes.4.2 Position-Based SolutionsThis section presents di�erent, common methods to estimate the speed which is purely basedon position measurement. In this dissertation, these methods are called position-only methods.An overview of algorithms basically performing a di�erentiation operation on the measuredposition will be given; they have di�erent transfer functions and hence di�erent noise/delaycharacteristics. State observers based on position measurement and on the reference force ascontrol variable will then be analysed. Their design always leads to a trade-o� between noisereduction and speed. Both have their inuence on the maximum feedback gains and thereforelimit the maximum available closed-loop bandwidth.For the two methods of speed estimation discussed above, the resolution of the positionmeasurement can be improved by oversampling the position. An implementation adapted tothe speci�c controlled system will be developed.4.2.1 IntroductionBefore considering the use of additional sensors to standard position measurement, which in-evitably increases the complexity and the cost of the measurement system, the limitation ofposition-only speed estimation has to be analysed. For normal motion control applications,with less requirements on bandwidth due to less dynamic actuators, there exists a variety ofsuch algorithms which are widely applied.



4.2. POSITION-BASED SOLUTIONS 43Philipp in [Phi92] investigates di�erent methods of speed estimation for direct-drive machine-tool axes. First, given enough CPU power and considering the overall system performance, it isoften advantageous to estimate the speed by a discrete di�erentiation of the position signal witha high sampling frequency. Unfortunately, a high sampling frequency deteriorates the signal tonoise ratio of the estimated speed, because of the quantisation of the position measurement.The quantisation step size thus becomes the limiting element for bandwidth, sti�ness and theoverall performance of an axis. Second, employing state observers is only of very limited use forthis speci�c control problem. The main disadvantages are their sensitivity to model errors andexternal disturbances. Finally, direct speed measurement devices for direct drives all have somemajor drawbacks, in particular complexity and limited bandwidth (see Section 3.5.1).For comparing di�erent position-only speed estimation algorithms, two criteria are impor-tant:� Delay: almost all numerical position-only speed estimation methods introduce a certaindelay on the estimated speed signal. This delay is usually in the range from half a samplingperiod up to a few sampling periods.� Quantisation noise: the position-based speed estimation algorithms inherently execute adi�erentiation operation. This operation ampli�es errors on the measured signal, such asquantisation noise and other types of measurement noise. Quantisation noise is normallyexpressed by the quantisation step size or the variance.In the following section, the di�erent methods will be characterised. The inuence of thetwo above-mentioned criteria on the closed-loop system will be evaluated in Section 5.1. Allmethods presented below are based on a regular sampling in a digital control system. Speedestimation methods based on measuring the time between two encoder steps are excluded. Aspreviously mentioned, the interpolation units output the encoder increments as a function ofan internal clock which is only approximately proportional to the actual speed. Therefore, thequality of the obtained speed would not be satisfactory.All results are given as a function of the position resolution, o�ering the possibility to directlydetermine the bene�ts to speed signal quality by resolution improvement. It should be noted,however, that increasing the resolution always leads to a further reduction of the maximumspeed, independently of the employed encoder type, as explained in Section 3.3.4.2.2 Survey of Position Di�erentiation AlgorithmsIn the �eld of numerical control systems, the method most frequently used to determine theactual drive speed is the di�erentiation of the measured position. This applies to rotary encodersignals as well as to linear encoder signals. Therefore, there exists a variety of methods fordi�erentiation with di�erent characteristics, which will be analysed in terms of variance anddelay. In this thesis, the discussion will be restricted to the four most important methods, whichare taken from [F�ol85] and [CS92].A. The direct di�erentiation is the most commonly used method. It calculates the speedas the simple di�erence between the actual position and the last position measurementdivided by the sampling period. Therefore, it is very sensitive to position quantisation forshort sampling periods. Its output has a delay of half a sampling period.



44 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONB. The mean speed method is based on the last four position measurements. The meanposition xk at the point in time (k � 1:5) is the basis for the calculation.xk = 14 (xk + xk�1 + xk�2 + xk�3)The speed estimate is calculated as the average of the di�erences between the four pointsand the mean position divided by the respective time di�erences:vk = 14 � xk � xk1:5 � Tsampl + xk�1 � xk0:5 � Tsampl + xk � xk�20:5 � Tsampl + xk � xk�31:5 � Tsampl �This solution is less sensitive to position quantisation due to the mean value generations,but it has an increased delay.C. The delayed di�erentiation is a direct di�erentiation which additionally takes into accountthe last speed estimate weighted by a factor (�). It has the structure of an IIR �lter.Increasing the time constant � reduces the quantisation noise, but increases the delay.The special case with � = 0 is equivalent to the direct di�erentiation. The two cases where� = Tsampl and � = 2 � Tsampl, denoted C1 and C2 respectively, will be analysed below.D. The quadratic interpolation method is a special case of the more general n-th order poly-nomial interpolation. This method assumes the measured value to have the form of asecond order polynomial. The polynomial crossing the last three position samples is de-termined. Its gradient at the last position sample is equivalent to the speed at this point.This method provides a speed estimate with no delay, but a high sensitivity to positionquantisation.Formula Variance DelayA vk = xk�xk�1Tsampl q212 2(Tsampl)2 = 0:17 � q2T 2sampl 0:5 � TsamplB vk = xk+3xk�1�3xk�2�xk�36Tsampl q212 0:56(Tsampl)2 = 0:05 � q2T 2sampl 1:5 � TsamplC1a vk = xk�xk�1+�vk�1Tsampl+� q212 2(�+Tsampl)(2�+Tsampl) = 0:03 � q2T 2sampl 1:5 � TsamplC2b = 0:01 � q2T 2sampl 2:3 � TsamplDc vk = 3xk�4xk�1+xk�22�Tsampl q212 6:5(Tsampl)2 = 0:54 � q2T 2sampl u 0 � TsamplaValues for � = TsamplbValues for � = 2TsamplcZero delay is only correct for exact quadratic position evolutionTable 4.1: Comparison of variance and delay of position-only speed estimation methods.The variances of the di�erent position-only speed estimation methods presented in Table 4.1are based on the theory of Appendix A.1. The delays of the methods A and B are easily obtainedfrom the respective formulae. The estimation of the delay for the two examples of method Care approximations because their IIR structure does not �t well with the used scheme of pure



4.2. POSITION-BASED SOLUTIONS 45time delays. The indicated values have been obtained by comparison of their phases with thephase of method B in the lower frequency range. The indicated zero delay for method D is onlycorrect when the position evolves in an exact quadratic polynomial shape.The term variance is de�ned in Appendix A.1. Here, only an intuitive interpretation ofvariance is given. The mean square value x2 denotes the expected value of the square of arandom variable. This indicates the expected total power of the signal described by the variable.It is composed of two summing terms, the square of the mean value (x)2, and the variance �2,as follows: x2 = (x)2 + �2. In the case where the mean value is zero, the variance equals themean square. Therefore, the variance can be seen as a kind of \noise power". Of course, in thepresence of a mean value, this noise power is not physically measurable, but it is present as adisturbance on the signal.Variance and delay generated by a certain di�erentiation method provide a general measureof its performance over the whole frequency range. As not all the discussed methods �t wellinto the used variance/delay scheme, their discrete transfer functions will now be compared.We are interested in the total transfer functions of the respective algorithms, i.e. the transferfunction from the unknown real speed vreal to the output speed vk of the algorithm. Figure 4.1vreal- 1s x - ZOH xk - H(z) vk -Figure 4.1: Elements of di�erentiation algorithm.shows the elements which compose this total transfer function. The measured position xk is thesampled real position x, which is the integral (1s ) of the real speed. The discussed di�erentiationmethods are applied on this measured position xk. Their discrete transfer functions H(z) areeasily derived from the formulae of Table 4.1. The employed numerical software MATLAB[Mat94] calculates the Bode plots of discrete and continuous transfer functions directly, withthe gain transfer functions at the top and the phase transfer function at the bottom of the�gure. Usually, a logarithmic frequency scale is used for these Bode plots. The gain factors areindicated in decibels (dB).1 Negative phase angles denote phase lag, positive ones denote phaselead. By numerically combining the continuous Bode plot of the integral term with the discreteBode plot of the algorithms, the plots of the total speed transfer functions are obtained. It isimportant to note, that no phase lead is possible for the total speed transfer function due to thecausality of the signals.The resulting total speed transfer functions from the real speed vreal to the calculated speedvk are depicted in Figure 4.2. The sampling period Tsampl is normalised in this �gure to 1s.Hence, the indicated frequencies are all relative to the sampling frequency. The Shannon fre-quency is 0:5 � Tsampl. It is important to note that, in this case, the ideal transfer functionswould be straight lines with unity gain2 and zero phase shift.From Table 4.1 and Figure 4.2, it can be concluded that the direct di�erentiation (A) con-stitutes a good compromise between quantisation noise ampli�cation and phase lag. It causesan average delay of half a sampling period on the speed. Compared to this method, the meanspeed (B) and the delayed di�erentiation (C1) have only half its variance but at the expense1Equivalent to 20 � log10(gain).2Equivalent to 0dB in Figure 4.2.
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4.2. POSITION-BASED SOLUTIONS 47their accuracy depends to a high degree on well known dynamics.In state-space representation, a plant is characterised by the input matrix B, the dynamicsmatrix A, and the output matrix CT . The structure of the state observer for such a plantis shown in Figure 4.3. In parallel to the plant, a model of the plant with the same matricesestimates the internal system state x̂k of the system based on the system input u(k) and the lastestimated system state x̂k�1. In addition, the estimated system output ŷk is compared to themeasured output value yk. The estimation error �ek is fed back into the observer via appropriatefeedback gains in H to reduce the long-term estimation error to zero. This feedback loop givesthe observer its own dynamics, which has, in general, to be an order of magnitude faster than theclosed-loop control system dynamics. Thus, estimation errors decay faster than controller errorsand the controller bases its control action not on transient errors of the observer. The choiceof the feedback poles for the calculation of H constitutes a compromise between sensitivity tomeasurement noise and fast reduction of estimation errors.u(k)- B - e - e x̂k�1- Iz�1 x̂k-q�A6 CT ŷk --+?yke �ek-q�H6
Figure 4.3: State observer structure.Two di�erent structures of observers will now be briey reviewed with respect to the linear-drive axis control problem, and the reasons for not considering them further for this controlproblem will be given. After the discussion of ordinary state observers, based on the model ofthe controlled system, a special kind of observers, a form of disturbance observers will be lookedat.4.2.3.1 Conventional ObserversThe use of conventional observers as shown in Figure 4.3 for linear-drive machine-tool axes hasalready been discussed in [Phi92] and [Zir96]. Both authors conclude that the design of theobserver implementation, usually done by pole placement, leads to a limiting trade-o� betweenreachable closed-loop bandwidth and quantisation noise reduction. For fast poles, quantisatione�ects are well audible [Zir96].For linear-drive machine-tool axes with considerable external disturbances as friction andmachining forces, conventional observers have some major drawbacks. In the presence of im-portant unmodelled disturbances, they output incorrect state estimations [B�uh83]. Hence, stateobservers are not appropriate for the necessary disturbance rejection of direct-drive machine-toolaxes.



48 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATION4.2.3.2 Disturbance ObserversThe disturbance observer adds terms for disturbance estimation to the conventional observerstructure. These estimations are taken into consideration when estimating the state variables.Therefore, stationary disturbances do not generate stationary estimation errors on the statevariables. Transient disturbance e�ects are only compensated for if they do not exceed thedisturbances observers dynamics imposed by pole placement during design.Hori investigates in [Hor93] the use of an instantaneous speed observer based on a low-precision shaft encoder for rotary drives and the current measurement of the DC motor. Thisobserver is a discretised form of the continuous disturbance observer. It observes speed as wellas disturbance torque based on two sampling activities which work at di�erent frequencies:� The fast sampling is the controller sampling with update of the controlled variable andstepwise calculation of the actual speed by integrating observed speed, disturbance torque,and motor torque.� The slow sampling is the observer sampling with readout of position to adjust observedspeed and disturbance torque based on measured position.An observer for speed and disturbance torque works with the slow sampling rate and isbased on position and motor current input. The speed for the faster sampling rate betweenthe observation steps is obtained by integration of speed and disturbance torque at the timeof the last observation. For this integration, the observer needs information of the inertia ofthe rotating part. In the case of inertia variations, the inertia has to be identi�ed on-line, asdescribed in [Hor93].The disturbance torque is observed with the slower sampling rate. The poles of the observerhave therefore to be chosen in such a way as to have much slower dynamics than the dynamicspossible with the high sampling rate. Hence, high frequency disturbances which are typicalof axes with stiction and machining forces are not su�ciently well rejected. Therefore, anapplication of this solution to our linear-drive control problem is not further studied here.4.2.4 OversamplingOversampling consists of sampling a measured variable with a higher frequency than the con-troller sampling frequency, thus measuring the variable several times in one controller samplinginterval. The �nally used measure is then obtained once per sampling interval by a decimationoperation [ASvdS96] which performs low-pass �ltering and down-sampling to the controller fre-quency. The aim of this method is to reduce the variance due to measurement noise. Thus,oversampling provides an alternative to reducing the variance on a speed estimate by increasingthe position resolution.4.2.4.1 PrincipleThe principle of oversampling is adapted to the application of position encoder measurementenhancement. The measured position at the output of the encoder interpolation unit is over-sampled to reduce the variance on position based speed estimates. The scheme is very similarto increasing the resolution of A=D-converters by oversampling [BG90].
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xm(KTos) xos(kTsampl)x(t) Figure 4.4: Setup of position oversampling.Figure 4.4 shows the setup of oversampling the axis position. The output of the positionencoder interpolation unit is sampled with a frequency 1Tos , which is a factor N , denoted over-sampling ratio, higher than the controller sampling frequency 1Tsampl . The measured position xmis quantised. The input q(t) on the �gure denotes the quantisation error. The oversampled po-sition xm is fed through the decimator block, which outputs the value xos(kTsampl), the positionmeasurement which is improved by oversampling.The low-pass �ltering will be implemented as a simple mean value calculation, as it is pro-posed in [BG90]. In contrast to the cited solution, we propose the use of oversampling in burstsat the beginning of each controller sampling period instead of continuous oversampling. Fig-ure 4.5 exempli�es the employed principle of oversampling in burst mode. At the beginning ofeach sampling interval, the position value is read several times at a high frequency. Then, themean value of the sampled position values is calculated.
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Figure 4.5: Position oversampling in burst mode.The employed burst mode o�ers the advantage that the variance of the position signal isreduced without adding a long delay. It should be noted that the mean value calculation causesan average delay of half a burst length. Interpolation techniques applied to the individualposition samples would probably reduce this delay, but they are sensitive to quantisation noise.Therefore, this approach is not further considered. Other �lter approaches are not furtherdetailed neither, because the aim of this section is only to test the general principle.The �nal oversampled position signal xos(t) is obtained at the end of each burst. Only atthis point in time, the controller can start to calculate its output value. Therefore, the sum ofburst length and necessary controller calculation time must not exceed the controller samplingtime Tsampl. The maximum oversampling frequency 1Tos is limited by the maximum cycle timeof the position interpolation unit. As this interpolation sampling frequency is not extremelyhigh, it turns out to be advantageous in practice to use this frequency directly as oversampling



50 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONfrequency. The design of the burst length N consists in �nding a compromise between delay,maximum burst length and a maximum oversampling ratio.4.2.4.2 Analysis of Burst Mode OversamplingFor sampled systems, the quantisation error of analog signals is usually a uniformly distributedquantisation noise because consecutive samples are not correlated. When sampling with veryhigh frequencies, as is the case with oversampling, this assumption does not necessarily holdanymore. Therefore, oversampling is analysed in the following in burst mode, where the positionis sampled several times in very short intervals. As a mathematical modelling of this type ofoversampling would become very complex, and the bene�ts of such a model are rather limited,the following analysis is based on simulation.The aim of the simulation is to know the probability of having a certain position quanti-sation error on the output signal and to know how the error probability is inuenced by theoversampling ratio. The simulation is based on the following assumptions, which determine howthe quantisation errors on the individual measured position samples are distributed during aburst:� The speed of the axis remains constant during a burst. Therefore, maximum accelerationduring a burst must not inuence the speed signi�cantly.� The quantisation error of the �rst sample of the burst is uniformly distributed.� The constant speed modulo one position-encoder-step per oversampling period is uniformlydistributed. The modulo condition is based on the fact that in the case of a speed whichis exactly one encoder-step per oversampling period higher than a comparable speed, thedistribution of the quantisation errors during one burst remains the same.In the simulation, a large number of examples which satisfy the above-made assumptions aregenerated. In these examples, burst-mode oversampling with mean value calculation is appliedto di�erent burst lengths. In Figure 4.6, the probabilities to have a certain absolute positionerror (normalised with encoder steps) are plotted. From these simulation results, it can beconcluded that oversampling with even a low oversampling ratio, such as N = 5, signi�cantlyreduces the probability of having a high absolute position error. As intended, it appears thatfor higher oversampling ratios, the probability to have almost no quantisation errors increases.Comparisons of the presented simulations with simulations assuming non-correlation of consec-utive input samples within a burst showed signi�cant di�erences. Therefore, with respect toquantisation error, the taken simulation approach is well justi�ed.In addition to quantisation error, the interpolated measured position also contains othermeasurement errors. Possible sources are noise or calibration problems in the measurementelectronics. These errors are not correlated with successive position samples within a burst.Therefore, its variance is reduced by a factor N by oversampling [BG90].4.2.4.3 Typical ApplicationIn order to demonstrate the feasibility of the proposed oversampling algorithm, experiments areperformed on the 75N test bench described in Appendix C.1.1. We are interested in the gain ofsignal quality for the position-based speed estimates. Therefore, we directly analyse the quality
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Figure 4.6: Probability to have a certain absolute error for di�erent oversampling burst lengths.of the �nal speed signals. The above-discussed variance reduction on the measured positionis expected to lead to an equivalent variance reduction on the speed estimation. Table 4.2summarises the main characteristics of measurement device and controller.controller sampling time Tsampl 100�sinterpolation sampling time Tencoder 2�sposition resolution q 400nmmaximum acceleration amax 47ms2Table 4.2: Characteristics of 75N experimental drive.The assumptions of the above-made analysis section are examined in order to demonstratethat they can be met with a real test bench. We discuss them in the same order as above.� The maximum deviation of the position from a straight line (constant speed) due to max-imum drive acceleration results for a burst length of N = 10 as: �Xmax = amax�t2burst2 =47ms2 (20�s)22 = 10nm. This is in the range of 140 position quantisation step-size.� Consecutive burst starts are separated by 100�s. It is generally accepted that, in this case,successive position samples are uncorrelated with respect to quantisation and measurementnoise.� The constant speed during the bursts has to be uniformly distributed in the range ofmodulo 0:2ms . Given the maximum axis speed of 1ms and speed steps of 0:1ms in commonreference trajectories of commercial numerical axis controllers, these assumptions are met.
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Figure 4.7: Experimental results with oversampling for constant axis speeds and for di�erentoversampling ratios N: (a) 0:35ms ; (b) 0:7ms .



4.3. ACCELEROMETER-ENHANCED SPEED ESTIMATION 53In Figure 4.7, the results of two experiments with the 75N drive are summarised. The drivemoves at two di�erent, almost constant speeds. The probability of a certain speed error isgiven for di�erent oversampling periods. The diagrams for N = 1 depict the results withoutoversampling. The scales indicating the density do not represent speci�c absolute values. Theyonly show that all examples use the same scale. Two facts are important to note when lookingat the two graphs on the left. First, the maximum absolute error is signi�cantly above theexpected absolute speed quantisation error of 0:002ms . Second, speed error increases with speed.The reasons for these results are measurement noise and the special signal transmission mode(burst mode) of the used interpolation box (see Section 3.3.1). In addition, the oversamplingcycle cannot be synchronised with the interpolation unit. This further deteriorates the qualityof the position measure, thus leading to the shown results.As a general result, the probability of large speed errors is decreased by increasing theoversampling rate. The e�ective gain in quality cannot be quanti�ed because speed errorscannot be exactly determined by these measurements since an exact speed reference is lacking.Therefore, the shown examples of Figure 4.7 give only approximative results. However, it canbe clearly seen from the experimental results that measurement errors are considerably reducedby oversampling.From the implementation of this oversampling method we draw the following conclusions:oversampling in the explained burst mode is feasible and easily implemented by minor softwaremodi�cations; it needs no additional hardware. For oversampling with the numerical controller,a high performance processor is necessary. It would certainly be better to do oversamplingdirectly in the interpolation unit and to transmit the improved position signal to the numericalcontroller.4.3 Accelerometer-Enhanced Speed EstimationIn Section 2.4 it is stated that for highly dynamic machine-tool axes, a very accurate high-bandwidth speed estimation is essential to guarantee the desired performance. The reviewof position-only speed estimation methods in Section 4.2 concludes that the variance on theresulting speed signal increases proportionally to the square of the quantisation step size andproportionally to the square of the sampling frequency. All numerical methods for reducingthe variance lead to a bigger phase lag. The discussion of linear position sensors in Section 3.3concluded that today's machine tool-axes already work at the sensor's limits. Improving sensorresolution would inevitably lead to a further limited maximum speed. As an alternative toincreasing position resolution, we propose the use of additional acceleration measurement toenhance speed estimation.This choice of acceleration measurement is advantageous for the following four reasons. First,very accurate accelerometers are available on the market at low cost. Second, the accelerationhas to be integrated to obtain a speed signal, in contrast to the position which has to be di�er-entiated. The discrete integration of a measured variable is much less sensitive to measurementnoise than the discrete di�erentiation. Third, the combination of both, acceleration and positionmeasurement, leads to a very accurate speed estimation, as the two signals contain complemen-tary information to a high degree. Theoretically, position and acceleration contain redundantspeed information. By using only position measurement, the main problem is quantisation, byusing only acceleration measurement, o�set leads to a drift of the speed signal. By combiningboth measurements, the high value information of both sensors is extracted and the measure-



54 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONment errors are suppressed. Forth, low-cost acceleration measurement lowers the demands onthe position measurement, and therefore, a much cheaper position encoder system may be used,which constitutes an excellent economic argument for this alternative.Nevertheless, acceleration measurement has some drawbacks, whose inuence on the systemperformance have to be taken into consideration. Accelerometers are analog devices and usuallyoutput analog signals. Therefore, considerable noise on the output of these very sensitive devicescannot be excluded and an acceptable signal to noise ratio has to be veri�ed by experiments.In addition, these analog sensors have temperature-dependent o�set and gain, which have to beidenti�ed.A novel method for combining position and acceleration measurement to a highly accuratespeed estimation will be proposed. The key criteria for the development of the algorithm area simple design, harvesting the advantages of the two di�erent sensors, and minimising theinuence of their weaknesses. Earlier solutions to this data fusion problem will be discussed.The algorithm with its numerical implementation will be developed. Algorithms for the on-line estimation of the accelerometer parameters [Gee96], namely o�set and gain factor, will bederived and problems related to the implementation of the algorithm discussed. Experimentalresults will demonstrate the feasibility and accuracy of the proposed approach.4.3.1 Related Work4.3.1.1 Theoretical Aspects and Aerospace ApplicationsThe fusion of position and acceleration measurement to an enhanced system state estimationis a common problem in the �eld of aerospace applications. This problem is generally solvedby complementary �ltering [Mer96] of the two measurements. Normally, simple high-pass �ltersand low-pass �lters are employed. Their sum has an exact all-pass characteristic. For the im-plementation of position and speed estimation based on position and acceleration measurement,the setup of Figure 4.8 is commonly used. The accelerometer signal am is integrated twice, andthe di�erence e between the estimated position x and the measured position xm is fed back byfeedback gains k1 and k2. The internal states of the two integrators correspond to the estimatedspeed v and the estimated position x. Note that with this solution no accelerometer o�set com-am -+-e - 1s v -+-e - 1s x -?xm-+e q-q�k16 e-q�k26
Figure 4.8: Complementary �lter implementation.pensation is provided. By adding a third integrator with a third feedback gain, however, thisproblem is solved [Mer96]. The estimated speed of this complementary �lter implementation is



4.3. ACCELEROMETER-ENHANCED SPEED ESTIMATION 55composed of an acceleration component and a position component. The complementarity of thetwo �lter transfer functions is expressed in the following equation. Acceleration and positionare transformed in speed signals by integration (ams ) and di�erentiation (xm � s), respectively.v = ams � s2s2 + k1s+ k2| {z }from acceleration + xm � s � k1s+ k2s2 + k1s+ k2| {z }from positionThe design of the complementary �lter solution consists in �nding appropriate feedbackgains. One solution is to design the complementary �lters explicitly in the frequency domain.However, the classic solution is to use Kalman �lter design [Mer96]. The structure of Figure 4.8is transformed into Luenberger observer state space representation. Common Kalman �lterdesign methods [Bra94] are employed in order to minimise output signal variance as a functionof the known variance of the two measured variables. Note that the Kalman design approachfor this estimation problem minimises the output variance, but only with respect to the speci�cstructure. Therefore, it is well possible that other structures lead to further reduced varianceon the output.Compared to our linear axis control problem, aerospace applications have quite di�erentsensor performances. Inertial navigation systems are well compensated highly linear devicesand have certainly higher precision than our low cost acceleration measurement. On the otherhand, linear encoders are very precise compared to aerospace position measurement systemsbased on GPS (Global Positioning System) or barometric altimeters. These aerospace sensorsusually have much lower sampling rates for the position and have considerable time lag due tophysical constraints and complex calculations to be performed on-line.4.3.1.2 Robotics and Linear Axis ApplicationsFor robotics and machine-tool control, the use of additional acceleration measurement to enhancethe system state measurement compared to the position-only method is not as widespread as itwould be expected. This has two main reasons. First, adding sensors increases the complexityof the control system. It is only employed if the conventional sensors, in this case the positionmeasurement, are not su�ciently accurate. For most motion control problems this is not thecase, seen the high resolution of today's position encoders. Second, accelerometers have becomemuch more accurate and much less expensive in recent years. Therefore, it is only now that theyconstitute a technically and economically interesting alternative.Nevertheless, successful implementations of fusion of position and acceleration measurementfor robot and axis control have already been discussed in the literature, although the use ofdirect feedback of the measured acceleration (see Section 5.2) is employed much more often.Shaw and Srinivasan propose in [SS90] acceleration measurement to improve position and speedestimation of a robot arm, especially to enhance their bandwidth. They consider in this articleonly one dimensional motion. Therefore, their approach can be directly adapted to our lineardrive problem. Their basic idea is developed for the example of position measurement enhance-ment. The position measurement and the double integration of the acceleration measurementare fed through complementary �lters in order to eliminate the high frequencies from the posi-tion component and the low frequencies from the acceleration component. The DC part of theacceleration component is completely cut o�. Therefore, uncompensated accelerometer o�sets



56 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONdo not inuence the results. The main problem of this approach lies in the design of the two�lters. Despite their susceptibility to quantisation e�ects, Shaw and Srinivasan use IIR �lters,which apparently leads to di�erent problems as a proper choice of A/D word length, avoidanceof aliasing, and so on. They reject the solution with less quantisation susceptible FIR �ltersbecause of high computational demands and, even more severe, because of the phase lag. Theystate that \the e�ective time corresponding to the linear phase shift [of FIR �lters] is large andwould have a destabilising e�ect in closed-loop applications" [SS90]. They conclude that thedigital implementation raises the position measurement bandwidth from initially 16Hz to 40Hzand that the accelerometer bandwidth constitutes the limiting element of the overall achievedclosed-loop bandwidth. In Section 4.3.8 this solution is compared to the one proposed in thenext section of this dissertation.Methods for improving the tracking performance of motion control by acceleration mea-surement in addition to position measurement are discussed in [Jag94]. Jager compares directacceleration feedback (see also Section 5.2), called direct method, where the acceleration signalis directly fed back in the control loop, with the indirect method, where the acceleration signalis used to improve speed and position estimation. He states that both methods reduce thetracking error by about the same degree compared to the position-only approach. He claimsthat the combined use of both methods does not improve the performance further. We assumethat this can be explained with the accelerometer noise becoming too dominant in the case of acombined use. The indirect method employed in [Jag94] is based on Kalman �lter theory. Jagerconcludes that for this problem the assumptions of Kalman �lter theory are not satis�ed in thatprocess and measurement noise are not exactly white and Gaussian. Therefore, he proposessome detuning of the obtained �lter gain matrix to obtain reasonable performance.4.3.2 Fusion of Position and AccelerationThe aim of our fusion algorithm is to combine a position with an acceleration signal in order togenerate a highly accurate speed signal. Measured acceleration and position contain redundantinformation as the double integration of the former constitutes exactly the latter. Measurementinaccuracies on the two signals have to be taken into consideration when designing the fusionalgorithm. To summarise, the fusion algorithm must have the following characteristics:� Reduction of accelerometer noise: accelerometers as analog sensing devices and their ana-log signal ampli�cation circuitry are very sensitive to noise caused by external electricaldisturbances. Noise attenuation within the algorithm reduces the disturbance sensitivityof the algorithm. Hence, it makes less demands on separate analog �ltering of the sensorsignals.� Insensitivity to accelerometer o�set: o�set on the analog accelerometer output signal isalways present and cannot be completely compensated for. This o�set must not lead todrift of the obtained speed signal, as it would be the case when using the simple integrationof the accelerometer signal to obtain a speed signal.� Insensitivity to position quantisation: the inuence of position quantisation on the noiseof the speed signal has to be considerably reduced compared to the direct di�erentiation ofthe position. Noise on the speed signal creates control noise, which reduces the maximumpossible feedback gains and hence the available controller bandwidth.



4.3. ACCELEROMETER-ENHANCED SPEED ESTIMATION 57� Minimisation of phase shift: phase lag of the speed signal also reduces the available con-troller bandwidth and should be minimised.� Simple computation: the actual speed has to be calculated at each sampling intervalof the controller. As highly dynamic direct-drive axes need high sampling frequencies,the algorithm should only contain few calculations so as not to exceed the processor'sperformance.The main idea behind the presented algorithm is as follows. Position and acceleration mea-surement are observed over a �xed past observation time period �ti, and the actual speed atthe end of the period is estimated on the basis of this information. For explanatory purposes,we �rst present the idea for the case where the speed at the beginning of the observation periodis calculated. The formulae for calculating the speed at the end of the observation period arederived thereafter. Figure 4.9 illustrates an example of axis movement in terms of acceleration,speed, and position. The curves depending on the initial speed v(ti) at the beginning of �ti aredrawn in dark grey, whereas the ones depending on the accelerations during �ti are drawn inlight grey. The integration of the acceleration a(�a) leads to the light grey curve in the speedgraph, its double integration to the light grey curve in the position graph.3 The integration ofthe initial speed v(ti) gives the dark position ramp in the position graph. The sum of both curvesin the position graph determines the total movement �xi during �ti, which is measured by theposition encoder. The acceleration component �Xa, the double integration of the acceleration,is obtained from acceleration measurement. The di�erence �xi��Xa together with �ti de�nesthe slope of the dark grey position ramp, which is equivalent to the desired initial speed v(ti).
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58 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONThis proposed solution satis�es the above de�ned speci�cations. It has the following char-acteristics:� The proposed algorithm adds absolutely no phase lag, provided there are no delays on themeasured signals.� The accelerometer noise is considerably attenuated by the double integration. This reducesthe inuence of the measurement noise which is always present.� The inuence of the position encoder quantisation is reduced, as only the di�erence betweenstart and end position is used, and divided by a much longer time period as for directposition di�erentiation.� The inuence of accelerometer o�set is limited by the limited observation period. Accu-mulation of o�set leading to a speed drift is impossible.� No model of the system is needed for design.Based on this idea, a formula for the calculation of the speed at the end of the observationperiod can be derived.4.3.2.1 Fusion Algorithm in Continuous Time DomainOur novel algorithm for position- and acceleration-based speed estimation is derived �rst for thecontinuous time domain. Its discretisation will be given thereafter.The presented algorithm evaluates acceleration a(�a) and position x(�a) over a given obser-vation time period �ti = [ti::t], starting at the time ti and ending with the actual time t, andcalculates the speed v(t) at the end of the period.4 The calculations are based on the integrationrelationship between acceleration, speed, and position. The considerations made in the sequelare based on linear movements. They apply, however, in exactly the same manner to rotarymovements.The speed v(�) for any � within the observation time period (ti � � � t) is expressed inEquation (4.1) as a function of the speed v(t) at the end of the interval [ti, t], and the integrationof the acceleration a(�a). v(�) = v(t) � Z t� a(�a) d�a (4.1)The position x(t) at the end of �ti is derived from the position x(ti) at the beginning of �tiand the integration of the above obtained speed.x(t) = x(ti) + Z tti v(�) d� = x(ti) + (t� ti)v(t) � Z tti Z t� a(�a) d�a d� (4.2)Solving Equation (4.2) for the actual speed v(t) leads to Equation (4.3), which calculates thespeed as the sum of a position component Pi(t) and an acceleration component Ai(t).v(t) = x(t) � x(ti)t� ti| {z }Pi(t) + R tti R t� a(�a) d�a d�t� ti| {z }Ai(t) (4.3)4Below, the subscript i will be used to distinguish di�erent observation time periods.



4.3. ACCELEROMETER-ENHANCED SPEED ESTIMATION 59Employing the substitutions (4.4), in which �ti denotes the observation period, �xi(t) theposition di�erence, and �Xa;i(t) the position di�erence obtained by the backward double inte-gration of the acceleration measurement, �nally leads to Equation (4.5).5�ti = t� ti�xi(t) = x(t)� x(ti)�Xa;i(t) = Z tti Z t� a(�a) d�a d� (4.4)The resulting speed v(t) is composed of a position-based component Pi(t), which is equivalent tothe mean speed over the whole observation period, and an acceleration-based component Ai(t)containing the remaining information.v(t) = �xi(t)�ti| {z }Pi(t) + �Xa;i(t)�ti| {z }Ai(t) (4.5)All derivations are based on the exact integral relationship of acceleration, speed, and position.Therefore, the resulting v(t) is the exact speed at time t without any delays and independentof the length of the observation period. From the structure of Equation (4.3), a reduction ofthe inuence of position and acceleration quantisation is expected due to the long observationperiod and the double integration operation respectively. An analysis of the algorithm in thefrequency domain is given in Section 4.3.3.4.3.2.2 Discretisation of Fusion AlgorithmIn the view of an implementation on a numerical controller with equally spaced sampling inter-vals, the fusion algorithm, i.e. Equation (4.5), is discretised. After some explanations on theused notation, the discretisations of �xi(t) and �ti are derived. The calculation of �Xa;i(t)is then studied in more detail. First, an adequate discretisation of the double integration ofthe acceleration is developed. This formula is then rewritten in a recursive way to reduce thenumber of operations to be executed during real-time control action.Notation In the following, the sample numbers of sampled variables are always given assubscripts, as opposed to the notation in some literature, where they are indicated in brackets.Therefore, xk is equivalent to notations such as x(k) or x(k � Tsampl). Where other subscriptsare used in addition, the sample number is always at the last position separated by a comma.An example of this notation is provided by the speed di�erence �xNi;k, where Ni represents theduration of observation period and k the sample number.Discretisation of observation period and position di�erence The calculations of �xi(t)and �ti are both very simple to discretise. The observation period �ti is chosen as a multipleNi of the sampling period Tsampl, leading to �tNi = Ni � Tsampl. The position di�erence resultsin �xNi;k = xk � xk�Ni .5Backward | because the integration starts at time t and integrates back to ti.



60 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONDiscretisation of the double integration In the following, the discretisation of the doubleintegration is developed. �Xa;i(t) backward integrates the measured acceleration twice, begin-ning with the actual time t and integrating back to the beginning of the observation time ti, asfollows: �Xa;i(t) = Z tti Z t� a(�a) d�a d�For the discretisation of the integration of regularly sampled measured data, there existvarious sophisticated solutions [BSMM95]. As the algorithm has to be implemented on a real-time controller, a simple method is chosen. The two used methods, based on rectangles andtrapezoids, are illustrated in Figure 4.10. The former method, denoted backward rectangularintegration, sums up the areas composed of rectangles of width Tsampl and of height of thefunction value at the end of the rectangle. From Figure 4.10a it is easily derived that this methodcompensates well for an average measurement delay of half a sampling period. The trapezoidalintegration method integrates the measured values based on trapezoidal areas composed of thefunction value at the begin and at the end of the blocs. This method is based on a polynomial of�rst degree. The use of methods which are based on higher order polynomials are less favourable,because the noise on the acceleration signals cannot be modelled as a signal of the form of suchpolynomials.
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4.3. ACCELEROMETER-ENHANCED SPEED ESTIMATION 61Equation (4.8) describes the position variation, based on the trapezoidal method. Equa-tion (4.9) �nally calculates the backward cumulative sum of the position change, which equalsthe position change induced by the acceleration during the observation period.�xn = Tsampl2 �v�n�1 + v�n� (k �Ni < n � k) (4.8)�Xa;Ni;k = kXn=k�Ni+1�xn (4.9)After some mathematical transformations of the summing terms, �Xa;Ni;k is expressed di-rectly in terms of the measured accelerations ai.�Xa;Ni;k = T 2sampl2 NiXn=1(2n � 1) � ak�Ni+n (4.10)This formula for the calculation of the acceleration component consists of a weighted sum ofthe measured acceleration values. This representation is equivalent to the form of discrete FIR�lters.To sum up, the speed can be estimated on the basis of position and additional accelerationmeasurement by the following formula.v(t) = �xi(t)�ti + �Xa;i(t)�tiThe di�erent components of the formula to calculate the speed, based on position and acceler-ation measurement are summarised in Table 4.3.Component continuous case discrete caseobservation time �ti = t� ti �tNi = Ni � Tsamplposition component �xi(t) = x(t)� x(ti) �xNi;k = xk � xk�Niacceleration comp. �Xa;i(t) = Z tti Z t� a(�a) d�a d� �Xa;Ni;k = T 22 NiXn=1(2n � 1)ak�Ni+nTable 4.3: Summary of the di�erent components of the proposed speed estimation algorithm.Recursive implementation of double integration The direct implementation of Equa-tion (4.10) results in a certain number of oating point instructions to be executed at eachsampling interval. Given the observation period as Ni sampling intervals, �Xa;Ni ;k is obtainedas the sum of Ni measured acceleration values, weighted with a set of Ni constant values. Thisleads to a total of (2Ni � 1) oating point instructions per sampling interval for a single calcu-lation of �Xa;Ni;k. For a reasonable practical example of Ni = 50, 99 oating point operationsseem to be a lot. However, given the calculation power of the digital signal processor (DSP)explained in Appendix C.2, which use approximately 50 cycles of 50ns for these operations, the



62 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONcalculation time is, with less than 3�s, relatively fast. Nevertheless, for less powerful processorsor for cases where di�erent integrals of this type have to be calculated, as e.g. for the parameteridenti�cation algorithm of Section 4.3.4, a recursive implementation is well justi�ed.For preparation of a recursive implementation Equation (4.10) is rewritten, replacing n byj := k �Ni + n: �Xa;Ni;k = T 2sampl2 kXj=k�Ni+1(2(j +Ni � k) � 1)ajThe di�erence between two successive double integrations �Xa;k ��Xa;k�1 based on the aboveformula results in�Xa;Nik ��Xa;Ni;k�1 =T 2sampl2 24 kXj=k�Ni+1(2(j +Ni � k) � 1)aj � kXj=k�Ni+1(2(j +Ni � k) � 1)aj�135which can be simpli�ed by transforming the summing terms into�Xa;NI ;k ��Xa;Ni;k�1 = T 2sampl2 "(2Ni � 1)ak � ak�Ni � 2 k�1Xj=k�Ni+1 aj| {z }INi;k #The remaining term INi;k is simply the direct sum of the acceleration values. It is rewritten ina recursive form by taking the di�erence between two successive values.INi;k � INi;k�1 = k�1Xj=k�Ni+1 aj � k�2Xj=k�Ni aj = ak�1 � ak�Ni1. Initialise INi;Ni�1 =PNi�2j=0 aj2. Initialise �Xa;Ni�1 = T 2sampl2 PNi�1j=0 (2j + 1)aj3. Starting with k = Ni , carry out the following iteration:(a) INi;k = INi;k�1 + ak�1 � ak�Ni(b) �Xa;Ni;k = �Xa;Ni ;k�1 + T 2sampl2 [(2Ni � 1)ak � ak�NI � 2INi;k](c) Go to (a)Table 4.4: Recipe for recursive implementation of double integration.The derived recursive implementation is summarised in Table 4.4 in form of a recipe. Thisrecursive form of the double integration considerably reduces the number of arithmetic opera-tions per sampling interval. Less than ten arithmetic operations remain per cycle, independently



4.3. ACCELEROMETER-ENHANCED SPEED ESTIMATION 63of the observation period length. Therefore, this period can be freely chosen based on other cri-teria than the calculation power of the processor. The inuence of the observation period onthe characteristics of the algorithm is the topic of the subsequent section.Rounding errors have not been considered so far. When working with integer data repre-sentation, standard error estimation schemes [OS92] for the non-recursive FIR structure of ouralgorithm of Equation (4.10) can be used. The recursive representation consists of addition,subtraction, and multiplication with integer operands. All these operations do not lead to addi-tional calculation error, if taking care not to generate data overow. Therefore, the analysis ofEquation (4.10) holds also for the recursive representation. For a oating point implementation,data representation problems could cause rounding errors on INi;k, which lead to undesired driftsof �Xa;Ni ;k. By a proper choice of the used word length, these problems can be avoided.4.3.3 Analysis of Algorithm in Frequency DomainThe above-proposed data fusion algorithm will now be analysed. The inuence of the choiceof the observation period �ti, the only design parameter of the method, on the resulting speedestimate is of major interest. It will be determined which frequency components of the speedare based on acceleration measurement and which ones on position measurement. The transferfunction of the speed estimate is also derived to compare the algorithm with the position-onlymethods of Section 4.2.2.Sensors and algorithmic components of the speed estimation algorithms can be modelled aslinear systems in the continuous and discrete domain respectively. The following considerationsare based on the analysis of their transfer functions. Numerical simulation and calculationsoftware, as the here used MATLAB software, provide Bode plots of continuous as well asdiscrete systems. The frequency-gain and frequency-phase vectors resulting from these Bodeplots can be directly used to obtain total transfer functions of serial and parallel setups of theinitial transfer functions, independently whether the latter are discrete or continuous ones.
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64 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONcomponent Pi(z) and the acceleration component Ai(z) result as:Pi(z) = 1� z�NiNi � TsamplAi(z) = T 2sampl2 �(2Ni � 1) + (2Ni � 3)z�1 + : : :+ 3z�Ni+2 + z�Ni+1�In the remainder of this section, the di�erent transfer functions are given and commented forone speci�c design example of the speed estimation algorithm to exemplify the method's generalcharacteristics. The question of how to choose the observation period for a speci�c design is thetopic of Section 4.3.5. Here, only its general inuences are of interest. The aim is to show thecharacteristics of the algorithm based on parameters from real systems which are also used toget the experimental results in Section 4.3.7.In the example, the sampling frequency is set to fsampl = 10kHz and the observation periodto Ni = 50, i.e. 5ms. Figure 4.12 shows the resulting total transfer functions for the accelerationcomponent on the left and the position component on the right. Total transfer function in
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66 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONabout a quarter of the inverse of the observation period. This relationship is further discussedfor design purposes in Section 4.3.5. Here, it is su�cient to understand that by means of theobservation period length �ti, the edge frequency fedge of the two components can be inuencedand hence adapted to the bandwidth of the sensors.
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ideal Legend:| with delay compensation: : : without delay compensationFigure 4.15: Total speed transfer function of the algorithm for di�erent integration methods.In order to compare the speed estimation algorithm to the position-only methods of Sec-tion 4.2.2, its total transfer function is shown in Figure 4.15. Acceleration and position compo-nents of Figure 4.13 are added to obtain this �gure. This addition is performed by transformingthe two transfer functions in the complex plane, adding them, and transforming them back inthe gain/phase representation. Ideal results would have unity gain (0dB) and no phase shiftover the whole frequency range. The solid lines in Figure 4.15 are the result based on the ac-celeration component obtained by applying once the backward rectangular method and oncethe trapezoidal method for numerical integration, as explained on page 59. For comparison,the dotted curves are obtained by employing twice the trapezoidal integration rule. The �gureclearly demonstrates the ability of the adapted double integration of compensating for the timeconstant Tacc on the acceleration measurement. The di�erence between the two algorithms isalso clearly visible in the results of real measurements. Without the compensation algorithm,the obtained speed signal contains an additional delay, and the results of the parameter esti-mation algorithm explained in Section 4.3.4 considerably deteriorate. With the compensationalgorithm, there results a speed signal with almost no phase shift over the whole frequency rangeup to the Shannon frequency of 5kHz. Without this compensation, a considerable phase shiftfor speed signals with frequencies higher than 500Hz is present. The increase in gain of thecompensation algorithm for frequencies towards the Shannon frequency is compensated by thelimited bandwidth of the accelerometer.4.3.4 Accelerometer Parameter Identi�cationThe motivation for the accelerometer parameter identi�cation presented in this section is basedon the fact that accelerometers are analog sensors. Their output is an analog signal that has tobe transmitted and converted to a digital value for numerical control. All elements of this mea-surement chain have their speci�c transfer gain and often add an o�set to the signal. Therefore,



4.3. ACCELEROMETER-ENHANCED SPEED ESTIMATION 67identi�cation algorithms for both, gain factor and o�set of the acceleration measurement areproposed. The identi�cations are based on the digital values at the end of the chain, and hence,the identi�ed values globally include the inuences of all elements in the chain. Automaticidenti�cation of the parameters is useful for the following reasons. First, the process of commis-sioning an axis including acceleration measurement is much easier. Second, temporal parametervariations due to temperature changes and ageing are taken into account in the speed estimationalgorithm, which guarantees stable long-term performance of the drive. And third, maintenanceof the system is simpli�ed because in case of a necessary exchange of an accelerometer, the newsensor is automatically calibrated.The remainder of this section is composed as follows. First, the inuence of o�set andgain errors (in the acceleration measurement) on the quality of the estimated speed is shown.Thereafter, the measurement setup for the parameter-identi�cation algorithm is de�ned. Then,the identi�cation of accelerometer o�sets based on zero long-term mean value of the accelerationmeasurement is described. Finally, a novel gain parameter identi�cation algorithm is developed.This algorithm is based on the redundancy of position and acceleration measurement as wellas on the speed estimation algorithm of Section 4.3.2. All considerations in this section arebased on the continuous case, but the results can be translated to the discrete case by using thediscretisation of the speed estimation algorithm already given.4.3.4.1 Inuence of O�set and Gain Errors on Speed EstimationThe inuence of o�set and gain errors on the proposed algorithm is now being analysed. Errorterms for position quantisation q, as well as accelerometer o�set a0 and gain error � are addedto the ideal values of Equation (4.5) on page 59. Measured values are marked with the subscript'm'. Assuming ideal measurements, the observation period �ti has no inuence on the resultingspeed. In the presence of measurement inaccuracies, however, a proper choice of �ti has a�ectsthe obtained results.The measured acceleration am di�ers from the real acceleration by an o�set a0 and a gainerror �. Due to the quantisation step size q of the position measurement, the maximum ab-solute error of the position di�erence �x is q. Accelerometer non-linearities, accelerometerquantisation, as well as time measurement errors are su�ciently low to be neglected. Substi-tuting the ideal values of Equation (4.5) with the measured values in Equation (4.11) leads toEquation (4.12) for the speed calculation.am(t) = (1 � �) a(t)� a0 �xm;i(t) = �xi(t) � q (4.11)vm(t) = �xi(t)� q�ti + (1� �)�Xa;i(t)� 12a0�t2i�ti (4.12)The maximum absolute speed error is limited by:jv(t) � vm(t)j � q�ti + ��Xa;i(t)�ti + 12a0�tiThe three error sources q, �, and a0 can be evaluated separately since they are completelyindependent of each other. Their inuence is summarised as follows:� The accelerometer o�set a0 adds a constant o�set to the estimated speed value. Its inu-ence depends proportionally on �ti.



68 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATION� The accelerometer gain error � depends to a high degree on the movement of the drive. Itsinuence cannot be quanti�ed in a general way. The maximum absolute value of �12amax�tiis reached in the case where the drive performs maximum acceleration amax during thewhole observation period. �Xa;i(t) acts only on parts of the frequency components of thespeed signal. Therefore, � leads to a nonlinear deformation of the resulting speed. Therule \the longer �ti, the bigger the inuence of �" holds for most of the expected axismovements.� The position quantisation q has a reduced inuence with increased �ti.To sum up, the optimisation of the observation period �ti leads to a trade-o� between lowinuence of position quantisation and a low inuence of accelerometer gain and o�set error.Nevertheless, by accurately identifying accelerometer gain and o�set, the observation periodcan be chosen su�ciently long to reduce position quantisation noise considerably. Therefore, anautomatic estimation of gain and o�set is useful.4.3.4.2 Measurement SetupThe question of the measurement setup has not been raised during the explanation of the speedestimation algorithm in Section 4.3.2. It is supposed there that both position and accelerationsensors measure the relative displacement between the base part and the sliding part of the axis.This is the case for position encoder which measure the relative position between the two parts.However, inertial accelerometers always measure the absolute acceleration of the part on whichthey are mounted. In Figure 4.16, the employed measurement setup is illustrated. The position
encoder

slider

base

xaB

aAFigure 4.16: Position and acceleration measurement setup.encoder measures the relative position x between the base and the sliding part of the axis. Forthe acceleration measurement, two cases have to be distinguished. In the one-accelerometercase, the base of the drive is immobile. Therefore, the measured absolute acceleration aA isequivalent to the desired relative acceleration between base and slider. In the two-accelerometercase, the base also performs some movements. Therefore, the relative acceleration has to bedetermined as the di�erence between the two measured accelerations aA and aB. When workingwith highly dynamic direct-drive axes, the assumption of a, to some degree, mobile base partis well justi�ed, because a very high base mass would be needed to assure complete immobility.The inuence of such a mobile base on the measurement is demonstrated in Section 4.3.7, whichpresents experimental results.



4.3. ACCELEROMETER-ENHANCED SPEED ESTIMATION 694.3.4.3 O�set Identi�cationAcceleration measurement o�set can be caused by the sensor, the signal transmission, the am-pli�cation electronics, and the A/D-conversion. As shown above, this o�set is directly visibleas o�set in the estimated speed, and increases with increasing observation period. Hence, ithas to be compensated for. The o�set varies only slowly in time and the linearity of the usedaccelerometers is excellent. Therefore, this o�set can easily be identi�ed as a quasi static valueby calculating the mean value of the measured data over a long time period. As concerns theproblem of determining static components of measured variables, there exist well establishedsolutions in literature, e.g. [Ise87b]. Therefore, implementation issues are not further studiedhere. The interest of the following considerations lies in establishing error bounds for the meanvalue calculation of the acceleration measurement on a machine-tool axis. The worst case er-ror estimations are made for FIR implementation of the mean value calculation, because IIRmethods generally provide lower error bounds.The fact that the acceleration is measured on a machine-tool axis with limited absolute speedvmax and limited absolute position xmax, enables one to easily estimate the error bounds. Forthe estimation of the accuracy of the obtained o�set value, the measured acceleration am(t) isconsidered as the sum of a signal part a(t) without o�set and a quasi static o�set part a0. Themean value �am of the measured acceleration over the time period [ta::tb] is calculated as follows:�am = 1tb�ta Z tbta (a(t) + a0) dtThe resulting absolute di�erence between mean value and o�set is therefore:j�am � a0j = ���� 1tb�ta Z tbta a(t) dt���� (4.13)The integral term of the right hand side of Equation (4.13) is less than or equivalent to thechange of speed between the two points of time ta and tb. The absolute value of this changeis bounded by twice the maximum speed vmax, assuming a change from maximum negative tomaximum positive speed as the worst case. The bound for the absolute errorj�am � a0j � 2vmaxtb � tavaries as a function of the mean value calculation period tb� ta. The error can be made as smallas needed by increasing this period.Typically, the maximum speed lies in the range of 1ms and the time constants of the o�setvariations in the range of some minutes. This leads to deviations of the identi�ed o�set from thereal o�set of some mms2 , equivalent to 10�4g, which is much lower than the maximum accelerationof the drives of 1{2g. Therefore, an accurate o�set identi�cation can be obtained by this method.The considerations made above apply, in the same way, for all accelerometers for the one- as wellas for the two-accelerometer case, because all accelerometers ful�l the underlying assumptions.4.3.4.4 Gain Identi�cationThis section describes a method for identifying the accelerometer gains based on the redundancybetween position and acceleration measurement. The method is based on the algorithm devel-oped in Section 4.3.2. The main idea behind it is to calculate the actual speed v(t) with di�erent



70 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONobservation periods. The calculated speed is always the same, independent of the observationperiod. Two di�erent observations lead to a set of two equations, which enable one to calculatedrive speed and accelerometer gain. Note that the explained gain identi�cation algorithm isbased on the assumption that accelerometer o�sets have been previously compensated for.The one- and the two-accelerometer case are discussed separately because of the di�erentnumber of used observations. Moreover, it is not possible to treat the one-accelerometer case asa special case of the two-accelerometer case with one acceleration always having the value zero.The derivations with the measurement setup de�ned in Figure 4.16 on page 68 are based on themeasurement of position x, slider acceleration aA, and base acceleration aB .The One-Accelerometer Case As derived in Equation (4.5), the estimated speed is com-posed of a position component Pi(t) and an acceleration component Ai(t):vi(t) = x(t) � x(ti)t� ti| {z }Pi(t) + R tti R t� aA(�a) d�a d�t� ti| {z }Ai(t)The unknown accelerometer gainKA is de�ned as the factor of real acceleration aA and measuredacceleration aA;m: aA = KA � aA;mA new variable Mi(t) is de�ned equivalent to Ai(t), but based on the measured instead of thereal acceleration. The relationship between Mi and Ai is described in Equation (4.14).Mi(t) = R tti R t� aA;m(�a) d�a d��tiAi(t) = KA �Mi(t) (4.14)By applying the speed estimation algorithm at time t for two di�erent observation periods �t0and �t1, the following two equations are obtained.v0(t) = P0(t) +A0(t) = P0(t) +KA �M0(t)v1(t) = P1(t) +A1(t) = P1(t) +KA �M1(t) (4.15)The resulting speeds v0(t) and v1(t) correspond to the estimation of the real speed vreal(t).Assuming a compensated accelerometer o�set, a linear accelerometer and a marginal inuenceof position quantisation, the estimated speed is independent of the observation period. Hence,v0(t) and v1(t) must be equal, independently of the observation period. With the conditionv0(t) = v1(t) and Equations (4.15), one obtains the gain factor KA:KA = P0(t) � P1(t)M1(t) �M0(t)The gain factor KA results as the di�erence between two position components divided by thedi�erence between the two acceleration components. At each sampling interval, a new gain esti-mate is calculated. In practice, problems of this formula can arise due to insu�cient excitation



4.3. ACCELEROMETER-ENHANCED SPEED ESTIMATION 71of the drive, leading to a fraction with numerator and denominator which both tend towardszero. By dropping all samples of KA which do not satisfy Equation (4.16), this problem can beeliminated. jP0(t)� P1(t)j > �Pmin (4.16)The value of �Pmin is the result of a trade-o� between the percentage of the used gain estimatesand the variance on the used gain estimates. Low-pass �ltering of the individual gain estimationsamples with a time constant adapted to the slow possible variation of the gain KA reduces theinuence of measurement noise and inaccuracies and leads to a very accurate gain estimation.This low-pass �ltering leads, as does the o�set identi�cation, to the problem of identifying aconstant value. Possible implementations are found in [Ise87b].An appropriate choice of the two observation periods is required to ensure that the resultingspeed estimates provide usable output. Fixing one of these periods to half the length of theother one, turns out to give accurate results in practice (see Section 4.3.7.1).The Two-Accelerometer Case For the two-accelerometer case, exactly the same derivationstrategy as for the one-accelerometer case is applicable. In this case, the relative acceleration ahas to be expressed by the acceleration di�erence aA�aB and the speed estimation algorithm hasto be employed with three di�erent observation periods. Based on the three resulting equations,drive speed and the two accelerometer gains are identi�ed.The term �Xa;i(t) of Equation (4.5) is rewritten as the di�erence of two terms �XaA;i and�XaB ;i, which exclusively depend on aA and aB, respectively. They are calculated in the sameway as �Xa;i(t) is calculated from a. Hence, the actual speed is the result of three components:vi(t) = �xi(t)�ti| {z }Pi(t) + �XaA;i(t)�ti| {z }Ai(t) � �XaB ;i(t)�ti| {z }Bi(t)Special attention has to be paid to the sign of the contribution of accelerometer B. This parthas to be subtracted, since the directions of both accelerometers are the same (see page 68). KBand MB;i for accelerometer B are de�ned in the same way as KA and MA;i for accelerometer A:aA = KA � aA;m Ai(t) = KA �MA;i(t)aB = KB � aB;m Bi(t) = KB �MB;i(t)The use of three di�erent observation periods �t1, �t2 and �t3 leads to the following threeequations: v0(t) = P0(t) +KA �MA;0(t)�KB �MB;0(t)v1(t) = P1(t) +KA �MA;1(t)�KB �MB;1(t)v2(t) = P2(t) +KA �MA;2(t)�KB �MB;2(t)By applying the condition v0(t) = v1(t) = v2(t) to this set of equations, the two accelerometergains KA and KB are obtained:KA = � P0(MB;1 �MB;2) + P1(MB;2 �MB;0) + P2(MB;0 �MB;1)MA;0(MB;1 �MB;2) +MA;1(MB;2 �MB;0) +MA;2(MB;0 �MB;1) (4.17)KB = + P0(MA;1 �MA;2) + P1(MA;2 �MA;0) + P2(MA;0 �MA;1)MB;0(MA;1 �MA;2) +MB;1(MA;2 �MA;0) +MB;2(MA;0 �MA;1) (4.18)



72 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONSu�cient excitation has to be supervised the same way as in the one-accelerometer case,this time taking the numerators or denominators of (4.17) and (4.18). A proper choice of theminimum value, whether a sample is dropped or not, is di�cult to make. One possible solutionis to determine these values by simulations of the drive with the chosen observation periods.A proper choice of the three observation periods is very important. It is crucial to chooseall of them in such a way that each provides a usable output signal. In addition, it is importantthat the three periods are not too similar. In practice, good results are obtained with the choicewhere the second and third observation period are twice and three times the third one (seeSection 4.3.7.2).4.3.4.5 Inuence of Acceleration-Measurement InaccuraciesIn this section, the most important inaccuracies which might occur on the acceleration measure-ment are briey reviewed and commented. The importance given to each of the inaccuracies isdetermined by the practical experiences with accelerometers mounted on machine-tool axes.� Delay generally adds a small delay on the obtained speed signal. Since only the accelerationsignal contains delay, position and acceleration measurement are no longer synchronous.This deteriorates the quality of the gain estimation algorithm to a high degree, becausethe accelerometer gain factors are estimated on the two measurements. This problem issolved by adding an arti�cial delay to the position signal in the gain estimation algorithmin order to re-synchronise position and acceleration measurement for gain estimation. Inpractice, this considerably reduces the variance on the estimated gains.� Noise is for reasonable observation period lengths considerably reduced by the doubleintegration operation. The attenuation may even eliminate the need of an anti-aliasing�lter for the accelerometer input. Practical experiments show that the phase lag of ananti-aliasing �lter inuences the result more than the aliasing in absence of a �lter.� Saturation of the acceleration sensor and the signal transmission electronics has to beavoided because it deteriorates the quality of the estimated speed, estimated o�set andgain factor.� Resonance modes at the mounting place of the accelerometer have to be avoided. In prac-tice, they can reduce the bene�ts of acceleration measurement to a high degree. Therefore,a proper placing of the accelerometers is crucial.� Non-linearities, which are here understood as deviation from an exact linear relationshipbetween acceleration and measurement output, are very low for the used accelerometers;they can be neglected.Note that the above-made comments are given for the case where the accelerometers areused for an enhanced speed estimation. In case of direct acceleration feedback, some of theinaccuracies may be weighted quite di�erently.4.3.5 Design GuidelinesThe position and acceleration based speed estimation algorithm presented in Section 4.3.2 de-pends on one single design parameter. It has already been stated there that the choice of the



4.3. ACCELEROMETER-ENHANCED SPEED ESTIMATION 73observation period inuences the frequency, where the resulting speed changes from being mainlycomposed of the position component to depending only on the acceleration component. In thesequel, this inuence will be clearly identi�ed and commented upon in order to give adequatedesign guidelines for the application of the fusion algorithm.The analysis of the transfer functions of the two components will be restricted to theirmagnitudes since this enables one to clearly identify the frequency ranges where the speed ismainly composed of one or the other component. As shown in Figure 4.13 on page 65, belowthe edge frequency fedge, the speed is practically only composed of the position component, andabove it, the inuence of the position decreases by 20dB per decade. The acceleration componentis exactly complementary to the position component. The phases of the two components ensurethat the sum of the two components has almost no phase shift over the whole frequency rangefrom DC up to Shannon frequency.The analysis in Section 4.3.2 considers the total transfer function of position and accelerationcomponent. The total transfer function is de�ned as the transfer function from the unknown realspeed to the respective estimated speed component. This total transfer function is necessary foranalysing the quality of the resulting speed. In the following, only the transfer functions of theposition and acceleration component from the measured inputs to the speed components are ofinterest. This is to exemplify which frequency bands of the measured signals are attenuated bywhat degree.
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Figure 4.17: Magnitudes of transfer functions from position (P) and acceleration (A) measure-ment to the respective speed component (observation period: 2s).The magnitudes of the position (P) and acceleration (A) transfer functions, i.e. from themeasured position and acceleration to the respective speed component, are drawn in Figure 4.17.High-pass characteristics results from the position component and low-pass characteristics fromthe acceleration component. Note that an observation time period of 2 seconds is especiallychosen to obtain exactly 0dB attenuation for the pass-band frequencies of the two transfer func-tions. To simplify the analysis, the two exact gain transfer functions are now replaced by straightlines. Placing the straight lines always above the real values ensures that the damping is alwaysstronger than supposed by the simpli�cation. Without adding signi�cant errors, the position



74 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONtransfer function can be replaced below a certain frequency !edge = 2�fedge by a straight linewhich increases by 20dB per decade, and above !edge by a straight line at 0dB. The acceler-ation transfer function results in a 0dB straight line for frequencies below !edge and decreasesby 20dB per decade above. The frequency !edge is at 1 rads for the observation period of 2s.One can interpret this �gure in an intuitive manner. The P-magnitude corresponds to a limitedband di�erentiation and the A-magnitude to a limited band integration. The cut-o� frequencyof these two limited band components corresponds to !edge.Observation periods used in practice are much shorter than the mentioned 2s. Therefore,the transfer functions are now analysed for di�erent periods. The edge frequency varies with thereciprocal value of the observation time, which is easily understood by looking at the formulaof the position component.
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4.3. ACCELEROMETER-ENHANCED SPEED ESTIMATION 75follows, based on the observation time period �t:kgain = 20 log�2 [s]�t � fedge u 12� � �2 [s]�t � (4.19)To give an idea of the order of magnitude of gain factor and edge frequency, Table 4.5 summarisesthe results for practical values of the observation period �t.observation acceleration position edgeperiod attenuation ampli�cation frequency�t �kgain kgain f0.5ms -72dB 72dB 640Hz1ms -66dB 66dB 320Hz5ms -52dB 52dB 64Hz10ms -46dB 46dB 32HzTable 4.5: Characteristics of position and acceleration component for typical observation periods.
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76 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONof the gain factor calculation formula in order to avoid the case where a faulty position measure-ment, e.g. a constant measured position despite movement of the axis, always signals insu�cientexcitation. However, this method allows one only to decide whether or not a sensor failure hasoccurred, but not whether it is a position encoder or an accelerometer failure. For this moredetailed discrimination, if information about the source of failure is also needed, the dynamicbehaviour of the system has to be taken into consideration. A simple state estimator based onthe control variable and the actual system state is able to decide whether the last few positionmeasurements are plausible or not.The simplest reaction to any kind of detected failure is to stop the axis by breaking resistanceswithout any external energy. In some cases, it is moreover advantageous to �nish a movementin a controlled way due to process constraints, e.g. to stop an axis in a safe position.Three types of sensor faults of position/acceleration measurement can occur. They are listedhere with appropriate reactions:� Accelerometer failure: the axis can be controlled only when based on position measure-ment. The controller parameters have to be adapted to the new measurement performance.Hence, dynamic sti�ness is reduced, but accurate control is possible.� Position encoder failure: position and speed can be estimated based on the last correctposition measurement and on the integration of the acceleration measurement. This isonly possible during some seconds, due to the always present o�set on the accelerometersignals, which is, however, su�cient to perform a controlled stop of the axis at a desiredposition.� Combined accelerometer and position encoder failure: the drive has to be stopped imme-diately by braking resistances.4.3.7 Experimental ResultsThe fusion algorithm derived in Section 4.3.2 needs measurement of the acceleration. As theaccelerometers are analog devices with noise on the output, the algorithm is tested on real axeswith measurement errors and disturbances in order to demonstrate its usefulness and accuracyin an industrial environment. As the real speed cannot be measured for reference, the results ofthe accelerometer-enhanced speed estimation is only compared to the position based ones. Forthis comparison, we choose the simplest one, i.e. the direct di�erentiation of the position. Thismethod is independent of knowledge of the controlled system, has a delay of half a samplinginterval, and is very sensitive to position quantisation.Furthermore, the quality of the gain estimation algorithm is demonstrated by experimentalresults. The estimation of the accelerometer o�set is not discussed here, because successfulimplementations already exist for this common problem of sensor o�set compensation. Ourmeasurements showed the expected good results.The algorithms have been implemented on two di�erent platforms, �rst, on the DSP of theaxis controller in C programming language, and second, on a PC and workstation with MATLAB[Mat94]. The former implementation proves the feasibility under real time constraints. Thelatter o�ers the possibility of evaluating o�-line the same recorded measurements with di�erentobservation periods. The results obtained by both implementations are identical, as expectedgiven the use of exactly the same algorithms, the numerical stability of the algorithms, and theuse of oating point numbers for both implementations.



4.3. ACCELEROMETER-ENHANCED SPEED ESTIMATION 77A �rst series of measurements for the one-accelerometer case is performed on the 75N lineardrive (explained in Appendix C.1.1) with almost friction-less air cushion bearings and an immo-bile base. For the two-accelerometer case, a second series is carried out with the 2200N lineardrive machine-tool axis, which is explained in Appendix C.1.2.In the following, the results of the measurements are presented, �rst for the one-accelerometercase, and second for the two-accelerometer case. For all experiments, the sampling frequencyis set to 10kHz. For both drives, low cost piezoresistive accelerometers are used. Their analogsignals are �ltered with a �rst-order anti-aliasing �lter with a cut-o� frequency in the rangeof 10kHz. Therefore, the theorem of Shannon is not satis�ed. The problem of aliasing doesnot arise, because the employed algorithm with the double integration of the acceleration signalis less sensitive to aliasing than to the time constant added by a stronger anti-aliasing �lter.However, the �lter eliminates the main disturbances in the range of 70kHz, caused by the powerelectronics for the motor phase currents.4.3.7.1 The One-Accelerometer CaseThis section summarises the results obtained on the 75N linear drive axis explained in Ap-pendix C.1.1. This prototype drive glides on air cushion bearings nearly without any friction.The base is �xed to remain completely immobile. Therefore, only one accelerometer measuringthe slider acceleration is used. The position encoder resolution is of 0:4�m.In the following, two di�erent experiments are performed on this drive. In a �rst experiment,the slider of the switched-o� linear drive is hit by a hammer in order to generate a force impulse.This experiment demonstrates the correct functioning of the speed estimation algorithm for aspeed response on a force impulse. In a second experiment, a sinusoidal chirp force referencesignal is used as a system input. This open loop con�guration tests the algorithm over a widefrequency range and provides also results on the gain estimation algorithm. In the following,representative results of the test series are given for the two experiments.The reaction of the speed estimation algorithm on a force impulse, caused by a hammer, is
a)

0.672 0.676 0.68 0.684

0

0.02

0.04

0.06

0.08

time [s]

sp
ee

d 
[m

/s
]

observation period: 5ms

Po

Ao

5ms

b)
0.672 0.676 0.68 0.684

0

0.02

0.04

0.06

0.08

time [s]

sp
ee

d 
[m

/s
]

observation period: 2.5ms

Po

Ao

2.5ms

Legend:A0 Acceleration componentP0 Position componentFigure 4.20: Speed response on a force impulse with (a) �ti = 5ms and (b) �ti = 2:5ms.



78 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONillustrated in Figure 4.20. For the example on the left, the observation period is set to 5ms, forthe one on the right to 2:5ms. The noisy speed signal is the one obtained by direct di�erentiationof the position. Its speed quantisation step size of 0:004ms is clearly visible. The smoother signalis the one of the accelerometer-enhanced speed estimation algorithm. It is the sum of theposition component P0 and the acceleration component A0. The speed response on the forceimpulse contains high frequency components. Therefore, at the beginning, the accelerometerpart A0 mainly contributes to the speed response. It is clearly visible from the two graphsthat A0 reaches zero and only P0 constitutes the speed signal at the time �t0 after the end ofthe force impulse. The measurements con�rm that the speed estimation algorithm outputs anaccurate signal with about the same delay as the direct di�erentiation of the position, but withconsiderably reduced noise. The remaining delay on the estimated speed signal is di�cult toquantify, due to the absence of an accurate reference speed measurement.In a second experiment, sinusoidal force chirp reference signals are used to excite the drivein open loop control. O�sets on the force reference signal are manually compensated for, andthe used frequencies are chosen su�ciently high to avoid instability of the system. This test isperformed to evaluate the accelerometer-enhanced speed estimation as well as the accelerometergain identi�cation algorithm on a wide range of di�erent frequencies.The observation time period is chosen to 5ms, i.e. 50 sampling intervals. According toSection 4.3.5, there results an edge frequency fedge of the acceleration and position componentof about 60Hz. Below this frequency, the accelerometer signal makes only a minor contributionto the resulting speed signal. Therefore, the chirp frequencies are chosen in the range between50Hz and 500Hz. The amplitude of the sinusoidal reference force is set to 25N, i.e. a third ofthe drive's maximum force.
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4.3. ACCELEROMETER-ENHANCED SPEED ESTIMATION 79mean value. Hence, this example illustrates how the resulting speed estimation is composed ofthe low frequency band component P0 and the high frequency band component A0. The obser-vation period length of 5ms is clearly visible in Figure 4.21 as a delay of 2:5ms of the positioncomponent P0 compared to the speed signal.
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Figure 4.22: Distribution of normalised estimated accelerometer gain K.Based on the same experiment, the accelerometer gain calibration algorithm is evaluated.In addition to the observation period of 5ms, a second one of 2:5ms is chosen for the parame-ter identi�cation. Su�cient excitation is supervised according to Equation (4.16) on page 71.About 90% of the estimates of KA are dropped due to this supervision. The distribution of theremaining estimates of KA are shown in Figure 4.22. They are normalised (denoted K) with thenominal accelerometer gain. About 60% of them are within a range of 5% around the nominalvalue and none of them is outside a range of 15%. Low pass �ltering with a long time constantadapted to the long time constants of possible drifts of KA leads to an accurate estimate of KA.To sum up, the implementation of the accelerometer-enhanced speed estimation algorithmhas shown its feasibility and accuracy for the one-accelerometer case, even when using low costpiezoresistive accelerometers. The delay on the resulting speed signal is equivalent to or evena bit lower than the one of the direct di�erentiation of the position. The noise on the speedsignal is considerably reduced compared to the direct di�erentiation. The identi�cation of theaccelerometer gain is possible, assuming that there is su�cient excitation of the drive. Indeed,it is possible that the normal movements of machine-tool axis do not produce enough excitationfor the gain calibration, and, therefore, special calibration movements have to be performed atmachine startup.4.3.7.2 The Two-Accelerometer CaseFor the two-accelerometer case, a second series of experiments is made on the 2200N driveexplained in Appendix C.1.2. Due to the high accelerations of the drive, a mass relation of about1:8 between slider and base and the slider mass of about 100kg, the base is not completely �xed tothe ground but placed on pieces of rubber to enable some movements of the base. Therefore, thebase is mobile to some extend and slider as well as base acceleration have to be measured. Theaccelerometer-enhanced speed estimation algorithm is tested with an open loop chirp frequency



80 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONforce reference signal, as before. The encoder resolution of this axis is 0:2�m, i.e. half the valueof before.The axis is moved by a chirp force reference signal with an amplitude of 500N , about aquarter of the maximum force, and frequencies in the range from 100Hz to 500 Hz. Thefrequency range is adapted to the limits of open loop control of this drive and hence slightlyreduced. The observation time period again is set to 5ms. Two di�erent parts of the resulting
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−BoLegend:P0: Position componentA0: Component of accelerometer AB0: Component of accelerometer BFigure 4.23: Speed estimation at (a) 260Hz and at (b) 375Hz.speed signal are depicted in Figure 4.23, the �rst at the frequency of about 260Hz and thesecond at about 375Hz. Both examples show a slight delay of the accelerometer-enhancedspeed estimation compared to the noisy direct di�erentiation. This delay can be explainedby a decreased bandwidth of the here used accelerometers, compared to the one of the one-accelerometer case, and possibly by the additional shielding on the signal transmission cables.The quality of the obtained signal is in fact much better than the one of the direct di�erentiation,the noise e�ects are drastically reduced. The examples demonstrate that for this setup, it isindispensable to mount two accelerometers. For the 375Hz example on the right graph ofFigure 4.23, the contribution of B0 of the base accelerometer is even bigger than the one of A0of the slider accelerometer. This special situation is caused by a resonance of the base which isvisibly excited at this frequency.Based on the same setup with the same frequency range, the two accelerometer gains KA andKB are identi�ed. The three observation periods are set at 25ms, 50ms, and 75ms, respectively.The resulting normalised distributions of gain KA and KB are shown in Figure 4.24. 90% ofthe samples for KA and 94% of the samples for KB are dropped by the supervision algorithm.As a result, about 55% of the estimates for KA and 22% of the estimates for KB are within a5% error range. Nevertheless, the variation of the di�erent gain estimates is in this case muchhigher. This can be explained by a certain correlation between the acceleration signals aA andaB , because the force of the drive acts between the two parts and leads to a movement of themin inverse directions. Therefore, the gain estimation algorithm cannot di�erentiate well betweenthe inuences of the two accelerations. This leads to an increased variance of the estimatedgains. A good means to counteract this e�ect is to excite resonances of the base part, as it is the
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s Legend:KA: Gain of accelerometer AKB : Gain of accelerometer BFigure 4.24: Distribution of estimated accelerometer gains.case at about 375Hz shown in the right graph of Figure 4.23. Exciting resonances guaranteesindependent accelerations of the two parts of the axis and hence, an accurate identi�cationof the two gains. The example in Figure 4.24 has been obtained based on a wide range offrequencies with and without base resonances. The result is an almost Gaussian distributionaround the nominal value of the gains. By low pass �ltering, accurate estimates of the gainsare obtained. Possibly, drive excitation during normal operation is too small to calibrate thetwo gains, especially KB . Hence, specialised identi�cation movements have to be performed atsystem startup.4.3.8 Concluding Remarks on Accelerometer-Enhanced Speed EstimationA novel algorithm for accelerometer-enhanced speed estimation (AESE) has been proposed. Inthe following, its main characteristics are summarised, the experimental results briey com-mented, and the proposed solution is compared to the complementary �lter solution.4.3.8.1 Characteristics of Proposed AlgorithmThe algorithm observes position and additional acceleration measurement over a �xed past timeperiod and calculates an accurate speed estimation. As a result, the inuence of position quanti-sation and accelerometer noise on the output speed signal is reduced. The design of the methodconsists of the choice of one single parameter, namely the observation period length. This pa-rameter determines the frequency at which the main contribution to the speed signal graduallymoves from position to acceleration measurement. The same parameter �xes position measure-ment ampli�cation and acceleration measurement attenuation. The design procedure consistsof a trade-o� between position quantisation noise and inuence of accelerometer measurementerrors, mainly accelerometer o�sets. Methods for on-line identifying accelerometer gain ando�set simplify the commissioning and maintenance of the system.The algorithm is designed in view of practical problems arising when using measured accelera-tion and position. Accelerometer noise as well as position quantisation inuence are considerablyattenuated. The algorithm is robust against accelerometer o�set in the sense that the resulting



82 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONspeed contains an o�set proportional to the not compensated accelerometer o�set, but does notdrift and become unstable. The recursive implementation of the algorithm reduces the necessarycalculation power of the numerical controller.Experiments on two direct-drive axes using low cost piezoresistive accelerometers show veryaccurate results for the accelerometer-enhanced speed estimation. The inuence of accelerometernoise is su�ciently attenuated by the employed algorithm. Experiments have shown that lowpass �lters for the accelerometer inputs are only useful for �ltering the inuence of disturbancescaused by the choppers of the power electronics. Because the bandwidth of the accelerometersin the employed setup is below the Shannon frequency of the sampled system and disturbancesat these frequencies are only minimum, aliasing on the analog inputs is practically not present.As a result, it turns out to be more advantageous to accept the remaining aliasing e�ects thanto add a time constant by adding an anti-aliasing �lter. Di�erent observation periods have beentested. As expected, for short periods the inuence of the position quantisation is dominantand leads to a noisier speed signal. Longer observation periods lead to a smoother signal, butincrease the inuence of the accelerometer measurement inaccuracies. In practice, observationperiods in the range from 40 to 150 sampling periods turn out to be optimal. The proposedgain estimation algorithm shows excellent results for the one-accelerometer case. For the two-accelerometer case, correlation of the two accelerometer signals deteriorates the quality of theobtained gain estimates. By using special movements to reduce this correlation, this problem issolved, and accurate gain estimates are obtained. Sensor o�set identi�cation is possible by simplemean value calculation and is implemented without problems. Mounting of the accelerometerturns out to be crucial. Mechanical resonances have to be avoided in order to obtain accuratesignals.4.3.8.2 Comparison with Complementary Filter ApproachThe basic idea behind the fusion method of position and acceleration measurement proposed inthis dissertation is close to the complementary �lter method of Section 4.3.1.1. Both solutionsextract high frequency speed information from the acceleration measurement and low frequencyinformation from position measurement. The sum of the position and the acceleration compo-nent theoretically results in both cases in a unity gain transfer function with zero phase shiftover the whole frequency range. However, the structure of the employed �lters is di�erent. InFigure 4.25, the acceleration-to-speed transfer functions of the two solutions are compared. Thesampling frequency in this �gure is normalised to 1s. For the AESE-method, an observationperiod of 20 sampling periods is selected. As an example, the complementary �lter method inthe �gure is designed with a damping ratio of 0:7 (k1 = 0:1; k2 = 0:005). The acceleration-to-speed transfer function of the AESE-method is a limited bandwidth integration. The transferfunction of the complementary �lter method is a combination of a di�erentiator with a secondorder system. speed componentmeasured acceleration = s � 1s2 + k1s+ k2As it can be seen in Figure 4.25b, the transfer function has di�erentiation property for lowfrequencies and integration property for high frequencies. The frequency band of the di�erenti-ation part varies with di�erent design parameters (k1, k2), but it remains always a region withdi�erentiation property. The di�erentiation of a measured value, also in a limited frequency



4.4. CONCLUSIONS 83band, raises noise sensitivity. It can be concluded that the complementary �lter solution is moresensitive to acceleration measurement noise than the solution proposed in this work.
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84 CHAPTER 4. HIGH-PRECISION SPEED ESTIMATIONin terms of these two characteristics in order to directly compare them. Figure 4.26 �nallysummarises the presented results.
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Chapter 5Axis Control with AccelerationMeasurementThe aim of this chapter is to discuss the bene�ts of the acceleration measurement for closed-loopcontrol. The inuence of the accelerometer-enhanced speed estimation on controller bandwidthand noise is analysed for the cascade controller structure in Section 5.1. Then, the use of theaccelerometer signal for direct acceleration feedback is briey reviewed in Section 5.2. Further,possible limits of the combined use of both approaches are outlined. The aspects of controllerstructures and optimal controllers for linear-drive machine-tool axes are not the topic of thisdissertation. The reader should refer to the literature [Phi92, Alt94, Zir96].5.1 Inuence of Speed Estimation on Closed-Loop ControlIn Chapter 4, the speed estimation methods are classi�ed according to their delay and quantisa-tion noise. Therefore, the inuences of these two parameters on closed-loop control are analysed.In the following, the employed cascade controller structure is de�ned, a pseudo-continuous modelof the controlled system is derived, and the design of the controller parameters is discussed. Theachievable closed-loop bandwidth is estimated. Then, the inuence of position quantisation onthe reference input of the linear motor is analysed. Maximum error bounds and power dissi-pation due to quantisation are determined. They are analysed with the open control loop buttaking into consideration feedback parameters of a stable feedback loop. Thereby, the inuenceof quantisation is well approximated without the need of exact controller modelling. The resultsprovide a knowledge of the importance of the expected quantisation e�ects and the possibleimprovements with the AESE-method.In general, the di�erent characteristics of the selected speed estimation method have thefollowing inuences:� Delay on the estimated speed signal limits the available closed-loop bandwidth. Therefore,to obtain a maximum bandwidth, a minimum delay is required.� Noise on the estimated position and speed signal is ampli�ed by the controller gain factorsand acts on the reference force input of the drive. To reduce the inuence of quantisatione�ects, the gain factors have to be reduced. This also limits the closed-loop bandwidth.87



88 CHAPTER 5. AXIS CONTROL WITH ACCELERATION MEASUREMENT5.1.1 Cascade Controller StructureThe cascade controller structure composed of a speed and a position loop is chosen as basiccontrol structure in this work. This controller setup has the advantage that the speed loop iscommissioned independently of the outer position loop. It provides the basis to take limitationsinto consideration at the point in the loop where they occur. In contrast, for global feedbacksystems, the limitation of internal variables is more complicated.xref -+-e - Kpx 54 vref-+-e - Kpv 54 Fref- e�sTdel1+sTc Fmot-+-?Fexte - 1m a- 1s v-q6 1s x-q6 Figure 5.1: Cascade controller structure.The structure with the used axis model is shown in Figure 5.1. The triangles in the controllerblocks Kpx and Kpv denote the limitations at the controller outputs. In the case of linear-drivemachine-tool axes, such limitations are for instance the maximum speed due to the position-encoder electronics and the maximum force of the drive. In this chapter we are only interestedin the position control loop with its underlying speed control loop. The current control loopwith the power electronics is considered as a part of the basic drive, and its design is not furtherdetailed here. According to Section 2.3.1 its transfer function is modelled as a constant factor,a pure time delay and a time constant. For the following discussion, the constant factor of themodel is made a part of the controller factor Kpv and not present as an explicit factor anymore.It should be noted that the chosen cascade controller structure with proportional feedback gainsis not optimal for axis control. It leads for instance to a stationary tracking error in case ofa reference trajectory with a constant speed. In addition, PD-position- and PI-speed-feedbackwould result in a higher closed-loop bandwidth. However, proportional feedback provides goodestimates of the inuence of measurement inaccuracies on closed-loop control.5.1.2 Control Loop and ParametersThe inuence of speed-estimation delay on the achievable closed-loop bandwidth of a cascadecontroller is determined in this section. The analysis is made in continuous domain by approxi-mating discrete sub-systems with pseudo-continuous elements. The basic concepts of continuousanalysis of discrete systems are given, the axis model is completely converted into continuousdomain and the equations of an example controller design are detailed.5.1.2.1 Pseudo-Continuous ModellingWhen a su�ciently low sampling period is used, a discrete control system can be modelled asa pseudo-continuous system and analysed with the tools of continuous control. In our case asin most control applications, the system is composed of continuous and discrete elements. Therequirements for the use of pseudo-continuous modelling and the conversion of the system fromdiscrete to continuous domain are given in [B�uh94]. We briey summarise the points that are



5.1. INFLUENCE OF SPEED ESTIMATION ON CLOSED-LOOP CONTROL 89important for our design. The elements of the continuous motor with a discrete controller canbe transformed into an approximative continuous systems by the following conversions:� Pure time delays e�sT are modelled as corresponding time constants: 11+sT� The zero order hold element (ZOH) of the digital controller is modelled as a time constantof half a sampling period: 11+sTsampl2� The continuous motor model is not a�ected by this transformation.The model of a system with a sequence of time constants and delays results in a productof di�erent time-constant terms ( 11+sTi ) after transformation into pseudo-continuous form. Forsimplifying the controller design, it is advisable to replace all these di�erent time constants bya single time constant. The following simpli�cation of time constants, which holds for not tohigh frequencies is usually employed [F�ol85].(1 + sT1)(1 + sT2) : : : (1 + sTN) u 1 + s NXi=1 TiIt has been stated above that the sampling period Tsampl has to be su�ciently small in orderto obtain a good approximation of a discrete system by a continuous model. Su�ciently smallmeans that it must be lower than half the lowest dominant time constant of the system. In theabsence of dominant time constants, it has to be chosen smaller than the sum of motor andmeasuring-device time constant [B�uh94]. The correspondences have been derived by assuminga sampling period which tends towards zero. Therefore, the higher is the sampling period, thelarger are the inaccuracies of the pseudo-continuous model. In practice, the sampling frequencyis often selected a factor 10{20 higher than the closed-loop bandwidth.5.1.2.2 Model of the AxisThe transfer function of a linear-drive axis from controller output U(z) to the assumed measuredspeed input Vm(z) is shown in Figure 5.2. It is composed of an D=A-converter, a delay Tdelfrom power electronics, a time constant Tc from the current controller, a mass-factor m, anintegration 1s , and an A=D-conversion. The control algorithm in the numerical controller causesU(z) - D=A Fref- e�sTdel1+sTc Fmot-+-?Fexte - 1m a- 1s v- A=D Vm(z)-Figure 5.2: Motor transfer function for pseudo-continuous modelling.an additional time delay which is modelled as a time constant Tcontr (not shown in the �gure).In this model, the speed is supposed to be directly measured, which is not the case for realaxes. The fact that it is obtained by di�erentiation of the measured position is modelled by anadditional delay. The length of this delay depends on the di�erentiation method. A factor Ndi�is de�ned to indicate the number of sampling periods of this delay for the di�erent methods. For



90 CHAPTER 5. AXIS CONTROL WITH ACCELERATION MEASUREMENTinstance, the direct di�erentiation has a factor Ndi� = 0:5. The delays of the di�erent methodsare discussed in Section 4.2.The pseudo-continuous transfer function of the motor and controller are obtained by trans-forming all time delays into corresponding time constants and adding time constants for theZOH, the di�erentiation, and controller delay:Vm(s)U(s) = 11 + sTdel � 11 + sTc � 1m � 1s � 11 + sTsampl2| {z }ZOH � 11 + sNdi� Tsampl| {z }di�erentiation � 11 + sTcontr| {z }controllerAs explained above, the di�erent time constants are now replaced by one single time constantTv, which corresponds to the sum of all time constants.Tv = Tdel + Tc + Tsampl2 +Ndi� � Tsampl + TcontrThe resulting simpli�ed pseudo-continuous transfer function of controller, drive, axis, and speedmeasurement is shown in Figure 5.3.Fref - 11+sTv - 1m - 1s vm-Figure 5.3: Pseudo-continuous model of controller and axis.The inuence of friction and limitations are not taken into consideration in this model. Thesesimpli�cations are justi�ed because we only want to establish the range of achievable bandwidthsand realistic controller gains. Controller performance aspects, such as tracking error, are notthe topic of this dissertation.5.1.2.3 Controller Parameter DesignThe aim of this section is to derive feedback parameters which are realistic in order to determinethe order of magnitude of the bandwidth and to obtain realistic values of the controller gains.We are only interested in the order of magnitude of the parameters. The design of optimalcontroller structures and parameters for motion control systems is widely discussed in literature(e.g. [Stu81]).The speed feedback loop is designed with the time constant Tv. In order to have a moregeneral model, the mass factor 1m is included in the feedback gain factor Kpv. The resultingspeed control loop with speed reference vref as input and measured speed vm as output isshown in Figure 5.4. This model is rather general and applies for di�erent drive types, becausethe time constants are always in the same order of magnitude and because the mass, whichsigni�cantly varies for di�erent axes, is part of the factor Kpv. It is important to note thatthe output of this loop is the measured speed vm and not the real speed v. The relationshipv = (1 + sNdi� Tsampl)vm will be neglected below and the two speeds vm and v will be supposedto be identical. Our error estimations and simulations have shown that, for our purposes, itis admissible to neglect the small time constant Ndi� Tsampl without signi�cantly a�ecting the



5.1. INFLUENCE OF SPEED ESTIMATION ON CLOSED-LOOP CONTROL 91vref -+-e - Kpv amot-?aexte - 1s(1+sTv) vm-q6Figure 5.4: Model of simpli�ed speed loop.obtained results. The transfer function of the speed control loop with reference-speed input andreal-speed output results as a second order system with damping Dv and bandwidth !v:V (s)Vref (s) = Kpvs(1+sTv)1 + Kpvs(1+sTv) = 11 + s 1Kpv + s2 TvKpv = 11 + s�2Dv!v �+ s2 � 1!2v �Figure 5.5 shows the resulting position feedback loop with the position error feedback pa-rameter Kpx and an additional integrator in the system. The inner speed loop is represented asa second order system without the explicit feedback path. It should be noted that the externalacceleration aext as a part of the speed feedback loop is not explicitly shown anymore in thefollowing. xref -+-e - Kpx vref- 11+s 1Kpv+s2 TvKpv v - 1s x-q6Figure 5.5: Model of position feedback loop.The transfer function of the closed control loop with a position and a speed cascade results as:X(s)Xref (s) = 11 + s 1Kpx + s2 1KpxKpv + s3 TvKpxKpvThis closed-loop transfer function is of third order. We impose three poles at: p1;2 = �� � j�and p3 = ��. This pole placement guarantees a fast step response and practically no overshoot[B�uh94]. By comparison of the coe�cients, the formulae for the calculation of the feedback gainsKpx and Kpv as well as the speed-loop bandwidth fv are obtained. The closed-loop bandwidth fxof the complete position control system is approximately proportional to the factor Kpx [Stu81].Kpx = 16Tv fx u Kpx2� = 112�TvKpv = 49Tv fv = 13�TvThe derived formulae will be employed for the calculation of an example feedback controlloop. The aim is to have factors Kpv and Kpx which have realistic values for implementation inorder to evaluate the available closed-loop bandwidth and the inuence of position quantisationand speed estimation method on realistic values.



92 CHAPTER 5. AXIS CONTROL WITH ACCELERATION MEASUREMENT5.1.3 Quantisation E�ectsThe inuence of quantisation errors on the control loop are estimated based on open-loop consid-erations. The position quantisation errors inuence the feedback path for position-error feedbackas well as the one for speed-error feedback. The latter inuence is due to the use of the positionmeasurement for speed determination. The quantisation is analysed from its source, the posi-tion measurement, to its point of action, the reference acceleration variable. The two controllerfeedback gains also inuence the result. Example values for our analysis are taken from theabove-derived design example. This enables one to compare the inuence of quantisation on theposition and the speed feedback path.This open-loop consideration is certainly a simpli�cation of the real system. Noise on theactuator input also inuences the system output, i.e. the measured position. This inuencewould have to be analysed by nonlinear control theory [SL91] employed to the closed-loop system.The absence of limit cycles caused by quantisation would have to be determined [Col87]. Sucha nonlinear-system analysis depends on the selected controller structure. Di�erent controllerstructures and parameter sets would have to be analysed in detail. This exceeds the scopeof this dissertation. Nevertheless, the evaluation of the noise directly acting at the point offorce generation gives a good estimation of the quantisation inuences. The relative reductionof the quantisation e�ects by employing accelerometer-enhanced speed estimation leads to ageneral assessment of the bene�ts of this method. However, quantisation is a nonlinear e�ect.A reduction of quantisation does not necessarily lead to linear reduction of its e�ects.Two di�erent approaches for modelling the quantisation error are chosen. First, the maxi-mum error bounds are determined. They denote the maximum disturbance peaks which possiblyact on the input signal of the motor. Second, the variance of the error signal on the referenceforce is calculated, which indicates the mean power dissipation due to quantisation noise.The analysis of quantisation e�ects is here restricted to the discussion of position quantisationinuence which is dominant. Rounding errors of the numerical controller are practically absentwhen using oating-point processors. For the employed observation period lengths (some tenthof sampling periods) of the accelerometer-enhanced speed-estimation algorithm, the inuence ofmeasurement noise of acceleration measurement is low in comparison to the inuence of positionquantisation. Therefore, it will be neglected in the following analysis.5.1.3.1 Maximum Error BoundsThe maximum absolute error on the reference acceleration signal as worst-case error is calculatedby adding the maximum absolute quantisation errors of all elements with quantisation of aformula. The inuence of position quantisation on the reference force value will now be derivedfor the direct di�erentiation for speed estimation. It is based on the cascade controller structureof Figure 5.1 on page 88. The reference acceleration aref as controller output is obtained fromthe reference position xref;k and the position measurements xm;k and xm;k�1 as follows:aref;k = xref;k �Kpx �Kpv � �Kpx � xm;k + xm;k � xm;k�1Tsampl � �Kpv (5.1)By assuming that xm;k and xm;k�1 have a maximum quantisation error of q2 , the maximum



5.1. INFLUENCE OF SPEED ESTIMATION ON CLOSED-LOOP CONTROL 93absolute reference-acceleration error �aref results as:max j�aref j = �Kpx � q2 + qTsampl� �Kpv (5.2)Equation (5.2) is now generalised for the other discussed di�erentiation methods. We de-�ne a factor ndi� which is the multiplicative factor of q�KpvTsampl to obtain the maximum absolutequantisation error on the speed estimate.max j�aref j = �Kpx � q2 + ndi� � qTsampl� �KpvIn Table 5.1, the factors for ndi� are summarised. They are obtained exactly the same way asin the above example. The di�erentiation methods are de�ned in Section 4.2; the method foraccelerometer-enhanced speed estimation is explained in Section 4.3.Method ndi� RemarksA: direct di�erentiation 1B: mean speed calculation 2/3C: delayed di�erentiation 1 independent of �D: quadratic interpolation 2AESE: accelerometer-enhanced speed estimation 1/N observation period: N � TsamplTable 5.1: Quantisation error factors ndi� of di�erent speed estimation methods.5.1.3.2 Power Dissipation due to Quantisation NoiseTo estimate the heat-up of the drive due to position quantisation, we calculate the expectedpower dissipation. For a noise signal with zero mean value, the variance is equivalent to thequadratic mean value, which denotes the power dissipation. As an example, the variance for theuse of the direct-di�erentiation method is derived. The calculations are based on Equation (5.1).The theory is found in Appendix A.1. Assumed that xm;k and xm;k�1 contain an uncorrelatedand uniformly-distributed quantisation noise, their total variance �2 results as:�2 = q212 �Kpx + 1Tsampl�2 �K2pv| {z }from xm;k + q212 � K2pvT 2sampl| {z }from xm;k�1 = K2pv � q212 �  K2px + 2KpxTsampl + 2T 2sampl!The values of the other methods are obtained the same way as for the direct di�erentiation.The results are summarised in Table 5.2. The square root of the obtained variance � is equivalentto the standard deviation. Its square, the variance �2 itself is equivalent to the mean power(as expressed in square of acceleration) due to quantisation. The relation with the maximumpower, the square of the maximum acceleration indicates, what degree of the power dissipationis caused by quantisation.



94 CHAPTER 5. AXIS CONTROL WITH ACCELERATION MEASUREMENTMethod Variance �2A: direct di�erentiation K2pv � q212 �K2px + 2KpxTsampl + 2T 2sampl�B: mean speed calculation K2pv � q212 �K2px + Kpx3Tsampl + 59T 2sampl �C: delayed di�erentiation K2pv � q212 hK2px + 2Kpx�+Tsampl + 2(2�+Tsampl)(�+Tsampl)iD: quadratic interpolation K2pv � q212 �K2px + 3KpxTsampl + 6:5T 2sampl�AESE K2pv � q212 �K2px + 2KpxNTsampl + 2N2T 2sampl �Table 5.2: Variances on controller output for di�erent speed estimation algorithms.5.1.4 Design Example from PracticeThe formulae and relationships will now be applied to real axis data in order to determinethe order of magnitude of noise and delay inuences. The di�erent methods for position-onlyspeed estimation will be compared with the accelerometer enhanced speed estimation (AESE)method. The description of the position-only methods is found in Section 4.2, the descriptionof the AESE-method in Section 4.3.5.1.4.1 Axis DataThe theoretical relationships which have been derived in the previous section are now applied todata from an existing system. We use the data from our linear-drive axis with 2200N maximumforce, which is discussed in Appendix C.1.2. A summary of the important data in this contextis given in Table 5.3. Parameter Symbol Valuemaximum acceleration amax 22ms2Current controller time constant Tc 0.2msPower electronics time delay Tdel 0.1msPosition resolution q 0:1�mTable 5.3: Technical data of 2200N linear-drive axis.The inuence of the sampling period on closed-loop performance is shown in [Zir96]. Itis stated there that sampling periods of less than 500�s are desirable, because the controlledsystem performance decreases with higher sampling periods. Therefore we base our exampleson sampling periods of 100�s and 200�s. The delay Tcontr due to the calculation time inthe numerical controller is assumed to be 20�s. This value turns out to be appropriate for theimplementation of a simple controller structure and the accelerometer-enhanced speed estimationmethod.



5.1. INFLUENCE OF SPEED ESTIMATION ON CLOSED-LOOP CONTROL 955.1.4.2 BandwidthThe controller design is done according to the explanation given in Section 5.1.2. The resultingfeedback gains Kpx and Kpv as well as the bandwidths fx and fv are summarised in Table 5.4.The bandwidths are grouped in descending order. For the acceleration-enhanced speed estima-Tsampl = 0:1ms Tsampl = 0:2msKpx �1s� Kpv �1s � fx [Hz] fv [Hz] Kpx �1s� Kpv �1s� fx [Hz] fv [Hz]D 450 1200 72 290 400 1060 63 250A, AESE 400 1060 63 250 320 860 51 200B, C1 320 860 51 200 230 620 37 150C2 280 740 44 180 190 510 30 120Table 5.4: E�ect of delay: feedback gains Kpx, Kpv, and closed-loop bandwidths fx and fv.tion (AESE) method, a delay of half a sampling period is assumed. According to our experiences,the delay is rather below this limit which thus denotes a worst-case bound.The delay of the speed estimation algorithm has a signi�cant inuence on the closed-loopbandwidth. From the method D (quadratic interpolation without any delay) with a bandwidthof fx = 72Hz to the method C2 (delayed di�erentiation with � = Tsampl) with a bandwidth offx = 44Hz, it results a reduction of nearly 40% for a sampling period of 0.1ms. For the samplingtime of 0.2ms, the reduction is even 50%.It should be noted that the obtained bandwidths are maximum theoretical values. In prac-tice, the achievable bandwidths are below these values because of modelling errors. Therefore,the given feedback gains are also maximum values.5.1.4.3 Maximum Reference Acceleration Error due to QuantisationThe maximum reference acceleration error due to quantisation is now calculated for the di�erentmethods with the same feedback factor values. For the sampling time 0:1ms, the values are:Kpx = 280, Kpv = 740, and q = 0:1�m. For the sampling time 0:2ms, the values Kpx =190, Kpv = 510, and q = 0:1�m are chosen. For these parameters, the maximum reference-acceleration error results as:max j�aref j = 0:010ms2 + ndi� � 0:74 � ms2 for Tsampl = 0:1msmax j�aref j = 0:005ms2 + ndi� � 0:26 � ms2 for Tsampl = 0:2ms (5.3)For the discussed position-only methods, the factor ndi� is in the range between 0.67 and 2(see Table 5.1). It turns out that the speed-feedback term, denoted by the second term ofEquation (5.3), has considerably more inuence than the position-feedback term. In case ofthe accelerometer-enhanced speed-estimation method (example: N = 50 ) ndi� = 0:02), bothinuences are better equalised. The concrete results are summarised in Table 5.5.This fact that the speed estimation of the speed feedback loop makes greater demands on po-sition resolution than the position feedback loop justi�es the approach taken in this dissertation.By the AESE-method with an observation period of 50 sampling periods, the maximum errordue to quantisation can be reduced by a factor of around 30 compared to direct di�erentiation



96 CHAPTER 5. AXIS CONTROL WITH ACCELERATION MEASUREMENTMethod max j�aref j �ms2 �Tsampl = 0:1ms Tsampl = 0:2msD 1.5 0.53A, C 0.74 0.27B 0.5 0.18AESE (N = 50) 0.02 0.01Table 5.5: E�ect of position quantisation: worst case error on aref (amax = 22ms2 ).which causes the same delay on the estimated speed. The additional acceleration measurementprovides the necessary dynamic information. Without the AESE-method, the need for a betterposition resolution for speed is the higher, the lower is the sampling period of the controller.5.1.4.4 Power DissipationWe restrict the comparison of the di�erent methods to the comparison of direct di�erentiationwith the accelerometer-enhanced speed estimation. The other position-only methods are easilyobtained with the formulae from Table 5.2.For the given data (Kpx = 2801s , Kpv = 7401s , Tsampl = 0:1ms, q = 0:1�m) the variancedue to quantisation results as 0:09m2s4 (� = 0:3ms2 ) for the direct di�erentiation and 0:0001m2s4(� = 0:01ms2 ) for the AESE-method (with N = 50). By the use of the accelerometer enhancedspeed estimation, the variance is reduced by a factor 900, the standard deviation by a factor 30.Even in the case of direct di�erentiation, the total power dissipation due to quantisationis less than 15000 of the maximum drive power ((22ms2 )2). Therefore, the heat-up of the drivedue to quantisation is less important than aspects of limit cycles, audible noise, and exciting ofstructural resonances.5.2 Acceleration FeedbackThe feedback of the acceleration to increase the sti�ness is often discussed in the literature. Itsa commonly employed method for control system design. Therefore, we do not discuss it indetail here. The aim of this section is to provide the basic notions of the acceleration-feedbackscheme, to describe its main characteristics, and to point out possible problems which may beencountered when using feedback of the measured acceleration.An overview of the basic acceleration feedback scheme is given in [BF91]. The block dia-gram of the acceleration-feedback subsystem which is adapted to our control system is shownin Figure 5.6. It illustrates the transfer function from the reference acceleration aref to thereal acceleration a. External disturbance forces Fext are directly detected by the measured orestimated acceleration and compensated in this acceleration feedback loop.An excellent survey of the principles and implementation of acceleration feedback is foundin [SL92]. Acceleration-feedback is shown there on the example of rotary servo drives. However,the results can be directly translated to linear-drive axes. The authors summarise the main char-acteristics of acceleration-feedback as follows. Acceleration feedback improves the performance



5.3. CONCLUSION 97aref -+-e - Kpa - 11+sTv -+-?Fextme a-q6Figure 5.6: Subsystem with acceleration feedback.and thus the sti�ness of the servo-drives without the need of increasing the bandwidth. With-out acceleration feedback, the bandwidth is automatically increased when position and speedfeedback gains have to be raised to increase sti�ness. Sometimes, such an increased bandwidthis not possible due to system limitations such as the maximum sampling frequency.In other publications, the usefulness of acceleration feedback is also demonstrated. In [BF91],the robustness of the controlled systems towards mass variation is increased and the trajectoryerrors are lowered by proportional acceleration feedback. Experimental results in [CPS93] witha robot manipulator and a reconstructed acceleration signal show that the PI-acceleration feed-back gives a better disturbance rejection than a PID-controller without acceleration feedback.Similar results are found in [Alt94] where force feedback instead of acceleration feedback is em-ployed. By force feedback, the dynamic sti�ness could be increased by 70{100%. In [Jag94], theuse of measured acceleration feedback is compared to accelerometer-enhanced speed estimation(Kalman �lter approach). The main results are:� In experiments, both approaches improve the controller performance by about the samedegree. There is only a small gain in robustness for both solutions, possibly due to thelimited quality of the used acceleration measurement. A combination of both approaches(acceleration feedback and accelerometer-enhanced speed estimation) does not give betterresults than the use of only one of the two solutions.� The main limitations of acceleration measurement are identi�ed as disturbances on themeasured acceleration, phase lag due to �ltering, and non collocated position and acceler-ation sensors.In most of the cases in the literature, the acceleration is not explicitly measured. It isestimated with observers based on position measurement. We expect that for our application,this is not feasible, as the encountered delays and quantisation problems for speed estimationare too important when estimating the acceleration based on position measurement. Therefore,the measured acceleration has to be used for feedback.5.3 ConclusionThe accelerometer-enhanced speed estimation (AESE) considerably reduces the e�ects of po-sition quantisation. When considering the worst case error bounds with Tsampl = 0:1ms, thisbound is reduced from around 3.5% of the maximum drive acceleration to around 0.1%. As aresult from the AESE-method, the noise on the actuator input from the position feedback pathis in the same range as the one from the speed feedback path. The speed-estimation problemscaused by higher sampling frequencies are thus compensated for.



98 CHAPTER 5. AXIS CONTROL WITH ACCELERATION MEASUREMENTThe application of acceleration-feedback for linear-drive axes is limited by the accelerometernoise. The accelerometer output signal is very noisy. Our algorithm for an accelerometer-enhanced speed estimation (AESE) �lters the noise out of the signal to a high degree. Fordirect feedback, the signal would be directly used and the measurement noise directly fed backto the actuator input. To limit the noise inuence, second-order �lters have to be employed.This considerably limits the acceleration loop bandwidth. Therefore, we do not expect that acombined solution with acceleration feedback and accelerometer-enhanced speed estimation leadsto better control performance. Further research will be necessary to determine the usefulness ofa combined approach for di�erent applications.A practical implementation of acceleration feedback seems to be more di�cult than theimplementation of the AESE-method. The acceleration feedback loop has the highest bandwidthin the control system. Accelerometer noise is directly visible on the actuator input signal.Therefore, a proper design of accelerometer input �lters and proper feedback gain design is ofmajor importance. In contrast, the implementation of the AESE-method turns out to be simple.Accelerometer noise is considerably reduced by this method. The method is not sensitive towardsdesign issues such as choice of the input �lter of the accelerometer signal. Without accelerationfeedback, the bandwidth has to be increased to raise the sti�ness of the axis. This does notconstitute a general problem, because with the AESE-method a high-bandwidth speed signal isavailable and the used numerical controllers provide the necessary high sampling rates.References[Alt94] D.M. Alter. Control of Linear Motors for Machine Tool Feed Drives. PhD thesis,University of Illinois at Urbana-Champaign, 1994.[BF91] Frank Berlin and Paul M. Frank. Optimale Beschleunigungsr�uckf�uhrung in Roboter-regelkreisen. Automatisierungstechnik (at), 39:121{128, April 1991.[B�uh94] Hansruedi B�uhler. Theorie du r�eglage de syst�emes d'�electronique de puissance. Coursd'�electronique industrielle, EPF Lausanne, October 1994.[Col87] Silvio Colombi. Inuence de la quanti�cation et de non-lin�earit�es sur la conception etla simulation de r�eglages digitaux. PhD thesis, EPF Lausanne, 1987.[CPS93] Pasquale Chiacchio, Fran�cois Pierrot, and Bruno Siciliano. Experimenting accelera-tion feedback loop for robot control. In Proceedings of the second European ControlConference ECC'93, volume 2, pages 565{569, 1993.[F�ol85] Otto F�ollinger. Regelungstechnik. H�uthig Verlag, Heidelberg, 5th edition, 1985.[Jag94] Bram de Jager. Acceleration assisted tracking control. IEEE Control Systems, pages20{27, Oct. 1994.[Phi92] W. Philipp. Regelung mechanisch steifer Direktantriebe f�ur Werkzeugmaschinen.Springer Verlag, Berlin, 1992.[SL91] Jean-Jacques E. Slotine and Weiping Li. Applied Nonlinear Control. Prentice Hall,Englewood Cli�s, N.J., 1991.
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Chapter 6Conclusions6.1 ContributionsMotivated by the increased achievable control bandwidth of linear-drive machine-tool axes, theproblem of speed estimation is analysed. The limitations of purely position-based velocity-estimation methods to deal with low resolutions are determined. The need for a higher positionresolution for speed estimation than for position estimation in the case of high sampling fre-quencies is demonstrated, and the problems of increasing encoder resolution are discussed.An adapted oversampling method to overcome the problem of a low position resolution isproposed and analysed. With a practical oversampling ratio around �ve, this solution reducesthe position measurement noise and thus the noise on the speed signal to a certain degree.A novel method of an accelerometer-enhanced speed estimation (AESE) is proposed as themain contribution of this dissertation. The method observes position and acceleration measure-ment over a �xed time period in the past and calculates the actual speed. Quantisation noise onthe speed estimate is considerably reduced. Typically, a reduction of the inuence of positionquantisation by a factor of 10{100 is achieved. As a result, the inuences of quantisation noiseon the position and the speed feedback path of the control loop are equalised. Therefore, thecontroller gains have not to be reduced due to quantisation noise on the speed estimate andthe bandwidth is maintained. Aspects of a simple practical implementation in an industrialenvironment are of major concern for the development of the proposed solution:� Guidelines for a simple design are developed. In addition, the low sensitivity of the algo-rithm's performance on the single design parameter further simpli�es the design.� Simple algorithms for the implementation of the proposed solution on a numerical con-troller are developed. Due to the proposed recursive implementation of the method, therequirements on the calculation power of the numerical controller are not very high.� Novel algorithms are proposed for the on-line identi�cation of the gain and o�set parame-ters of the employed accelerometers. As a result, the commissioning of the accelerometer-enhanced speed estimation is considerably simpli�ed.� The price of the proposed accelerometer solution is low compared to an increase in positionresolution, which is avoided. Since the proposed method is not sensitive to accelerationmeasurement noise, low-cost accelerometers (< $100) can be employed to obtain a high-accuracy speed estimation. 101



102 CHAPTER 6. CONCLUSIONSExperimental results demonstrate that acceleration measurement can be employed on linearmachine-tool axes. Accelerometers provide the controller with important dynamic informationon the axis. Measurement noise is not dominant. The experiments further show that the pro-posed AESE-algorithms for speed estimation and parameter identi�cation can be implementedon real axes and that they give the expected results. Compared to direct position di�erentia-tion, quantisation noise on the speed is considerably reduced without adding any delay and thuslimiting the closed-loop bandwidth.Altogether, the proposed speed estimation algorithm can be recommended for an industrialapplication, as it lowers the demands on the position encoder resolution. In addition, it is alow-cost solution which is easily implemented and which includes automatic calibration of theused accelerometers. Experimental results demonstrate the feasibility, the accuracy, and the lownoise sensitivity of the proposed solution.6.2 Future Research TopicsDuring the research project that lead to this dissertation, the following aspects and directionsturned out to be of interest for further investigation.� One main direction of future work is the general assessment of the bene�ts for the closed-loop control due to the proposed high-quality speed estimation. In this context, it would beinteresting to determine whether a combined use of the AESE-method with accelerationfeedback poses the same problems as the combined use of the Kalman �lters for speedestimation with acceleration feedback.� In our experiments, acceleration and position measurement have always been collocatednear the bearings of the axis. By placing the light-weight accelerometer somewhere nearthe tool, movements of the mechanical structure could also be estimated and resonancesactively compensated for. It should be possible, in this setup, to use the low-frequencyinformation of the position measurement at its original place near the bearings. In thiscase, the algorithm would have to be extended in order to also estimate the exact toolposition.� The usefulness of position oversampling for the measured axis position has been demon-strated in this work. Oversampling has a promising potential to considerably reduceposition measurement noise. Research towards more sophisticated downsampling and �l-tering techniques is necessary to show how far the linear-axis position measurement canbe improved by oversampling.To sum up, a novel method of speed estimation which is based on additional accelerationmeasurement has been proposed and successfully implemented. From the obtained experimentalresults, it can be concluded that the method provides a high-quality speed estimation which cancontribute to an improved control of the highly dynamic, linear-drive machine-tool axes in anindustrial environment.



Appendix AMathematical DerivationsThis appendix contains some mathematical explanations and derivations. The theory of stochas-tic signals is briey reviewed in Section A.1. The derivations of the variances of the di�erentposition-only speed estimation methods are given in Section A.2.A.1 Summary of Stochastic SignalsThe theory of stochastic signals is applied in cases where a precise description of a processgenerating a signal to be analysed is extremely di�cult, not desired, or not possible at all.Rounding and quantisation errors are often modelled as random noise. Stochastic theory isemployed for their analysis.As for the analysis of di�erent problems in this dissertation the notion of stochastic signaltheory is used, we summarise in the following its basics. This appendix is based on the discussionof time-discrete random variables in [OS92].A.1.1 Basic De�nitionsThe basic elements of the theory of stochastic signals are random variables which describestochastic processes. In the time discrete case, such a variable is a sequence of time discretestochastic values. At each point in time an amplitude distribution for a certain stochasticvariable can be de�ned. In our case these distributions are time invariant, because the stochasticprocesses behind are stationary, i.e. their stochastic characteristics does not vary in time. Theamplitude distribution fx(�) denotes the probability of the random variable x to have exactlythe value �. Random variables are characterised by di�erent values based on the amplitudedistribution:� The mean value x of a random variable fx(�) is also known as the expected value E(x) inthe literature and de�ned as: x = E(x) = Z 1�1 �fx(�) d�103



104 APPENDIX A. MATHEMATICAL DERIVATIONS� The variance �2 indicates the expected value of the square of the variation of the randomvariable from the mean value:�2 = E(jx� xj2) = Z 1�1(� � x)2fx(�) d�� The mean square x2 of a random variable fx(�) denotes the expected value of the squareof the variable: x2 = E(jxj2) = Z 1�1 �2fx(�) d�Between these three values, there exists the following relationship:x2 = �2 + (x)2Mean value, variance, and mean-square value all belong to the class of moments which arecalculated for a random variable. These moments have the property that the moment of a sumis the sum of the moments.A.1.2 Quantisation-Noise Modelling and AnalysisAs we work with a 32-bit oating point processor, quantisation and rounding errors of the signalprocessing are not modelled and neglected in this dissertation. However, the quantisation of theposition measurement is modelled the same way as the quantisation of an A=D-converter. Theposition encoder provides an integer value which is equivalent to the quantised position. Theerror due to the quantisation step-size q is modelled as a uniformly distributed random variable inthe range � q2 , because the measurement electronics rounds the real value to the nearest integer.The resulting uncertainty of � q2 is called quantisation noise. As long as the quantisation step-size q is small compared to position variation between two samples, it is permissible to model thequantisation error by a random variable with uniform distribution. This uniform distributionhas zero mean value and a variance of: �2 = q212Based on the sum property of moments, the sum of di�erent uncorrelated random variablesxi with mean value xi and variance �2i leads to an output signal with the following mean valueand variance: x =Xi xi �2 =Xi �2iThis result can be also adapted to the case of a digital �lter with an input signal of variance�2in and mean value xin, as illustrated in Figure A.1. Output variance �2in and mean value xinare easily obtained based on the impulse response h [n] of the discrete �lter transfer functionH(z): xout = xin � 1Xn=�1h [n] �2out = �2in � 1Xn=�1 jh [n] j2The calculations of the variances of the di�erent speed-estimation methods in Chapter 4 andChapter 5 are based on these above-mentioned relationships.



A.2. VARIANCES OF POSITION-ONLY SPEED-ESTIMATION ALGORITHMS 105xin- H(z) xout-Figure A.1: Digital �lter model.A.2 Variances of Position-Only Speed-Estimation AlgorithmsThe variances of the position-only speed-estimation methods of Section 4.2.2 are derived in thefollowing. The results are summarised in Table 4.1.Direct Di�erentiationvk = xk � xk�1Tsampl�2 = q212 � 1T 2sampl � �12 + 12� = q26 � T 2sampl u 0:17 � q2T 2samplMean Speedvk = xk + 3xk�1 � 3xk�2 � xk�36Tsampl�2 = q212 � 1(6 � Tsampl)2 � �12 + 32 + 32 + 12� = q2 � 20432 � T 2sampl u 0:05 � q2T 2samplDelayed Di�erentiationvk = xk � xk�1 + �vk�1Tsampl + � = xkTsampl + � � 1Xi=0 "� �Tsampl + � �i � Tsampl(Tsampl + �)2!xk�1�i#�2 = q212 � 1(Tsampl + �)2 + q212 � T 2sampl(Tsampl + �)4 � 1Xi=0 � �Tsampl + � �2i



106 APPENDIX A. MATHEMATICAL DERIVATIONSBy employing the substitution � = c � Tsampl, the variance results as:�2 = q212T 2sampl " 1(c+ 1)2 + 1(c+ 1)4 � 1Xi=0 � cc+ 1�2i#= q212T 2sampl " 1(c+ 1)2 + 11� c2(c+1)2 � 1(c+ 1)4#= q212T 2sampl � 1(c+ 1)2 + (c+ 1)2(c+ 1)2 � c2 � 1(c+ 1)4 �= q212T 2sampl � 1(c+ 1)2 �1 + 1(c+ 1)2 � c2�� = q212T 2sampl � 2(c+ 1)(2c + 1)= q212 � 2(� + Tsampl)(2� + Tsampl)Quadratic Interpolationvk = 3xk � 4xk�1 + xk�22Tsampl�2 = q212 � 1(2 � Tsampl)2 � �32 + 42 + 12� = q2 � 2648 � T 2sampl u 0:54 � q2T 2samplReferences[OS92] Alan V. Oppenheim and Ronald Schafer. Zeitdiskrete Signalverarbeitung. Oldenbourg,M�unchen, 1992.



Appendix BSensor Data Speci�cationIn this appendix, technical data from commercially available sensors of the types discussed inChapter 3 are summarised. The aim is to give an idea of resolutions and accuracy of thesedevices as well as their cost.B.1 Interpolation of Optical Position EncodersResolution and accuracy of magnetic and optical encoders are discussed in Section 3.3.1. As anexample, the list prize of an encapsulated HEIDENHAIN optical encoder of 1m length with aresolution of 10�m is around $2'000. The OEM-version is available for about half this prize.The company HEIDENHAIN sells interpolation boxes under the name EXE-box. Theseboxes are placed separately between the encoder and the numerical controller and have analoginput signals and digital 90 degree phase shifted incremental output signals.Type Interpolation Max. input Output Outputfactor frequency frequency mode100 22kHz 10MHzEXE 660 50 43kHz 10MHz burst mode25 43kHz 5MHzEXE 650B 50 50kHz 10MHz equally spacedTable B.1: Speci�cation of HEIDENHAIN interpolation boxes.In Table B.1, the technical speci�cations of two examples of EXE-boxes [Hei92, Hei94], bothused for our experiments, are summarised. Both boxes work with an internal cycle time of 2�s.The EXE 660 outputs the incremental signals in burst mode for input frequencies exceeding1:25kHz (with interpolation factor 100). HEIDENHAIN speci�es that this burst mode can alsoappear as a result of vibrations even when encoders are stationary and not only at high velocities.The EXE 650B does not have burst mode. It distributes the increments regularly over oneinterpolation cycle. Both EXE-boxes poll the measured values at the beginning of a cycle. Thecorresponding output is only produced at the subsequent cycle. The total signal transmissiontime from the EXE-input to the EXE-output is indicated to be around 5�s. HEIDENHAINspeci�es an additional uncertainty of �2 cycle time, when using the EXE-box together with a107



108 APPENDIX B. SENSOR DATA SPECIFICATIONnumerical controller. The reason of this uncertainty is not further detailed, partially it is dueto the missing possibility of synchronisation between the two sampled devices. The list prize ofthese EXE-boxes is a bit less than $1'000.B.2 Laser InterferometerAs an example, we compile in Table B.2 the technical speci�cation data, representing the state-of-the-art in 1995, of one speci�c linear motion interferometry device, the type HC250 from CSO.It is a device in the lower price segment, and is therefore most likely to be used for machine-toolapplications. Other commercially available interferometry devices are more expensive than thistype. Resolution 10nm with interpolationMaximum position range 1mGuaranteed accuracy 1ppm of measured distanceOutput analog (sin/cos) or digital (interpolation)Weight < 1g of mobile partLaser class I no danger for eyes(visible and invisible light available)Size of device very small no supplementary space necessaryMaximum speed 0:2msPrize $20.000 special versions for industrialapplications: one third of this prizeTable B.2: Technical data of CSO HC250 interferometer.This interferometry device has laser and photo detectors integrated on one chip. On themobile part of the measured distance, only a small mirror is mounted. Therefore, there isabsolute no contact between the base and the mobile part.These sensors are measurement systems. They are calibrated and have temperature com-pensation. Therefore, their prize is rather high, compared to optical position encoders.B.3 AccelerometersAccelerometers are available in the prize range from $10 up to $1'000 or even more for veryaccurate sensors. For our purposes, only accelerometer in the lower prize segment are interesting,because it is the aim of the proposed solution to reduce the demands on position resolution withlow cost acceleration measurement.ICSensors OEM Low Cost Piezoresistive AccelerometersThe ICSensors low cost piezoresistive accelerometers consist of a micro-machined silicon masssuspended by multiple beams from a silicon frame. Piezoresistors located in the beams changetheir resistance as the motion of the suspended mass changes the strain in the beams. Siliconcaps on the top and the bottom of the device are added to provide over-range stops, high shock



REFERENCES 109resistance, and durability. These accelerometers have a very low pro�le, built-in damping, lowmass. They are batch fabricated at a low cost.Parameter ICS3028-010 ICS 3026-100-S UnitsSensitivity 5:84 0:449 mV/gBridge resistance 3:11 4:17 k
Resonant frequency 1:22 > 5 kHz�5%-frequency 0{400 0{960 HzDamping ratio 0:45 n:a:a kHzTCO (o�set) �0:2 �3:5 %FS=100oCTCS (sensitivity) �17:1 �20:0 %=100oCTCR (resistance) 25:9 23:8 %=100oCLinearity 0:2 (2)b 0:2 (1) %FSTransverse sensitivity 1 (3) 1 (3) %FSAcceleration limits (any directions) 20�Operating temperature -40 to 125 oCWeight < 8 gan.a. | not availablebtypical value (maximum value)Table B.3: Performance speci�cations for ICSensors piezoresistive accelerometers.The speci�cations for a 10g and a 100g model [Pew94, Pew95], which are used in this dis-sertation, are listed in Table B.3. A detailed calibration sheet which provides measured testand calibration data for the sensor is included with each unit. Values for calibration and tem-perature compensation resistors are given on this calibration sheet. Standard ranges for thistype of accelerometers are �2, 5, 10, 20, 50, 100, 200, 500g. The prize is around $100 for smallquantities. The output is of Wheatstone resistance bridge type. The sensor is easily mounteddirectly to the mechanical structures with screws.Analog Devices Capacitive Accelerometers with Signal ConditioningAnalog Devices provides low cost capacitive accelerometers with integrated signal conditioningunit, e.g. the model ADXL05 [Ana95]. The full scale range of this type is user selectable andgoes from 1g to 5g, and these sensors measure AC as well as DC signals. The output is of voltagetype. A self-test with electrostatic deection of the sensor beam is integrated and accessible witha TTL signal.The usable output frequency range goes from 0Hz to 1kHz. The prize for small quantities isless than $30. The non-linearity lies typically around 0.2% of the full scale. These devices haveto be mounted by soldering them on a printed circuit board. No holes for mounting with screwsare present.References[Ana95] Analog Devices. Capacitive accelerometer model ADXL05, 1995. datasheet.



110 APPENDIX B. SENSOR DATA SPECIFICATION[Hei92] Heidenhain. EXE660 Interpolation and Digitising Electronics, operating instructions,March 1992.[Hei94] Heidenhain. EXE650B Interpolation and Digitising Electronics, operating instructions,April 1994.[Pew94] Pewatron AG, Wallisellen (Switzerland). ICSensors OEM piezoresistive, low cost ac-celerometer: models 3021 and 3026, 1994. datasheet.[Pew95] Pewatron AG, Wallisellen (Switzerland). ICSensors OEM piezoresistive, low cost ac-celerometer: models 3022 and 3028, 1995. preliminary datasheet.



Appendix CExperimental EnvironmentThis appendix describes the experimental environment which has been used for the validationof the methods proposed in this dissertation. The experiments have been performed on twodi�erent linear-drive axes with 75N and 2200N maximum force. The technical data of the twodrives are given in Section C.1. The numerical controller environment is explained in Section C.2.C.1 Brushless Linear DrivesThe two drives which are employed in this dissertation are bi-phase permanent-magnet syn-chronous drives. Due to their electronic commutation they are also called brushless DC motors.The drives which we describe in the following consist of the motor itself, the current control loopwith the power electronics, and the position measurement system. For the trajectory generation,control and recording of real-time data, a numerical controller based on a digital signal processor(DSP) is employed.C.1.1 Air-Cushion 75N Drive AxisThe employed 75N linear-drive is a prototype model from the company ETEL1. It has almostfriction-less air-cushion bearings, a low time constant of the current controller, and a low mass.Due to the low slider mass, its maximum acceleration is about 5g.Total slider mass m 1.6kgMaximum force Fmax 75NCurrent controller: delay Tdel 0.1mstime constant Tc 0.1msPosition resolution q 0:4�mTable C.1: Technical data of 75N prototype linear-drive axis.1ETEL SA, Rue de la Gare 13, CH-2112 Môtiers, Switzerland111



112 APPENDIX C. EXPERIMENTAL ENVIRONMENT

Figure C.1: 75N prototype linear-drive axis.C.1.2 2200N Machine-Tool Drive AxisThe 2200N linear-drive axis is used for a machine tool for milling and engraving of small andprecise workpieces. Due to its roller bearings it has considerable friction in the range of 6%of the maximum drive force. The technical data of the ETEL motor and the HEIDENHAINencoder are summarised in Table C.2.Total slider mass m 100kgMaximum force Fmax 2200NCurrent controller: delay Tdel 0.1mstime constant Tc 0.2msPosition resolution q 0:1�mStiction 120�3NFriction 135�5NTable C.2: Technical data of 2200N linear-drive axis.



C.2. DSP-BASED NUMERICAL CONTROLLER ENVIRONMENT 113C.2 DSP-Based Numerical Controller EnvironmentFor the trajectory generation, control and recording of real-time data, a numerical controllerenvironment [Gee95] based on a digital signal processor (DSP) has been developed at the Mi-crocomputing Laboratory (LAMI). The environment is based on a TMS320C40 [Tex91b] digitalsignal processor. The processor board [Mar92] has also been developed at the LAMI. This sectionprovides complementary information to the basic description which is given in Section 2.5.C.2.1 Schematic and Elements of the EnvironmentThe developed numerical controller environment provides the interfaces for the control of twomachine-tool axes. Its block diagram is illustrated in Figure C.2.
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114 APPENDIX C. EXPERIMENTAL ENVIRONMENTThe dedicated outputs for motor control are two analog phase-current reference signals per axisand one power-enable signal which performs an emergency stop of the axis if it is deactivated. Awatchdog on the interface board supervises that every three milliseconds a new value is writtenon the outputs of the phase-current reference values. If this writing operation is missing, thepower-enable signal is deactivated and the axis performs an emergency stop. The axis positionis transmitted from the position interpolation unit to the interface board via two di�erential,incremental signals (RS-422).A signal for the synchronisation of the DSP controller with an external numerical controllerwhich generates the desired trajectories is provided. The DSP works thus synchronised with theexternal controller at a multiple of the sampling frequency of this controller.C.2.2 Programming and User-InterfaceAn optimising C-compiler [Tex91a] and a debugger [Tex92] from Texas instruments is availablefor the programming of the DSP. These tools are supported on PC and workstation platformsand access the processor board via a JTAG interface. With this JTAG connection, download,start, execution and step-by-step execution of the program with a comfortable source debuggingtool is performed.The optimising C compiler generates optimised assembler code (optimised for minimumexecution time or minimum memory usage). Complex control applications are completely pro-grammed in C language. The generated machine-code is fast. Therefore, high sampling frequen-cies (>10kHz) are easily achieved while the advantage of a high-level programming language areretained.The developed environment provides two di�erent user interfaces are provided. First, asimple switch box enables one to start and stop control and data-recording. Second, an interface,which is based on a terminal window on the PC, provides additional functions, such as theadjustment of controller parameters, the choice of reference trajectories and controller structures.References[Gee95] Andrea Gees. Environment for digital control of two machine-tool axes based on aTMS320C40 digital signal processor. Technical report, Laboratoire de microinforma-tique, EPF Lausanne, 1995.[Mar92] Christophe Marguerat. D�eveloppement avec le TMS320C40. Technical report, Labo-ratoire de microinformatique, EPF Lausanne, 1992.[Tex91a] Texas instruments. TMS320 Floating-Point DSP Optimizing C Compiler, 1991.[Tex91b] Texas instruments. TMS320C40 User's Guide, 1991.[Tex92] Texas instruments. TMS320C4x C Source Debugger, User's Guide, 1992.



List of Symbols 115List of symbolsaext acceleration caused by external forcesam measured acceleration�am mean value of measured accelerationamax maximal acceleration of driveamot acceleration due to drive forcearef acceleration reference valuea0 accelerometer o�setA system dynamics matrixAi component of accelerometer A (speed estimation algorithm)B system input matrixBi component accelerometer B (speed estimation algorithm)CT system output matrixDv damping of closed speed control loop�ek estimation error of observer�Pmin constant for excitation supervision (speed estimation algorithm)�t observation period duration�tburst oversampling burst period duration�x position di�erence of speed estimation algorithm�Xa double integration of acceleration (speed estimation algorithm)�Xmax maximum position deviation during oversampling burstE(z) controller error� accelerometer gain calibration errorE(x) expected value of a random variable xfedge transition frequency between position and acceleration contributionfsampl controller sampling frequencyfv closed-loop bandwidth of speed control loopfx closed-loop bandwidth of position control loopfx(�) amplitude distribution of a random variable xFext external disturbance forceFmot motor forceFref reference force' phase shift between motor windings and permanent magnetsG(s) continuous system transfer functionG(z) discrete system transfer functionh [n] impulse response (discrete system)H state observer feedback matrixH(z) sampled system transfer functioni index for distinction of di�erent observation period durationsIphase phase current vector of linear motorkgain position measurement ampli�cation / acceleration measurement attenuationKA gain factor of accelerometer AKB gain factor of accelerometer BKmot constant gain factor of power electronics and motorKpa acceleration-error feedback gainKpv speed-error feedback gain



116 List of SymbolsKpx position-error feedback gainK(z) discrete controller transfer functionL Laplace transform operatorMi measured acceleration A before scalingndi� noise of di�erentiation method expressed in qTsamplN number of samples within one observation periodNdi� delay of di�erentiation method expressed in Tsampl2Ni measured acceleration B before scalingP instantaneous powerPi position component (speed estimation algorithm)q (position) quantisation stepsizeq(t) (position) quantisation error�2 variance of a random variableTacc time constant modelling acceleration measurementTc time constant of current controllerTcontr time constant modelling controller delayTdel time delay of power electronics chopperTencoder position-encoder interpolation sampling timeTos oversampling periodTsampl sampling periodTswitch switching period of power electronicsTv time constant modelling speed control loop� delay parameter of delayed di�erentiationu(k) sampled controller output and system inputU(z) controller output and system inputU ind permanent-magnet-induced voltage of linear driveU phase phase voltage of linear motorv(t) axis speed at time tvk axis speed at sampling step kvmax maximum absolute speed of axisvreal real axis speedvref reference speedV (s) system speed outputVm(s) measured speed outputVm(z) measured speed output (discrete)Vref (s) reference speed inputW (s) external disturbance input!edge transition frequency between position and acceleration contribution (in rads )!v closed-loop bandwidth of speed control loopx mean value of stochastic variable xx2 mean square value of stochastic variable xx(t) axis position at time txk axis position at sampling step kx̂k estimated state vectorx̂k�1 previous estimated state vectorxmax maximum absolute position of axisxm measured position



Abbreviations 117xm(t) measured axis position at time txm measured axis positionxos(t) oversampled axis position at time txref reference axis positionX(s) axis positionXencoder position encoder resolution (without interpolation)Xref (s) reference axis positionyk sampled system outputŷk estimated system outputY (z) system outputYref (z) reference inputz operand of z-transform (discrete systems)Z z-transform operatorAbbreviationsAC alternating currentA=D analog to digital converterAESE accelerometer-enhanced speed estimationCMOS complementary metal-oxide semiconductorD=A digital to analog converterDC direct currentDSP digital signal processorGPS global positioning systemLVT linear-velocity transducerOEM original equipment manufacturerppm parts per millionRAM random access memoryTCO temperature coe�cient of o�set (piezoresistive accelerometers)TCR temperature coe�cient of resistance (piezoresistive accelerometers)TCS temperature coe�cient of sensitivity (piezoresistive accelerometers)ZOH zero order hold block
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