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We discuss two extensions to a recently introduced theory of arrays, which are based on 
considerations coming from the model theory of power structures. First, we discuss how the 
ordering relation on the index set can be expressed succinctly by referring to arbitrary Venn 
regions. Second, we show how to add general aggregators to the calculus. The result is a logic that 
subsumes four previous fragments discussed in the literature and is distinct from array fold logic, 
in that it can express summations, while its satisfiability problem remains in non-deterministic 
polynomial time.

1. Introduction

Motivated by the problem of specifying and verifying programs manipulating arrays data structures, we proposed in [59] an 
extension of combinatory array logic [16] that can handle an ordering relation on the index set and can handle cardinality constraints 
on the set of indices. This extension subsumes several array theories proposed in the literature [66,16,25,2] and we showed that it 
can be integrated in SMT solvers [17,6] and verifying compilers [31,39,68,70,74] thanks to its closure properties under propositional 
operators and Hoare logic triples.

The key idea in designing the fragment discussed in [59] is that the vector operations that occur in combinatory array logic have 
been previously studied in algebra in the setting of products of structures and their model theory has been examined by many authors 
starting by Mostowski [45], Feferman [64] and Feferman-Vaught [22]. However, the results of Feferman and Vaught consider fully 
quantified first-order theories, and it was not clear whether similar decompositions could be done for prefix fragments of first-order 
theories. [59] gives a positive answer to this question in the case of existential fragments of generalised powers, where the underlying 
index set is arbitrary and the components of the structure are assumed to be identical.

The goal of this paper is two-folded.

First, we revisit the addition of an ordering relation to the index structure and show that unlike in [59] this can be done succinctly 
with an automaton or regular expression over propositional letters rather than bit-strings. Similar automata have been studied in 
the theory of symbolic automata [72] and until recently, it was not clear how to compute the Parikh image [49] of their language 
without incurring in an exponential blow-up [26,57]. We also show that this technique is applicable to other data structures, such 
as trees. More importantly, the challenge of computing the Parikh image of such an automaton reveals another connection with [22, 
Theorem 3.1]: the need to assume that the sequence of sets used is a partitioning sequence.
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Second, we discuss the addition of aggregation operators to the language in [59]. While the language in [59] already contained 
a cardinality operator, capable of counting the number of components of the array that satisfy certain property, its role was mainly 
that of allowing the combination of the theories of ordering and interpreted sets. In this paper, we also consider other aggregation 
operators which appear in applications both in verification [13] and database querying [28]. In particular, we discuss the minimum, 
maximum, and summation operators. In particular, the introduction of the summation operator, lifts the restriction mentioned in 
[16] that the cardinality of multisets cannot be expressed. For all the newly introduced aggregation operators, we show that the 
computational complexity of deciding the resulting theory is NP-complete whenever the theory of the elements is in NP, which is 
usually the case in satisfiability modulo theories.

As a result, we obtain a modular framework in which to express a family of array theories that have been studied in the literature 
[66,16,25,2] and produce a theory that is distinct in terms of expressive power with [13], while retaining an NP upper bound on the 
computational complexity of the satisfiability problem.

Organisation of the paper. The rest of the paper is organised as follows. In Section 2 we recall the Feferman-Vaught theorem for 
product structures, our instantiation for power structures in [59] and motivate the problem of including succinct ordering relations 
in the specification language. In Section 3 we describe the techniques to introduce the succinct ordering without affecting the 
computational complexity of the problem. In Section 4, we show that the technique is equally applicable to tree data structures, 
although it needs related results of the literature. In Section 6, we add the minimum and maximum operators to the language. In 
Section 7, we add the summation aggregator. In Section 8, we discuss the resulting classification of array theories from the literature. 
In Section 9, we discuss how to encode the examples presented in [13] and supplementary examples expressible in our fragment. 
Section 10 concludes the paper.

2. Preliminaries

We recall next some concepts from logic and computational complexity which make the paper self-contained. For further details, 
the reader may consult [29,4].

2.1. First-order logic

The formal theories we study are written using a first-order language.

Definition 1. A first-order language is one whose logical symbols are ¬, ∧, ∨, ∀ and ∃, whose terms are either variables, constants 
or function symbols applied to terms and whose formulas are either atomic (relation symbols applied to terms) or general (atomic 
formulas and inductively, from formulas 𝐴, 𝐵, we get new formulae ¬𝐴, 𝐴 ∧ 𝐵 and 𝐴 ∨ 𝐵 and from a formula 𝐴 and a variable 
symbol 𝑥 we get the new formulae ∃𝑥.𝐴 and ∀𝑥.𝐴).

Definition 2. A variable in a formula is free if there is no occurrence of that variable under a quantifier on the path of the syntax 
tree of the formula reaching the occurrence of the variable. A formula without free variables is a sentence.

It is customary to study the computational properties of theories in terms of the quantifiers used. To this end one introduces the 
prenex form of formulae [61].

Definition 3. A prenex normal form of a first-order formula 𝐹 consists of a string of quantifiers (called the prefix of the formula) 
followed by a quantifier-free formula (known as the matrix of the formula) which is equivalent to 𝐹 .

The computational properties of logical theories have been the object of intense research since the pioneering work described in 
[23]. This research showed that traditional decidable theories studied by logicians were strongly intractable in practice. For the sake 
of example, [65] proved that a circuit deciding the weak monadic second-order theory of one successor would not fit in the known 
universe.

The computational complexity of a logical theory usually increases with the number of quantifier alternations. For this reason, 
in applications one often focuses on the existential fragment of theories: the subset of formulae of a theory whose prefix is made of 
existential quantifiers only. This is the case for the applications in program verification that are considered in this work [31,7,35].2

More precisely, we will study existential fragments of theories defined semantically in terms of the models that the formulae in 
the theory satisfy.

Definition 4. A structure  over a first-order language 𝐿 is a tuple with four components: a set 𝐴 called the domain of A; a set of 
elements of 𝐴 corresponding to the constant symbols of 𝐿; for each positive integer 𝑛, a set of 𝑛-ary relations on 𝐴 (i.e. subsets of 

2 Note, however, that important theoretical research questions, such as the existence of quantifier-elimination procedures for linear arithmetic with summation 
constraints and its computational complexity for arbitrary quantifier alternations remain open. We are aware of a group of researchers at the University of Oxford 
2

currently working on this direction.
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𝐴𝑛), each of which is named by one or more 𝑛-ary relation symbols of 𝐿 and for each positive integer 𝑛, a set of 𝑛-ary operations 
on 𝐴 (i.e. maps from 𝐴𝑛 to 𝐴), each of which is named by one or more 𝑛-ary function symbols of 𝐿. The mapping assigning each 
first-order symbol of 𝐿 to its corresponding interpretation in  is denoted ⋅. This function is extended to work on terms, i.e. the 
application of function symbols to constants, variables or other terms, by requiring that

(𝑓 (𝑠1,… , 𝑠𝑛)) = 𝑓(𝑠1 ,… , 𝑠
𝑛
)

We define the notion of satisfaction relation restricted to sentences.

Definition 5. Let 𝜙 be a sentence in a first-order language 𝐿 and let ⋅ be an interpretation of the symbols of 𝐿 in the structure . 
The sentence 𝜙 is satisfied in the structure , written  ⊧ 𝜙, if the following conditions apply.

- If 𝜙 is the atomic sentence 𝑅(𝑠1, … , 𝑠𝑛) where 𝑠1, … , 𝑠𝑛 are terms of 𝐿 then  ⊧ 𝜙 if and only if (𝑠1 , … , 𝑠
𝑛
) ∈𝑅.

-  ⊧ ¬𝜙 if and only if it is not true that  ⊧ 𝜙.

-  ⊧ 𝜙1 ∧ 𝜙2 if and only if  ⊧ 𝜙1 and  ⊧ 𝜙2.

-  ⊧ 𝜙1 ∨ 𝜙2 if and only if  ⊧ 𝜙1 or  ⊧ 𝜙2.

- If 𝜙 is the sentence ∀𝑦.𝜓(𝑦) then  ⊧ 𝜙 if and only if for all elements 𝑏 of 𝐴,  ⊧ 𝜓(𝑏).
- If 𝜙 is the sentence ∃𝑦.𝜓(𝑦) then  ⊧ 𝜙 if and only if there is at least one element 𝑏 of 𝐴 such that  ⊧ 𝜓(𝑏).

As announced, we will focus on the existential fragment of theories defined by some model.

Definition 6. The existential theory 𝑇ℎ∃∗ () of a structure , is the set of existentially quantified formulas 𝜓 of 𝐿 such that  ⊧ 𝜓 . 
A solution of the formula 𝜓 is a satisfying assignment to its existential variables.

Because we focus on existential fragments, the computational problems we study are similar to problems in predicate clause logic 
or propositional logic [9]. Strictly speaking when determining membership in 𝑇ℎ∃∗ () we are studying the validity problem for the 
existential fragment, while we are solving the satisfiability problem if we consider the same fragment as part of predicate clause 
logic.

More importantly, one can define normal forms for the matrix of the formulae in the studied fragment. The familiar notion of 
disjunctive normal form is used in the decision procedures below to reduce the satisfiability problem of the existential fragment 
to the satisfiability problem of a conjunction of literals. The notion of Stone normal form [30] is implicitly used when studying 
the corresponding theories with the cardinality operator on index sets. These are defined in a completely analogous way to the 
propositional case by forgetting the additional first-order structure.

2.2. Second-order logic

We study in this paper some theories that mix first-order logical expressions and quantification over sets of indices. To talk about 
these sets of indices it is convenient to introduce second-order languages.

Definition 7. A second-order language is one that allows existential and universal quantification over relations. A second-order 
language is monadic when second-order quantification is restricted to sets, i.e. unary relations.

In this work, we will be concerned mostly with monadic theories of structures and with interpretation of the second-order symbols 
that are restricted to finite sets, so-called weak interpretations.

Definition 8. The weak monadic second-order theory WMSO() of a structure , is the set of monadic formulas 𝜓 of 𝐿 such that 
 ⊧ 𝜓 when set variables are interpreted over finite sets.

We give some examples that will appear in later sections.

Example 9. The weak monadic second-order theory of one successor is the theory WS1S = WMSO(⟨ℕ, +1⟩) where +1 is the function 
that adds one to each natural number.

Example 10. The theory of Boolean algebra with Presburger arithmetic is the theory BAPA = WMSO(⟨ℕ, ⊆, ∼⟩) where ⊆ is the subset 
relation between sets and ∼ is the equicardinality relation between sets.

Note that BAPA can be presented as a first-order theory with domain (ℕ) as in [36] or as a second-order theory as it is done 
here. We choose the second-order approach because we will describe in this work extensions of BAPA that use first-order features. 
3

[36, Section 2] shows how to encode integers and Boolean algebra operations with the operators ⊆ and ∼.
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2.3. Feferman-Vaught theorem

As a motivation for the first half of the results in the paper, we recall next the Feferman-Vaught theorem. The theorem solves 
the decision problem for various product structures usually found in algebra. An example of these is the direct product (see [22, 
Section 4] for more examples).

Example 11 (Direct product). The direct product of a non-empty indexed family of structures 𝔄 =
⟨
𝔄(𝑖) ∣ 𝑖 ∈ 𝐼

⟩
, where for each 

𝑖 ∈ 𝐼, 𝔄(𝑖) =
⟨
𝐴(𝑖),𝑅(𝑖)⟩, is the structure ⟨𝐷, 𝑈⟩, where

𝐷 = 
(
𝐴(𝑖) ∣ 𝑖 ∈ 𝐼

)
is the set of functions with domain 𝐼 and such that for each 𝑖 ∈ 𝐼 , the image of 𝑖 is in 𝐴(𝑖) and for any 𝑔, ℎ ∈𝐷, ⟨𝑔, ℎ⟩ ∈𝑈 if and only 
if, for every 𝑖 ∈ 𝐼, ⟨𝑔(𝑖), ℎ(𝑖)⟩ ∈𝑅(𝑖).

In the case that all the structures 𝔄(𝑖) are equal, the resulting structure is called a direct power. For a familiar case, the reader may 
think of the direct power of the structure (ℝ, +) to obtain structures of the form (ℝ𝑛, +) where the addition in the power structure is 
done component-wise.

It turned out, for the purpose of analysing the decision problem of all these structures, that it was more convenient to define the 
notion of generalised product, which we recall next.

Before introducing the notion of generalised product, we need to formalise the notion of set interpretation [22, Definition 2.1], 
which was heavily used in [59].

Definition 12 ([22]). Suppose that 𝔄 =
⟨
𝔄(𝑖) ∣ 𝑖 ∈ 𝐼

⟩
is an indexed family of relational systems 𝔄(𝑖) =

⟨
𝐴(𝑖),… ⟩ using a first-order 

signature 𝜇 and 𝐷 = 
(
𝐴(𝑖) ∣ 𝑖 ∈ 𝐼

)
be the set of functions mapping each index 𝑖 ∈ 𝐼 to a value in 𝐴(𝑖). Let 𝑓 = ⟨𝑓0,… , 𝑓𝑛,…⟩ ∈𝐷𝜔, 

and let 𝜃 be a formula of the first-order language over the signature 𝜇. Then we put

𝐾𝔄
𝜃
(𝑓 ) =

{
𝑖 ∣ 𝑖 ∈ 𝐼 and 𝔄(𝑖) ⊧ 𝜃(𝑓 (𝑖))

}
where 𝑓 (𝑖) = ⟨𝑓0(𝑖), … , 𝑓𝑛(𝑖), …⟩ and 𝑓𝑗 (𝑖) denotes the 𝑖-th component of the vector 𝑓𝑗 . In particular, if 𝜃 is a sentence, 𝐾𝔄

𝜃
[𝑓 ] does 

not depend on 𝑓 , and we write 𝐾𝔄
𝜃
=𝐾𝔄

𝜃
(𝑓 ) =

{
𝑖 ∣ 𝑖 ∈ 𝐼 and 𝔄(𝑖) ⊧ 𝜃

}
.

With the notion of set interpretation in place, we are ready to introduce generalised products [22, Definition 2.4].3

Definition 13 ([22]). Suppose that 𝔄 =
⟨
𝔄(𝑖) ∣ 𝑖 ∈ 𝐼

⟩
, is a non-empty indexed family of relational systems 𝔄(𝑖) =

⟨
𝐴(𝑖),… ⟩, and 

𝐷 = 
(
𝐴(𝑖) ∣ 𝑖 ∈ 𝐼

)
, and let 𝔖 = ⟨(𝐼), …⟩ be an algebra of subsets of 𝐼 . For each standard acceptable sequence 𝜁 = ⟨Φ, 𝜃0,… , 𝜃𝑚⟩, 

with 𝑝 free variables, we put

𝑄
𝔄,𝔖
𝜁

=
{⟨
𝑓0,… , 𝑓𝑝−1

⟩
∣ 𝑓 ∈𝐷𝜔 and 𝔖 ⊧Φ

[
𝐾𝔄
𝜃0
(𝑓 ),… ,𝐾𝔄

𝜃𝑚
(𝑓 )
]
}

By the generalised product (𝔄, 𝔖) of the systems 
⟨
𝔄(𝑖) ∣ 𝑖 ∈ 𝐼

⟩
relative to the algebra 𝔖 of subsets of 𝐼 , we mean the system

𝔇 =
⟨
𝐷,𝑄

𝔄,𝔖
𝜁00
,… ,𝑄

𝔄,𝔖
𝜁0𝑛
,…
⟩
.

In the above definition, the sequence 𝜁 is acceptable, which means that the formulas 𝜃0, … , 𝜃𝑚 are first-order formulas on the 
structures 𝔄(𝑖) while the formula Φ is a first-order formula on structures of a class of algebras of subsets of the form

𝔖 =
⟨
(𝐼),∅,∪,∩,−,⊆,𝑀1,… ,𝑀𝑗 ,…

⟩
such that 𝐼 is any non-empty set and ∅, ∪, ∩ and ⊆ are the usual set theoretic operations or relations restricted to (𝐼) (the set of 
subsets of 𝐼).

Naturally, the first-order formulas on (𝐼) correspond to a second-order formula on 𝐼 . Some of the structures that are considered 
in [22] include the equicardinality relation ∼, the finiteness predicate Fin and a well-ordering relation ≺. The result of Feferman-

Vaught implies that denoting by 𝑇ℎ(⋅) the set of first-order sentences that are true on a certain structure, then deciding 𝑇ℎ(𝔇)
reduces to deciding the theories 𝑇ℎ(𝔄(𝑖)) for each 𝑖 ∈ 𝐼 and the theory 𝑇ℎ(𝔖) [22, Theorem 3.1].

3 The notion of generalised products may appear at first somewhat obscure. Feferman and Vaught noted: “It would be difficult to try trace the growth of ideas which 
led to the notion of the generalised product and to the statement and proof of the basic theorem 3.1 (...) However, something concerning the order of discoveries can 
at least be mentioned now.” It may help the reader to consult [58,59] in the simpler case of direct powers to understand how the defined set interpretations arised in 
4

our work.
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𝐹 ∶∶=𝐴 |𝐹1 ∧ 𝐹2 |𝐹1 ∨ 𝐹2 |¬𝐹
𝐴 ∶∶=𝐵1 =𝐵2 |𝐵1 ⊆ 𝐵2 |𝑇1 = 𝑇2 |𝑇1 ≤ 𝑇2 |𝐾 dvd 𝑇

𝐵 ∶∶= 𝑥 |∅ | |𝐵1 ∪𝐵2 |𝐵1 ∩𝐵2 |𝐵𝑐
𝑇 ∶∶= 𝑘 |𝐾 |𝑇1 + 𝑇2 |𝐾 ⋅ 𝑇 | |𝐵|
𝐾 ∶∶=… | − 2 | − 1 |0 |1 |2 |…

Fig. 1. QFBAPA’s syntax.

𝑆1 𝑆2

𝑆3

Fig. 2. An example Venn region diagram using set variables 𝑆1, 𝑆2, 𝑆3 . An example Venn region in blue is 𝑆3 and in yellow is 𝑆2 ∩ 𝑆𝑐3 . The elementary Venn regions 
marked with dots are in blue 𝑆1 ∩ 𝑆2 ∩ 𝑆3 and in yellow 𝑆1 ∩ 𝑆2 ∩ 𝑆𝑐3 . (For interpretation of the colours in the figure(s), the reader is referred to the web version of 
this article.)

2.4. Known results about the algebra of indices

The analysis of the decidability of the set of sentences 𝑇ℎ(𝔖) is central for the Feferman-Vaught theorem. In this section, we 
focus on the preliminaries for the existential fragment of the theory 𝑇ℎ(𝔖).

2.4.1. Algebras with equicardinality relation
The theory of the structure

⟨(𝐼),∅,∪,∩,−,⊆,∼⟩ (1)

was studied profusely by Kunčak and his collaborators [36,38] under the name BAPA and QFBAPA in the quantifier-free fragment. 
In this paper, we will be mostly concerned with the fragment QFBAPA which can be defined as in Fig. 1.

In the grammar given in the figure, 𝐹 presents the Boolean structure of the formula, 𝐴 stands for the top-level constraints, 𝐵 gives 
the Boolean restrictions and 𝑇 the Presburger arithmetic terms and  represents the universal set. Boolean and integer variables 
are denoted with lowercase letter 𝑥 and 𝑘 respectively. Some relations like the divides relation dvd are added in order to preserve 
the expressivity of the fully quantified fragment (i.e. these are the relations one adds so that the full theory BAPA admits quantifier 
elimination). The semantics of operations in Fig. 1 is the standard one. We interpret integer terms as integers and interpret set terms 
as elements of the powerset of a universal set  .

A fundamental concept in the decision procedures that we design is that of Venn region, which we now define formally.

Definition 14. Given a QFBAPA formula over the set variables 𝑆1, … , 𝑆𝑘, we define a Venn region as the equivalence class of 
Boolean algebra expressions on the variables 𝑆1, … , 𝑆𝑘 with respect to the relation of propositional equivalence. A Venn region is 
elementary if it (as an equivalence class) contains a Boolean algebra expression of the form 𝑆𝑙(1)1 ∩… ∩ 𝑆𝑙(𝑘)

𝑘
where 𝑙(𝑖) denotes the 

𝑖-th bit in the bit-string letter and 𝑆0 ∶= 𝑆𝑐 (the complement of 𝑆) and 𝑆1 ∶= 𝑆 .

Our procedure for checking satisfiability of extensions of QFBAPA works by reduction to QFBAPA and the proof of the equivalence 
between the original and the reduced formulas obtained by the procedure, relies on the argument [38] used to establish a complexity 
bound on the theory. This argument is based on a theorem by Eisenbrand and Shmonin [20] establishing a bound on the number of 
generators needed to express a given vector in their integer hull.

Definition 15. Given a subset 𝑆 ⊆ℝ𝑛, the integer conic hull of 𝑆 is the set

𝑖𝑛𝑡𝑐𝑜𝑛𝑒(𝑆) =

{
𝑡∑
𝑖=1
𝜆𝑖𝑠𝑖
|||𝑡 ≥ 0, 𝑠𝑖 ∈ 𝑆,𝜆𝑖 ∈ ℕ

}

Theorem 16 (Eisenbrand-Shmonin). Let 𝑋 ⊆ ℤ𝑛 be a finite set of integer vectors, 𝑏 ∈ 𝑖𝑛𝑡𝑐𝑜𝑛𝑒(𝑋) and 𝑀 = max𝐱∈𝑋 ‖𝐱‖∞ =
5

max𝐱∈𝑋 max{|𝑥1|, … , |𝑥𝑛|}. Then there exists a subset 𝑋′ ⊆𝑋 such that 𝑏 ∈ 𝑖𝑛𝑡𝑐𝑜𝑛𝑒(𝑋′) and
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|𝑋′| ≤ 2𝑛 log(4𝑛𝑀)

The key idea that we will reuse for the correctness of our decision procedures is to reduce the cardinality constraints from each 
theory to a system of equations on the cardinalities of the elementary Venn regions determined by the Boolean algebra expressions. 
If 𝑥1, … , 𝑥𝑘 are the Boolean variables occurring in the Boolean expressions 𝑏0, … , 𝑏𝑝 under cardinalities in the formula, then the 

elementary Venn regions are of the form 𝑝𝛽 ∶=
𝑘⋂
𝑖=1
𝑥
𝑒𝑖
𝑖

for 𝛽 = (𝑒1, … , 𝑒𝑘) ∈ {0, 1}𝑘 where 𝑥1 ∶= 𝑥 and 𝑥0 ∶= ⧵ 𝑥. If �𝑏𝑖�𝛽𝑗 is the 

evaluation of 𝑏𝑖 as a propositional formula with the assignment given in 𝛽 and we define 𝑙𝛽 ∶= |𝑝𝛽 |, then |𝑏𝑖| = 2𝑘−1∑
𝑗=0

�𝑏𝑖�𝛽𝑗 𝑙𝛽𝑗 , so 

𝑝⋀
𝑖=0
|𝑏𝑖| = 𝑘𝑖 becomes a system of linear equations

𝑝⋀
𝑖=0

2𝑘−1∑
𝑗=0

⎛⎜⎜⎝
�𝑏0�𝛽𝑗
⋮

�𝑏𝑝�𝛽𝑗

⎞⎟⎟⎠ 𝑙𝛽𝑗 =
⎛⎜⎜⎝
𝑘0
⋮
𝑘𝑝

⎞⎟⎟⎠
This exponentially sized linear system is then turned into a polynomially sized system using Theorem 16. This is the essence of the 
proof of the membership of the satisfiability problem of QFBAPA in non-deterministic polynomial time.

Theorem 17 ([38]). The satisfiability problem of QFBAPA is in NP.

2.4.2. Algebras with ordering relation
More complex algebras of indices have been treated. For instance, Wies et alii [75] devised a method of combining theories of 

ordering4 with BAPA using the notion of Parikh image of a regular language [49], this combination would correspond to the theory 
of the structure

⟨(𝜔),∅,∪,∩,−,⊆,∼,≺⟩ (2)

where 𝜔 denotes the set of natural numbers and ≺ denotes the ordering relation on singleton sets of natural numbers, i.e. {𝑛} ≺ {𝑚}
if and only if 𝑛 < 𝑚 (cfr. [22, Section 10]). One should note at this point the stark contrast between the decision procedures for the 
theory of the structure (1) which was known already to Skolem [63] by quantifier elimination into a quantifier-free elimination set 
and the procedure for the theory of the structure (2) which was known to Feferman and Vaught by the results later published by 
Ehrenfeucht [19] but whose explicit account in print have only appeared recently in [69]. Instead, the combination procedure of 
Wies et alii [75] draws on the work of Büchi [11] which essentially showed the decidability of the theory by quantifier elimination 
into finite automata (certain universally quantified formulas), thereby pioneering the so-called automata-logic connection.

To motivate the extension done in [59], which we improve in this paper, we next review this connection, which we phrase in 
terms of so-called regular expressions with large alphabets.

2.4.3. Regular expressions with large alphabets
Kleene introduced in [34] a theory of regular sets of tables to describe the behaviour of McCulloch-Pitts nerve nets. In his inter-

pretation, the columns of these tables are indexed by the time unit and the rows by the neuron in the described system. A particular 
entry is set to one if and only if the corresponding neuron fires at the time indicated by its column index. Büchi showed [11,10] that 
under the interpretation that the rows correspond to sets of natural numbers and the entries are interpreted as membership in these 
sets, then the relations between the sets represented by the rows are exactly those definable in weak monadic second-order theory 
of one successor (WS1S).5 In particular, [11, Corollary 1] gives an alternative proof to [22, Theorem 10.1] of the decidability of this 
theory.

Example 18. Consider the regular set of tables given by the expression 
((

1
0

)(
0
1

))∗
. One possible table satisfying this expression 

would be

4 The paper [75] goes far beyond this particular combination, but this particular case is enough for the purposes of this theorem.
5 The observation of Büchi has been generalised. Some terminology uses the suffix “on words” to refer to this kind of interpretation of logical theories. It is also 

common to find the expression “MSOL on words” in this context since the proof of Büchi equating regular languages with WS1S is also applicable to the formalism of 
6

monadic second-order logic.
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𝑅 ∶∶=
⎛⎜⎜⎜⎝
𝑙1
𝑙2
…
𝑙𝑘

⎞⎟⎟⎟⎠ ∣𝑅1𝑅2 ∣𝑅∗ ∣𝑅1 ∪𝑅2

Fig. 3. Syntax of regular expressions over large alphabets.

Here 𝐴 = {1, 3, 5, 7} and 𝐵 = {2, 4, 6, 8}. In general, the corresponding WS1S formula would specify the set of the first 𝑛 odd 
natural numbers for 𝐴 and the set of the first 𝑛 even natural numbers for 𝐵.

Note that a minor difference between the interpretation of Kleene and that of Büchi is that the latter specifies an infinite table
which is filled with strings of zeros in all columns but in a finite subset.

We enrich the theory of the indices of power structures by considering those relations definable in WS1S. In particular, we allow 
to express an order between the components. To this end, we will further combine our algebra of indices with the sets expressed in 
the formalism of Büchi, which we term regular expressions over large alphabets. Fig. 3 shows the syntax of such expressions. The 
expressions are taken over bit-string alphabet letters in the set {0, 1}𝑘 for a fixed 𝑘 ∈ ℕ.

2.4.4. A fragment combining the equicardinality and ordering relations
Taking into account the combination method of [75], the connection between finite automata and regular expressions sketched in 

the previous subsection, and the definition of generalised power for the existential fragment of first-order logic in [58], we formulated 
in [59] an existential fragment of the first-order theory of the structure (2) of the following form:

Definition 19. Consider conjunctions of formulas 𝐹 in QFBAPA, regular expressions 𝑅 over 𝑠 letters with 1 ≤ 𝑠 ≤ 2𝑘 over the 
alphabet {0, 1}𝑘 and existential first-order formulas 𝜑𝑖 with 1 ≤ 𝑖 ≤ 𝑘 referring the component structure, i.e. of the form

∃𝑆1,… , 𝑆𝑘.𝐹 (𝑆1,… , 𝑆𝑘)∧

∃𝑡1,… , 𝑡𝑘.

(
(𝑡1,… , 𝑡𝑘) ∈𝑅(𝑙1,… , 𝑙𝑠) ∧

𝑘⋀
𝑖=1
𝑆𝑖 = {𝑛 ∈ℕ|𝑡𝑖(𝑛)})∧

∃𝑥1,… , 𝑥𝑚.

𝑘⋀
𝑖=1
𝑆𝑖 = {𝑛 ∈ℕ|𝜑𝑖(𝑥1(𝑛),… , 𝑥𝑚(𝑛))}

where 𝜑𝑖 are formulae of a theory whose satisfiability problem is decidable in NP. We call this theory RegExp-QFBAPA-Power.

Note that the assumption of the formulae 𝜑1, … , 𝜑𝑘 having a satisfiability problem in NP can be removed [56]. But this assump-

tion is standard in satisfiability modulo theories solvers.

Reading the formula, we see that a bit-string 𝑙 corresponds to the Venn region 𝑆𝑙(1)1 ∩… ∩ 𝑆𝑙(𝑘)
𝑘

of the Venn diagram generated 
by the sets 𝑆1, … , 𝑆𝑘. This fact is important for the decision procedure given in [59] since the procedure has to make sure that the 
cardinality constraints from QFBAPA have to agree with the cardinality constraints the regular expression imposes on the elementary 
Venn regions that it uses.

It is nearly inevitable to wonder whether this verbosity is really necessary, i.e. must the user specify each elementary Venn region 
manually? What if the user wants to refer to a Venn region that is not elementary? Then, the user would need to specify, in the 
worst case, an exponential number of regions. A different train of thought would lead to the same conclusion. Namely, if we are 
considering reasoning in the algebra (2), it should be the case that the operators can be applied to any sets, and in particular the 
operator ≺ should be applicable to arbitrary Venn regions.

The reason this succinct representation was not given in Definition 19 is that until now, it was not clear how to compute the Parikh 
image of the resulting symbolic automaton. The first main contribution of the paper is a method to solve this problem that connects 
with Feferman-Vaught’s theorem by requiring a partitioning argument in the decomposition algorithm (see [22, Theorem 3.1.3]). 
The novelty of the technique is demonstrated by the fact that it was discovered concurrently by two different teams of researchers in 
the areas of symbolic automata [56] and string solving [26].

2.5. Computational complexity

We assume basic definitions in the theory of computation [4,62] such as NP-hardness and NP-completeness. We will use the 
notion of polynomial-time verifier which is equivalent to that of non-deterministic polynomial-time procedure with the difference 
that the non-deterministic computation is encoded as a certificate.

Definition 20. A language 𝐿 ⊆ {0, 1}∗ is in NP if there exists a polynomial 𝑝 ∶ ℕ → ℕ and a polynomial-time Turing machine 𝑉 , 
called the verifier for 𝐿 such that for every 𝑥 ∈ {0, 1}∗, 𝑥 ∈𝐿 if and only if there exists 𝐶 ∈ {0, 1}𝑝(|𝑥|) such that 𝑉 (𝑥, 𝐶) = 1. If 𝑥 ∈𝐿
7

and 𝑢 ∈ {0, 1}𝑝(|𝑥|) satisfy 𝑉 (𝑥, 𝐶) = 1, then 𝐶 is called a certificate for 𝑥.



Journal of Logical and Algebraic Methods in Programming 140 (2024) 100978R. Raya and V. Kunčak

It is straightforward to generalise the notion of polynomial-time verifier so that it outputs a bit-string rather than a single bit. 
We use this notion to define NP-reductions which we use to formalise the idea that it suffices to solve formulae of the existential 
fragment that are conjunctions of literals.

Definition 21. A language 𝐿 ⊆ {0, 1}∗ is NP-reducible to a language 𝐿′ ⊆ {0, 1}∗, written 𝐿 ≤𝑛𝑝 𝐿′, if there is a polynomial-time 
verifier 𝑉 such that for every 𝑥 ∈ {0, 1}∗, 𝑥 ∈𝐿 if and only if there exists a certificate 𝐶 such that 𝑉 (𝑥, 𝐶) ∈𝐿′.

Lemma 22. The relation ≤𝑛𝑝 satisfies the following properties:

1. If 𝐿 ≤𝑛𝑝 𝐿′ and 𝐿′ ∈ NP then 𝐿 ∈ NP.
2. If 𝐿 ≤𝑛𝑝 𝐿′ and 𝐿′ ≤𝑛𝑝 𝐿

′′ then 𝐿 ≤𝑛𝑝 𝐿′′.

Proof. Ad 1), by hypothesis, we have a verifier 𝑉 satisfying Definition 21 for 𝐿 ≤𝑛𝑝 𝐿′. We also have a verifier 𝑉 ′ accepting 𝐿′. 
Then 𝑉 ′′ = 𝑉 ′◦𝑉 is a verifier for 𝐿. Ad 2), if 𝑉 satisfies Definition 21 for 𝐿 ≤𝑛𝑝 𝐿′ and 𝑉 ′ satisfies Definition 21 for 𝐿′ ≤𝑛𝑝 𝐿

′′ then 
𝑉 ′◦𝑉 satisfies Definition 21 for 𝐿 ≤𝑛𝑝 𝐿′′. □

The following lemma allows our decision procedures to guess with a disjunct from the disjunctive normal form of the existential 
formula given as input.

Lemma 23. Let 𝜓 be a first-order formula in prenex form and 𝐶 a disjunct of the DNF form of its matrix. Then |𝐶| =𝑂(|𝜓|).
Proof. The DNF conversion only affects the propositional structure of the formula. Thus, in 𝐶 one may at most have the relations 
occurring in 𝜓 and their negations. In the worst case, one gets at most 2|𝜓| symbols accounting for the relations and at most 4|𝜓|
symbols accounting for the conjunctions and negations. Therefore, |𝐶| ≤ 6 ⋅ |𝜓|. □

The decision procedure for this problem will start by guessing a disjunct of the DNF form of the input formula. To ensure this can 
be done by a polynomial-time verifier we need to ensure that the size of that disjunct is polynomial in the size of the input formula.

Lemma 24. There is NP-reduction from the satisfiable formulae of the existential fragment of a theory to the satisfiable formulae of the 
existential fragment of the theory in conjunctive form.

Proof. We define a verifier 𝑉 that given an input 𝑥 and a certificate 𝑤, interprets the certificate as a disjunct 𝜑 of the DNF of 
𝑥 and checks that it is so. To check that the guessed disjunct is part of some DNF the verifier only needs to check the formula 
prop(𝜑) ⟹ prop(𝑥), where prop is a function that transforms the original formula into propositional one syntactically: two atomic 
formulae are mapped to the same variable if and only if they coincide syntactically.

𝑉 is a polynomial-time verifier. Indeed, if 𝑥 is satisfiable then there must exist a satisfiable disjunct in its DNF form. By Lemma 23, 
this disjunct of the DNF form can be written in linear space. Thus, there exists a certificate 𝐶 of polynomial-size encoding such 
disjunct. Thus, the output of 𝑉 (𝑥, 𝐶) is a satisfiable formula in conjunctive form. Conversely, if the output of 𝑉 (𝑥, 𝐶) is a satisfiabile 
formula in conjunctive form, by the check that 𝑉 performs, it follows that 𝑉 (𝑥, 𝐶) is a disjunct of some DNF form of 𝑥. It follows 
that 𝑥 itself was also satisfiable. □

3. Succinct representation of the ordering relation

To materialise the succinct ordering discussed in Section 2, we will need to modify Definition 19 so that the regular expression 
𝑅(𝑙1, … , 𝑙𝑠) over bit-strings used becomes a regular expression 𝑅(𝐿1, … , 𝐿𝑠) over propositional formulas 𝐿1, … , 𝐿𝑠 that use the set 
variables 𝑆1, … , 𝑆𝑘. We call these regular expressions symbolic.

Symbolic regular expressions can be interpreted as denoting two different kinds of sets.

In the first interpretation, we interpret the regular expression as specifying a set of words over the alphabet {𝐿1, … , 𝐿𝑠}. We call 
these words symbolic tables. The set of all these words is denoted by 𝑀𝑆 (𝐿1, … , 𝐿𝑠).

In the second interpretation, we interpret the regular expression as specifying a set of words over the alphabet {0, 1}𝑘 resulting 
from substituting in each word in 𝑀𝑆 (𝐿1, … , 𝐿𝑠), the letters forming the word by bit-strings in {0, 1}𝑘 that satisfy the proposi-

tional formula labelling each position of the word. We call these words concrete tables. The set of all these words is denoted by 
𝑀(𝐿1, … , 𝐿𝑠).

We say that a concrete table corresponds to a symbolic table if the concrete table can be obtained by substituting bit-strings 
satisfying the propositional letters of the symbolic table.

As an example of how these succinct regular expressions reduce the verbosity of the specification language, suppose that we 
wanted to specify that an array is formed by two consecutive values one of which lies in the blue region and the other in the 
yellow region of Fig. 2. If we wanted to use the regular expressions of [59], we would have to write a regular expression for each 
elementary Venn region (see Definition 14). With the introduced symbolic regular expressions this can be achieved by writing the 
8

regular expression 𝑆3(𝑆2 ∧ ¬𝑆3).
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We give next the update of Definition 19 using symbolic regular expressions.

Definition 25. Consider conjunctions of formulas 𝐹 in QFBAPA, regular expressions 𝑅 over 𝑠 propositional letters and component 
structure specifications 𝜑𝑖 with 1 ≤ 𝑖 ≤ 𝑘, i.e. of the form

∃𝑆1,… , 𝑆𝑘.𝐹 (𝑆1,… , 𝑆𝑘)∧

∃𝑡1,… , 𝑡𝑘.

(
(𝑡1,… , 𝑡𝑘) ∈𝑅(𝐿1,… ,𝐿𝑠) ∧

𝑘⋀
𝑖=1
𝑆𝑖 = {𝑛 ∈ℕ|𝑡𝑖(𝑛)})∧

∃𝑥1,… , 𝑥𝑚.

𝑘⋀
𝑖=1
𝑆𝑖 = {𝑛 ∈ ℕ|𝜑𝑖(𝑥1(𝑛),… , 𝑥𝑚(𝑛))}

(3)

where 𝜑𝑖 are formulae of a theory whose satisfiability problem is decidable in NP. We call this theory SymRegExp-QFBAPA-Power.

We consider the problem of giving a decision for this theory. To this end, it will be useful to first consider the case where the 
propositional formulae 𝐿1, … , 𝐿𝑠 of the regular expression 𝑅 denote disjoint Venn regions. In this case, checking satisfiability of a 
formula in the fragment reduces to determining whether there exists a symbolic table 𝑠 such that the number of occurrences of the 
propositional letters 𝐿1, … , 𝐿𝑠 matches the cardinalities of their denoted regions. This is because when substituting the propositional 
letters by bit-strings, there is no restriction on which bit-string to choose other than satisfying the cardinality constraints coming from 
the QFBAPA sub-formula and the set interpretations with the formulas 𝜑𝑖. To compute the number of times a certain propositional 
letter occurs, our decision procedure computes the so-called Parikh image of the regular language 𝑀𝑆 (𝐿1, … , 𝐿𝑠).

Definition 26 (Parikh image). The Parikh image of 𝑀𝑆 (𝐿1, … , 𝐿𝑠) is the set

Parikh(𝑀𝑆 (𝐿1,… ,𝐿𝑠)) = {(|𝑠|𝐿1 ,… , |𝑠|𝐿𝑠 )|𝑠 ∈𝑀𝑆 (𝐿1,… ,𝐿𝑠)}

where |𝑠|𝐿𝑖 denotes the number of occurrences of the propositional formula 𝐿𝑖 in the symbolic table 𝑠.

We will use a description of the Parikh image in terms of linear-size existential Presburger arithmetic formulae first obtained by 
Seidl, Schwentick, Muscholl and Habermehl.

Lemma 27 ([60]). The set Parikh(𝑀𝑆 (𝐿1, … , 𝐿𝑠)) is definable by an existential Presburger formula 𝜌 of size 𝑂(|𝑀|) where |𝑀| is the 
number of symbols used to describe the automaton 𝑀 .

In the general case, when propositional letters denote overlapping Venn regions, a partitioning argument is required. This ar-

gument allows to avoid having to specify an exponential number of cardinalities of the elementary Venn regions contained in the 
overlap of several propositional letters. Instead, the partition specifies which indices have been generated by each propositional letter 
{𝐿1, … , 𝐿𝑠} in the symbolic regular expression 𝑅(𝐿1, … , 𝐿𝑠). The idea is formalised in Theorem 28.6

First, we fix some notation. We set 𝑝𝛽 ∶=
⋂𝑘
𝑖=1 𝑆

𝛽𝑖
𝑖

where 𝛽 ∈ {0, 1}𝑘, 𝑝𝐿 ∶=
⋃
𝛽⊧𝐿

𝑝𝛽 where 𝐿 is a propositional formula and ⊧ is 

the propositional satisfaction relation that is true if and only if the assignment of the values in 𝛽 to the free variables in 𝐿 makes the 
formula 𝐿 true. When using the interpretation of sets of the form:

𝑆𝑖 = {𝑛 ∈ℕ|𝜑𝑖(𝑥1(𝑛),… , 𝑥𝑚(𝑛))}

the formula defining the Venn region 𝑝𝛽 will be denoted by:

𝜑𝛽 (𝑑) ∶=
𝑘⋀
𝑖=1
𝜑
𝛽(𝑖)
𝑖

(𝑑)

where as usual 𝛽(𝑖) denotes the 𝑖-th bit of 𝛽 and 𝜑0 ∶= ¬𝜑, 𝜑1 ∶= 𝜑.

We write 𝑆1∪̇𝑆2 to denote the set 𝑆1 ∪ 𝑆2 where we want to emphasise that 𝑆1 ∩ 𝑆2 = ∅. Finally, we use the notation [𝑛] ∶=
{1, … , 𝑛} to refer to the first 𝑛 natural numbers.

Theorem 28. Given a formula in SymRegExp-QFBAPA-Power, we may compute in polynomial time an equivalent formula (4) in the 
combination of the quantifier-free fragment of Boolean algebra with Presburger arithmetic and the existential fragment of the alphabet theory.

We give next the technical statement of the equivalent formula (4). It has three parts. The first is an existential prefix that is 
shared between both subtheories
9

6 It is noteworthy that such a partitioning argument also appears in [22, Theorem 3.1].
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∃𝑝 ∈ [𝑠], 𝜎 ∶ [𝑝]↪ [𝑠], 𝛽1,… , 𝛽𝑝 ∈ {0,1}𝑘

where the symbol ↪ indicates that 𝜎 is an injection from {1, … , 𝑝} to {1, … , 𝑠}. Recall that 𝑠 is the number of propositional letters 
of the regular expression and 𝑘 is the number of set variables used. Thus, the procedure needs to guess 𝑂(max{𝑠, 𝑘}2) bits. This is 
comparable with Nelson-Oppen’s combination procedure [46] which needs to decide which pairs of variables are in an equivalence 
relation.

Formula (4) then requires solving two sub-formulas. First, one needs to solve a formula in the existential fragment of the theory 
of the elements of the array:

𝐶(𝛽1,… , 𝛽𝑝) ∶=
𝑝⋀
𝑗=1

∃𝑑.𝜑𝛽𝑗 (𝑑)

The second part corresponds to the remaining sub-term and falls within the quantifier-free first-order theory of Boolean algebra with 
Presburger arithmetic (QFBAPA) [38]:

𝐻(𝑘1,… , 𝑘𝑠,𝑆1,… , 𝑆𝑘,𝑃1,… , 𝑃𝑠) ∶=𝐹 (𝑆1,… , 𝑆𝑘) ∧ 𝜌(𝑘1,… , 𝑘𝑠)∧
𝑠⋀
𝑖=1
𝑃𝑖 ⊆ 𝑝𝐿𝜎(𝑖)

∧ ∪𝑠
𝑖=1𝑝𝐿𝑖 = ∪̇𝑠

𝑖=1𝑃𝑖∧

𝑝⋀
𝑖=1
|𝑃𝑖| = 𝑘𝜎(𝑖) ∧ 𝑠⋀

𝑖=1
𝑝𝛽𝑖

∩ 𝑃𝑖 ≠ ∅

where 𝜌 is the arithmetic expression in Lemma 27 and | ⋅ | denotes the cardinality of the argument set expression. The variables 
𝑆1, … , 𝑆𝑘 stand for the generators of the algebra, while 𝑃1, … , 𝑃𝑠 are set to form a partition of the area covered by the propositional 
letters.

Finally, formula (4) would be as follows,

∃𝑝 ∈ [𝑠], 𝜎 ∶ [𝑝]↪ [𝑠], 𝛽1,… , 𝛽𝑝 ∈ {0,1}𝑘.

𝐶(𝛽1,… , 𝛽𝑝) ∧ ∃𝑘,𝑆,𝑃 .𝐻(𝑘,𝑆,𝑃 )
(4)

where 𝑘, 𝑆, 𝑃 abbreviates the full list of variables of the formula 𝐹 . It is obvious that this formula can be computed in polynomial 
time.

We proceed next to the proof of the theorem.

Proof. ⇒) If a formula from SymRegExp-QFBAPA-Power is satisfiable, then there are sets 𝑆1, … , 𝑆𝑘, a word 𝑑 and a table 𝑡
satisfying

𝐹 (𝑆1,… , 𝑆𝑘) ∧
𝑘⋀
𝑖=1
𝑆𝑖 = {𝑛 ∈ℕ ∣ 𝜑𝑖(𝑑(𝑛))}∧

𝑡 ∈𝑀(𝐿1,… ,𝐿𝑠) ∧
𝑘⋀
𝑖=1
𝑆𝑖 = {𝑛 ∈ ℕ ∣ 𝑡𝑖(𝑛)}

(5)

Let 𝑠 ∈𝑀(𝐿1, … , 𝐿𝑠) be the symbolic table corresponding to 𝑡. We define 𝑘𝑖 ∶= |𝑠|𝐿𝑖 , 𝑝 = |{𝑖|𝑘𝑖 ≠ 0}|, 𝜎 mapping the indices in 
[𝑝] to the indices of the terms for which 𝑘𝑖 is non-zero and 𝑃𝑖 = {𝑛 ∈ ℕ|𝑠(𝑛) =𝐿𝜎(𝑖)}. It will be convenient to work out the following 
equalities, which follow from (5):

𝑝𝐿𝑖
=
⋃
𝛽⊧𝐿𝑖

𝑘⋂
𝑗=1
𝑆
𝛽𝑗

𝑗
=
⋃
𝛽⊧𝐿𝑖

{𝑛 ∈ℕ| 𝑘⋀
𝑗=1
𝑡
𝛽𝑗

𝑗
(𝑛)} = {𝑛 ∈ℕ|𝑡(𝑛) ⊧ 𝐿𝑖}

𝑝𝐿𝑖
=
⋃
𝛽⊧𝐿𝑖

𝑘⋂
𝑗=1
𝑆
𝛽𝑗

𝑗
=
⋃
𝛽⊧𝐿𝑖

{𝑑 ∈| 𝑘⋀
𝑗=1
𝜑
𝛽𝑗

𝑗
(𝑑)} = {𝑑 ∈|𝐿𝑖(𝜙(𝑑))}

(6)

where 𝐿𝑖(𝜙(𝑑(𝑛))) is the propositional formula obtained by substituting set variables by the formulae 𝜙𝑖(𝑑(𝑛)). We now deduce 
formula (4):

- 𝐹 (𝑆1, … , 𝑆𝑘) holds by assumption.

- 𝜌(𝑘1, … , 𝑘𝑠): from 𝑠 ∈ 𝑃 (𝐿1, … , 𝐿𝑠), we have that

(𝑘1,… , 𝑘𝑠) ∈ Parikh(𝑀𝑆 (𝐿1,… ,𝐿𝑚))
10

and therefore 𝜌(𝑘1, … , 𝑘𝑠).
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- 𝑃𝑖 ⊆ 𝑝𝐿𝜎(𝑖) : since 𝑠 corresponds to 𝑡, for all 𝑛 ∈ ℕ we have 𝑡(𝑛) ⊧ 𝑠(𝑛) and the inclusion follows from the definition of 𝑃𝑖 and 
equality (6).

- |𝑃𝑖| = 𝑘𝜎(𝑖): since |𝑃𝑖| = |||{𝑛 ∈ ℕ|𝑠(𝑛) =𝐿𝜎(𝑖)}||| = |𝑠|𝐿𝜎(𝑖) = 𝑘𝜎(𝑖).
- Each pair of sets 𝑃𝑖, 𝑃𝑗 with 𝑖 < 𝑗 is disjoint:

𝑃𝑖 ∩ 𝑃𝑗 = {𝑛 ∈ ℕ|𝑠(𝑛) =𝐿𝜎(𝑖)} ∩ {𝑛 ∈ℕ|𝑠(𝑛) =𝐿𝜎(𝑗)} =
= {𝑛 ∈ ℕ|𝑠(𝑛) =𝐿𝜎(𝑖) =𝐿𝜎(𝑗)} = ∅

using that the letters 𝐿 are chosen to be distinct and that 𝜎 is an injection (so 𝜎(𝑖) ≠ 𝜎(𝑗)).
- 𝑝𝐿1 ∪… ∪𝑝𝐿𝑠 = 𝑃1∪̇… ∪̇𝑃𝑝: since by definition 𝑃𝑖 = {𝑛 ∈ℕ|𝑠(𝑛) =𝐿𝜎(𝑖)}, 𝑝𝐿𝑖 = {𝑛 ∈ℕ|𝑡(𝑛) ⊧ 𝐿𝑖} and by definition of 𝜎 it follows 

that the only letters that can appear in 𝑠 are 𝐿𝜎(1), … , 𝐿𝜎(𝑝). Thus, we have 𝑝𝐿1 ∪… ∪ 𝑝𝐿𝑠 = [1, |𝑡|] = [1, |𝑠|] = 𝑃1∪̇… ∪̇𝑃𝑝.
- There exists 𝛽1, … , 𝛽𝑝 ∈ {0, 1}𝑘, such that 

⋀𝑠
𝑖=1 𝑃𝛽𝑖 ∩ 𝑃𝑖 ≠ ∅: note that 𝑃𝑖 ≠ ∅ by definition of 𝜎. Thus, there must exist some 𝛽𝑖

such that 𝑝𝛽𝑖 ∩ 𝑃𝑖 ≠ ∅. We pick any such 𝛽𝑖.
-
⋀𝑝
𝑗=1 ∃𝑑.𝜑

𝛽𝑗 (𝑑): follows from 𝑝𝛽𝑗 ∩ 𝑃𝑗 ≠ ∅ and formula (6).

⇐) Conversely, if formula (4) is satisfiable, then there is an integer 𝑝 ∈ [𝑠], an injection 𝜎 ∶ [𝑝] ↪ [𝑠], bit-strings 𝛽1, … , 𝛽𝑝 ∈ {0, 1}𝑘, 
integers 𝑘1, … , 𝑘𝑠 and sets 𝑆1, … , 𝑆𝑘, 𝑃1, … , 𝑃𝑝 satisfying

𝑝⋀
𝑗=1

∃𝑑.𝜑𝛽𝑗 (𝑑)∧

𝐹 (𝑆1,… , 𝑆𝑘) ∧ 𝜌(𝑘1,… , 𝑘𝑠) ∧
𝑝⋀
𝑖=1
𝑃𝑖 ⊆ 𝑝𝐿𝜎(𝑖)

∧ ∪𝑠
𝑖=1𝑝𝐿𝑖 = ∪̇𝑝

𝑖=1𝑃𝑖∧

𝑝⋀
𝑖=1
|𝑃𝑖| = 𝑘𝜎(𝑖) ∧ 𝑝⋀

𝑖=1
𝑝𝛽𝑖

∩ 𝑃𝑖 ≠ ∅

(7)

From 𝜌(𝑘1, … , 𝑘𝑠) follows that there is a symbolic table 𝑠 ∈𝑀𝑆 (𝐿1, … , 𝐿𝑠) such that |𝑠|𝐿𝑖 = 𝑘𝑖 for each 𝐿𝑖 ∈ {𝐿1, … , 𝐿𝑠}. From

𝑝𝐿1
∪…∪ 𝑝𝐿𝑠 = 𝑃1∪̇…∪̇𝑃𝑝 ∧

𝑝⋀
𝑖=1
𝑃𝑖 ⊆ 𝑝𝐿𝜎(𝑖)

∧
𝑝⋀
𝑖=1
|𝑃𝑖| = 𝑘𝜎(𝑖)

follows that we can replace the formulae 𝐿𝑖 occurring in the symbolic table 𝑠 by the bit-strings representing the elementary Venn 
regions to which the indices of the sets 𝑃𝑖 belong. Moreover, thanks to the condition 

⋀𝑝
𝑖=1 𝑝𝛽𝑖 ∩𝑃𝑖 ≠ ∅ follows that we can replace the 

letters 𝐿𝑖 by the bit-strings 𝛽𝑖, defining 𝑡 as 𝑡(𝑛) =
{
𝛽𝑖 if 𝑛 ∈ 𝑃𝑖 . In this way, we obtain a table 𝑡 ∈𝑀(𝐿1, … , 𝐿𝑠). We then define 

the corresponding word over , thanks to the property 
⋀𝑝
𝑖=1 ∃𝑑.𝜙

𝛽𝑖 (𝑑). Naming the witnesses of these formulae as 𝑑𝑖, we define 

𝑑(𝑛) =
{
𝑑𝑖 if 𝑛 ∈ 𝑃𝑖 . To conclude, note that:

{𝑛 ∈ℕ|𝑡𝑗 (𝑛)} = ∪{1≤𝑖≤𝑘|𝛽𝑖(𝑗)=1}𝑃𝑖 = {𝑛 ∈ℕ|𝜑𝑗 (𝑑(𝑛))}
Thus, we have that the formula of Definition (25) is satisfied by the set variables

𝑆𝑗 ∶= {𝑛 ∈ℕ|𝑡𝑗 (𝑛)} = {𝑛 ∈ℕ|𝜑𝑗 (𝑑(𝑛))} □

We note that the reduction procedure that we give comes with a computational complexity guarantee.

Corollary 29. Deciding formulas in SymRegExp-QFBAPA-Power is a NP-complete problem.

Proof. The problem is trivially NP-hard. A non-deterministic polynomial time algorithm would simply guess the values

∃𝑝 ∈ [𝑠].𝜎 ∶ [𝑝]↪ [𝑠].∃𝛽1,… , 𝛽𝑝 ∈ {0,1}𝑘

and use existing routines for QFBAPA and the existential theory of the theory of the elements of the array. □

4. The case of trees

This section shows how the decision procedure for checking satisfiability formulated in the previous section, can be adapted to 
verify tree data structures. Again the key issue would be computing the Parikh image of the symbolic regular tree language that arises. 
We draw the connection here since it relies on different results, namely [33,73] and the connection is not necessarily immediate.
11

The notion of tree can be given as follows (cfr. [18]):
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Definition 30. A binary Σ-tree is a function 𝜏 ∶𝐴 → Σ where 𝐴 is a finite subset of {0, 1}∗ closed under the initial segment relation 
(i.e. if 𝑢𝑣 ∈ 𝐴 then 𝑢 ∈ 𝐴). Σ# is the class of all binary Σ-trees. Λ is the function with domain ∅ also known as the empty tree. For 
𝜎 ∈ Σ and 𝜏, 𝜏′ ∈ Σ#, 𝜎[𝜏, 𝜏′] is the Σ-tree with a root 𝜎, left subtree 𝜏 and right subtree 𝜏′.

Doner [18] seems to have been the first to recognise the connection between the weak monadic second-order theory of two 
successors, i.e. the theory of the structure ⟨{0, 1}∗, 𝑥 ↦ 𝑥0, 𝑥 ↦ 𝑥1⟩, and recognisability by tree automata. The connection is similar 
to that of Büchi, which we described in the preliminaries section. We start with the definition of tree automaton.

Definition 31. A tree automaton 𝑀 over an alphabet Σ is a tuple (𝑄, 𝑞0, 𝐹 , Δ) where 𝑄 is a finite set of states, 𝑞0 ∈𝑄 is the initial 
state, 𝐹 ⊆𝑄 is the set of final states and Δ ⊆𝑄 × Σ ×𝑄 ×𝑄 is a finite set of transitions.

The language of 𝑀 at state 𝑞 ∈ 𝑄, denoted by 𝑞(𝑀), is the smallest subset of Σ# such that if 𝑞 ∈ 𝐹 then Λ ∈ 𝑞(𝑀), if 
(𝑞1, 𝑎, 𝑞2, 𝑞3) ∈Δ, and for 𝑖 ∈ {1, 2}, 𝜏𝑖 ∈𝑞𝑖

(𝑀), then 𝑎[𝜏1, 𝜏2] ∈ 𝑞3
(𝑀). The language of 𝑀 is (𝑀) = 𝑞0

(𝑀).

Doner’s theorem says that if we take the set of trees accepted by a tree automaton over bit-string letters, i.e. with Σ = {0, 1}𝑘 and 
we compute for each position of the bit-string the positions in the tree that have a 1-entry for that position, then the resulting sets 
are definable in the weak monadic second-order theory of the structure ⟨{0, 1}∗, 𝑥 ↦ 𝑥0, 𝑥 ↦ 𝑥1⟩.

Again, we could consider an automaton that specifies the letters using propositional formulas rather than specific bit-strings. This 
is done, for instance, in the setting of symbolic tree automata [32,24,71,15,14] and following Definition 25 we could express the 
language of such a symbolic tree automata (with cardinalities) as in the following definition.

Definition 32. Consider conjunctions of formulas 𝐹 in QFBAPA, regular tree expressions 𝑅 over 𝑠 propositional letters and compo-

nent structure specifications 𝜑𝑖 with 1 ≤ 𝑖 ≤ 𝑘, i.e. of the form

∃𝑆1,… , 𝑆𝑘.𝐹 (𝑆1,… , 𝑆𝑘)∧

∃𝜏.

(
𝜏 ∈𝑅(𝐿1,… ,𝐿𝑠) ∧

𝑘⋀
𝑖=1
𝑆𝑖 = {𝑛 ∈ {0,1}∗|𝜏𝑖(𝑛)})∧

∃𝑥.
𝑘⋀
𝑖=1
𝑆𝑖 = {𝑛 ∈ {0,1}∗|𝜑𝑖(𝑥(𝑛))}

where 𝜑𝑖 are formulae of a theory whose satisfiability problem is decidable in NP. We call this theory SymTreeExp-QFBAPA-Power.

As announced in the introduction, for checking satisfiability or, equivalently, non-emptiness of the tree automaton, we need to 
compute the Parikh image of the symbolic regular tree language that arises. The definition of Parikh image is analogous to that of 
Definition 26.

Definition 33 (Parikh Image). The Parikh image of 𝑀𝑆 (𝐿1, … , 𝐿𝑠) is the set

Parikh(𝑀𝑆 (𝐿1,… ,𝐿𝑠)) = {(|𝑠|𝐿1 ,… , |𝑠|𝐿𝑠 )|𝑠 ∈𝑀𝑆 (𝐿1,… ,𝐿𝑠)}

where |𝑠|𝐿𝑖 denotes the number of occurrences of the propositional formula 𝐿𝑖 in the symbolic tree table 𝑠.

In this setting, we need to adapt the result of [60]. In particular, to compute the Parikh image of a regular tree language, we 
use a key observation by Klaedtke and Rueß [33] that allows to reduce the problem to that of computing the Parikh image of a 
context-free grammar.

First, note that the tree language 𝑀𝑆 (𝐿1, … , 𝐿𝑠) is given by a non-deterministic bottom-up tree automaton (this follows from 
Definition 31). However, the construction of Klaedtke and Rueß is given by non-deterministic top-down tree automata.

Definition 34. A non-deterministic top-down tree automaton 𝑀 over an alphabet Σ is a tuple 
(
𝑄,𝑞0, 𝐹 ,Δ

)
, where 𝑄 is a finite set 

of states, 𝑞0 is the initial state, 𝐹 ⊆𝑄 is the set of final states, and Δ ∶𝑄 × Σ → (𝑄 ×𝑄) is the transition function. Associated with 
𝑀 is the function Δ ∶ Σ# → 𝑆 defined by Δ(Λ) = Λ and Δ(𝜎[𝜏, 𝜏′]) =Δ(𝑞0, 𝜎).

A run 𝜚 of 𝑀 on 𝑡 ∈ Σ# is a 𝑄-labelled tree 𝜚 with dom(𝜚) = {𝜖} ∪ {𝑢𝑏 ∣ 𝑢 ∈ dom(𝑡), 𝑏 ∈ {0, 1}} such that 𝜚(𝑢) = 𝑞0, and 
(𝜚(𝑢0), 𝜚(𝑢1)) ∈ Δ(𝜚(𝑢), 𝑡(𝑢)), for all 𝑢 ∈ dom(𝑡). 𝜚 is accepting if all leaves of 𝜚 are labelled with states in 𝐹 , i.e. 𝜚(𝑢) ∈ 𝐹 , for all 
𝑢 ∈ dom(𝜚)∖ dom(𝑡). A tree 𝑡 is recognised by 𝑀 if there is an accepting run of 𝑀 on 𝑡. 𝑇 (𝑀) denotes the set of trees that are 
recognised by 𝑀 .

Fortunately, it is easy to convert from non-deterministic top-down to non-deterministic bottom-up tree automata.

Proposition 35 ([12, Theorem 1.6.1]). The class of languages accepted by top-down NFTAs is precisely the class of languages accepted by 
bottom-up NFTAs. Given a top-down (bottom-up) NFTA one can compute a bottom-up (top-down) NFTA in linear time in the number of 
12

edges and states of the input.
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Second, we use the observation of Klaedtke and Rueß [33, Lemma 17] to compute a context-free grammar with the same Parikh 
image.

Lemma 36 ([33]). For any non-deterministic top-down tree automaton  one can compute in linear time a context-free grammar 𝐺

expressing the trees accepted by  as words obtained through the in-order traversal of the trees. As a consequence Parikh() = Parikh(𝐺).

Proof. Let  =
(
𝑄,Γ, 𝛿, 𝑞𝐼 ,𝐹

)
be a top-down tree automaton. We define a context-free grammar 𝐺 = ⟨𝑉 , Σ, 𝑅, 𝑆⟩ that generates the 

words obtained by traversing the trees recognised by  in infix order as follows:

• 𝑉 =𝑄 is the set of non-terminal symbols.

• Σ is the set of terminal symbols.

• There are two kinds of derivation rules:

– For each 
(
𝑞, 𝑞′

)
∈ 𝛿(𝑝, 𝑏), we have the rule 𝑝 → 𝑞𝑏𝑞′.

– If (𝐹 × 𝐹 ) ∩ 𝛿(𝑞, 𝑏) ≠ ∅ then we have the rule 𝑞→ 𝑏.

• 𝑆 = 𝑞𝐼 is the start symbol of 𝐺.

It is immediate from the definition that 𝐼𝑛𝑜𝑟𝑑𝑒𝑟(𝐿()) = 𝐿(𝐺) and that the size of the grammar is equal to that of the automaton. 
Since the Parikh image is invariant under permutation of the labels, it follows that Parikh() = Parikh(𝐺). □

The third key observation, by Verma, Seidl and Schwentick, is that the Parikh image of a context-free grammar can be described 
by a linear-sized existential Presburger arithmetic formula.

Lemma 37 ([73]). Given a context-free grammar G, one can compute an existential Presburger formula 𝜙𝐺 for the Parikh image of 𝐿(𝐺)
in linear time.

In summary, we have the following auxiliary result.

Lemma 38. The set Parikh(𝑀𝑆 (𝐿1, … , 𝐿𝑛)) is definable by an existential Presburger formula 𝜌 of size 𝑂(|𝑀|) where |𝑀| is the number 
of symbols used to describe the automaton 𝑀 .

With these adjustments, the proof proceeds as in Section 3.

Corollary 39. Given a formula in SymTreeExp-QFBAPA-Power, we may compute in polynomial time an equivalent formula in the combi-
nation of the quantifier-free fragment of Boolean algebra with Presburger arithmetic and the existential fragment of the alphabet theory.

Corollary 40. Deciding formulas in SymTreeExp-QFBAPA-Power is a NP-complete problem.

5. The need for aggregators

Most constraint languages in use in databases [28] or verification [13] use some form of aggregation operators. These are useful 
in applications that often deal with counting, adding quantities, computing maximums, or minimums. One recent area of application 
for these languages is the verification of smart contracts [51,1,21,3,47] where one often needs to compute these quantities.

We have already discussed the cardinality aggregator. In the following sections, we extend the results of [54] and [37] to 
handle these aggregation operators over arrays. Our proofs work by reduction to the language QFBAPAI [59] (or equivalently the 
combination QFBAPA-Power) and on each occasion we manage to prove that the resulting satisfiability problem is NP-complete. 
These results lift the restriction mentioned in the original combinatory array logic paper [16] that the cardinality of multisets 
could not be encoded in the fragment. Since sums of elements in the array correspond to cardinalities of the arrays, this restriction no 
longer applies. Summation constraints were also absent of the paper that introduced array folds logic [13]. It appears that summation 
constraints were of interest to the authors of [13] since the repository of the tool AFOLDER [50] contains some (commented out) 
examples using sums. However, array fold logic as presented in [13] cannot express sums, since counters can only be updated by 
adding constants.

6. Minimum and maximum aggregators

When we discuss minimum and maximum, we need to distinguish whether these are taken with respect to the indices of the 
arrays or their contents. For simplicity, we assume that we work with arrays indexed by natural numbers and taking values over the 
13

natural numbers.
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6.1. Elimination of the minimum and maximum aggregators over index sets

In the case of the indices, this construction was already discussed in [37], essentially, one needs to deal with terms inf(𝑆) and 
sup(𝑆) and introduces integer variables for them.

One then guesses which of these inf and sup are infinite and which finite (see [37, Guessing the empty and the infinite sets]). For 
instance, if we guess that the term 𝑘 =max(𝑆) is infinite, then we introduce the constraint 𝑘 ≥ ℵ0.

For the remaining finite variables, one guesses an ordering between the variables and introduces constraints between the classes 
of variables that are guessed to be equal. For instance, if 𝑘1 = 𝑘2 = 𝑘3 are guessed to be less than 𝑘4 = 𝑘5 then one introduces 
variables 𝑏1, 𝑏2 to represent the classes and then imposes the constraint 𝑏1 < 𝑏2 (see [37, Guessing an ordering on bounds]).

We already showed in [59, Section 6] that reasoning in QFBAPAI is compatible with infinite constraints in the extension 
QFBAPAℵ0 . It follows that the elimination of the maximum and minimum operators can also be carried out in QFBAPAI.

6.2. Elimination of the minimum and maximum aggregators over elements

Unlike in the case of indices, the maximum and the minimum value of the elements of an array always exists; thus, we are entitled 
to use the notation min and max in what follows.

It turns out that the maximum of an array 𝑥, max(𝑥) or its minimum, min(𝑥), are easily eliminated in our language by introducing 
integer variables replacing their occurrences in the set interpretations. More precisely, if we have a set of interpretations of the form:

𝑆 = {𝑛 ∈ℕ|𝜑𝑖(𝑥(𝑛),max(𝑥𝑗 ))}

then we replace it by

∃𝑘.𝑆 = {𝑛 ∈ ℕ|𝜑𝑖(𝑥(𝑛), 𝑘)}
noting that the language of QFBAPAI as introduced in [58] allows such quantified integer constants to appear in set interpretations 
even if in posterior developments we drop them for convenience.

Now, to obtain an equivalent formula, we need to make sure that 𝑘 is, in fact, the maximum of the array 𝑥𝑗 . For this, we introduce 
two auxiliary set interpretations

𝑆1 = {𝑛 ∈ℕ|𝑥𝑗 (𝑛) ≤ 𝑘} ∧ 𝑆2 = {𝑛 ∈ℕ|𝑥𝑗 (𝑛) = 𝑘}
and introduce the QFBAPA constraints

𝑆1 = ∅ ∧ |𝑆2| ≥ 1

which ensure, respectively, that all the elements of the array 𝑥𝑗 are smaller or equal than 𝑘 and that there exists at least one equal 
to 𝑘.

The case for the minimum operator is completely analogous.

7. Summation aggregator

Our decision procedure works by reduction to Presburger arithmetic and the theory of the elements of the array. We will do so by 
successively eliminating the component theories, following the composition method of Feferman and Vaught. Our first step is thus 
defining the input language to be transformed into these constraints.

Definition 41. The theory QFBAPA-Power-Sum consists of formulae of the form

𝐹 (𝑆1,… , 𝑆𝑘, 𝜎) ∧
𝑘⋀
𝑖=1
𝑆𝑖 = {𝑖 ∈ 𝐼|𝜑𝑖(𝑐(𝑖))} ∧ 𝜎 =∑(|𝑐(𝑖)|𝜑0(𝑐(𝑖))|) (8)

where 𝐹 is a formula from QFBAPA, 𝜑0, … , 𝜑𝑘 are formulae in the existential fragment of Presburger arithmetic and 𝑐 is a tuple of 
arrays of natural numbers. We will refer to the first conjunct of this formula as the QFBAPA term, to the second conjunct as the set 
interpretations and to the third conjunct as the multiset interpretations.

There are important differences between Definition 41 and [52, Definition 2.1]. [52, Definition 2.1] has a quantifier-free Pres-

burger arithmetic formula instead of the QFBAPA term 𝐹 . Second, the term ∀𝑒.𝐹 corresponds to the set interpretations. Third, the 
term (𝑢1, … , 𝑢𝑛) =

∑
𝑒∈E(𝑡1, … , 𝑡𝑛) corresponds to our multiset interpretation. It should be noted that the indices in our setting range 

over the natural numbers and not over a finite set E as in [52].

An important observation is that the definition does not allow free variables to be shared between the three conjuncts. In fact, if 
14

we allowed such shared constants, the resulting fragment would have an undecidable satisfiability problem.
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Fig. 4. An example Venn diagram with regular and sum constraints.

Corollary 42. The satisfiability of formulas of the form

𝐹 (𝑆1,… , 𝑆𝑘, 𝜎, 𝑓 ) ∧
𝑘⋀
𝑖=1
𝑆𝑖 = {𝑖 ∈ 𝐼|𝜑𝑖(𝑐(𝑖), 𝑓 )} ∧ 𝜎 =∑(|𝑐(𝑖)|𝜑0(𝑐(𝑖), 𝑓 )|) (9)

is undecidable.

Proof. By reduction from Hilbert’s tenth problem [42]. One can encode in this theory the addition of two natural numbers using 
the formula 𝐹 which is in QFBAPA and thus includes quantifier-free Presburger arithmetic. Multiplication 𝑧 = 𝑥𝑦 can be encoded by 
imposing the array 𝑐 to be equal to the constant 𝑥 in each position, have length 𝑦 and sum up to 𝑧. □

The resulting constraints are schematically represented in Fig. 4. The red curves encircling some dots represent those indices 
whose contents are contributing to the sum 𝜎. As per the formulation of Definition 41, these are exactly those contents that satisfy 
the formula 𝜑0. In rebuilding the model, we will need to distinguish those elements that do not satisfy 𝜑0 which can be freely 
replicated, from those that satisfy 𝜑0 which will need a more sophisticated check.

7.1. Elimination of the Boolean algebra with Presburger arithmetic terms

With the goal of eliminating the QFBAPA constraints, we introduce 𝑘 array variables 𝑐1, … , 𝑐𝑘 and we rewrite the Boolean algebra 
expressions and cardinality constraints in terms of set interpretations and summation constraints. As follows.

- For every newly introduced array variable 𝑐𝑗 , we introduce the set interpretation:

𝐼 = {𝑖 ∈ 𝐼|𝑐𝑗 (𝑖) = 0 ∨ 𝑐𝑗 (𝑖) = 1}

this constraint is added to the set interpretation term.

- For every newly introduced array variable 𝑐𝑗 , we rewrite the set variable 𝑆𝑗 into the following set interpretation:

𝑆𝑗 ∶= {𝑖 ∈ 𝐼|𝑐𝑗 (𝑖) = 1}

which says that the indices in 𝑆𝑗 correspond to the positions where 𝑐𝑗 is equal to one.

- We then substitute each Boolean algebra expression appearing in the QFBAPA term of Formula (8), by repeatedly applying the 
following rewrite rules:

𝑆𝑐
𝑗
∶= {𝑖 ∈ 𝐼|𝑐𝑗 (𝑖) = 0}

𝑆𝑗 ∪𝑆𝑘 ∶= {𝑖 ∈ 𝐼|𝑐𝑗 (𝑖) = 1 ∨ 𝑐𝑘(𝑖) = 1}

𝑆𝑗 ∩𝑆𝑘 ∶= {𝑖 ∈ 𝐼|𝑐𝑗 (𝑖) = 1 ∧ 𝑐𝑘(𝑖) = 1}

- By the above rewriting process, each cardinality constraint |𝑆| = 𝑘 is rewritten as
15

|{𝑖 ∈ 𝐼|𝜑(𝑐(𝑖))}| = 𝑘
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where the variable 𝑐 lists the newly introduced array variables 𝑐1, … , 𝑐𝑘. We then introduce a new array variable 𝑥 =
𝑖𝑡𝑒(𝜑(𝑐), 1, 0), that is, 𝑥(𝑖) is equal to one if 𝜑(𝑐(𝑖)) holds and it is equal to 0 otherwise. This can be encoded with the set 
interpretation

𝐼 = {𝑖 ∈ 𝐼|𝑥(𝑖) = 𝑖𝑡𝑒(𝜑(𝑐(𝑖)),1,0)}
One then rewrites the expression |𝑆| = 𝑘 into 𝑘 =

∑
𝑖∈𝐼 𝑥(𝑖).7

As a result of this phase, we obtain a formula of the form:

𝜓(𝜎) ∧
𝑘⋀
𝑖=1
𝐼 = {𝑖 ∈ 𝐼|𝜑𝑖(𝑐(𝑖))} ∧ 𝜎 =∑(|𝑐(𝑖)|𝜑0(𝑐(𝑖))|) (10)

where 𝜓 is a quantifier-free Presburger arithmetic formula and all the Boolean algebra and cardinality constraints has been translated 
into set interpretations and summation constraints.

7.2. Elimination of the set interpretations

The next step in the decision procedure is to eliminate the set interpretation term. However, in the form of Formula (10), this is 
particularly simple. Formula (10) is equivalent to:

𝜓(𝜎) ∧ 𝜎 =
∑

(|𝑐(𝑖)| 𝑘⋀
𝑖=0
𝜑𝑖(𝑐(𝑖))|) (11)

It thus remains to remove the summation operator.

7.3. Elimination of the summation operator

The next step is to rewrite sums to a star operator introduced in [54]. Given a set 𝐴, the set 𝐴∗ is defined as:

𝐴∗ = {𝑢 ∣ ∃𝑁 ≥ 0, 𝑥1,… , 𝑥𝑁 ∈𝐴.𝑢 =
𝑁∑
𝑖=1
𝑥𝑖}

Proposition 43 (Multiset elimination). The formula

∃𝜎, 𝑐.𝜓(𝜎) ∧ 𝜎 =
∑
𝑛∈ℕ

(|𝑐(𝑛)|𝜑(𝑐(𝑛))|) (12)

and the formula

∃𝜎.𝜓(𝜎) ∧ 𝜎 ∈ {𝑘 ∣ 𝜑(𝑘)}∗ (13)

are equivalent.

Proof. The argument needs to be adapted from Theorem 2.4 of [55] since both our index and element set are infinite.

⇒) If (1) is satisfied, there are 𝜎, 𝑐 such that 𝜓(𝜎) ∧ 𝜎 =
∑
𝑛∈ℕ

( |𝑐(𝑛)|𝜑(𝑐(𝑛))| ). We claim that the same 𝜎 satisfies 𝜓(𝜎) ∧
⋀𝑘
𝑖=1 𝜎 ∈

{𝑘|𝜑(𝑘)}∗. By hypothesis, 𝜓(𝜎) is true. Moreover, 𝜎 = ( |𝑐(𝑛)|𝜑(𝑐(𝑛))| ) and either

• ( |𝑐(𝑛)|𝜑(𝑐(𝑛))| ) is finite in which case 𝜎 ∈ {𝑘|𝜑(𝑘)}∗.

• or ( |𝑐(𝑛)|𝜑(𝑐(𝑛))| ) is infinite, in which case 𝑐(𝑛) is equal to 0 in all but a finite set of indices 𝐼 since by hypothesis the sum 𝜎 is 
finite. Then 𝜎 =

∑
𝑛∈𝐼
𝑐(𝑛) and 𝜎 ∈ {𝑘|𝜑(𝑘)}∗.

⇐) If (2) is satisfied, then there is 𝜎 such that 𝜓(𝜎) ∧ 𝜎 ∈ {𝑘|𝜑(𝑘)}∗. It follows that there is a finite list of elements 𝑘𝑖 such that 
𝜎 =

∑𝑝
𝑖=1 𝑘𝑖. We define

𝑐(𝑛) =

{
𝑘𝑛 if 1 ≤ 𝑛 ≤ 𝑝
0 otherwise

It is immediate that 𝜎 and 𝑐 satisfy 𝜓(𝜎) ∧ 𝜎 =
∑
𝑛∈ℕ

( |𝑐(𝑛)|𝜑(𝑐(𝑛))| ). □

7 It is remarkable than being closed under the if-then-else operator (ite) also appears in modern presentations of Feferman-Vaught theorem, see for instance [29, 
16

Theorem 9.6.2], as the property of “being closed under gluing over a Boolean algebra”.
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On input ⟨𝑥, 𝑤⟩:
1. Interpret 𝑤 as:

(a) lists of vectors 𝑎𝑙, 𝑏𝑠 generating some element in each semilinear set given by 𝐹𝑖.
(b) matrices 𝐴𝑖 and vectors 𝑏𝑖 such that 𝐴𝑖𝑥 ≤ 𝑏𝑖 is in the disjunctive normal form of each 𝐹𝑖 .
(c) a certificate 𝐶 for 𝑉𝑃𝐴 on input 𝑦.

where

𝑦 =

⎛⎜⎜⎜⎜⎝
𝐴𝑔1 0
… 0
𝐴𝑔𝑛 0

0 𝐴0

⎞⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

…
𝜆𝑖𝑗
…
…
𝜇𝑖
…
𝑥

𝑢

𝑣

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛⎜⎜⎜⎜⎝
𝑏𝑔1
…
𝑏𝑔𝑛
𝑏0

⎞⎟⎟⎟⎟⎠
∧
⋀
𝑖𝑙

𝐴𝑖𝑎𝑙 ≤ 𝑏𝑖 ∧
⋀
𝑖𝑠

𝐴𝑖𝑏𝑠 ≤ 0

2. Accept iff 𝑉𝑃𝐴 accepts ⟨𝑦, 𝐶⟩.

Fig. 5. Verifier for 𝐿𝐼𝐴𝑐𝑎𝑟𝑑 .

The next step is to eliminate the star operator introduced in Proposition 43. To do so, one could use [55, Theorem 2.23] which 
shows that if Formula (13) is satisfiable then it also has a solution that can be written with a polynomial number of bits. We adapt 
this result to the case where we consider explicit integer exponents in the sets. That is we consider given a set 𝐴 and an integer 
𝑚 ∈ℕ, the set 𝐴𝑚 defined as:

𝐴𝑚 = {𝑢 ∣ 𝑥1,… , 𝑥𝑚 ∈𝐴.𝑢 =
𝑚∑
𝑖=1
𝑥𝑖}

the reason to do this is that when mixing constraints of the form given in Definitions 25 and 41, it comes it handy to synchronise the 
cardinality constraints coming from the regular expressions and summation constraints and we cannot do that unless we mention 
explicitly the number of addends used in the sums. An sketch of the proof for this extension follows.

Definition 44. LIA with sum cardinalities, denoted 𝐿𝐼𝐴𝑐𝑎𝑟𝑑 , is the theory consisting of formulas of the form 𝐹0 ∧
⋀𝑛
𝑖=1 𝑢 ∈ {𝑥 ∣

𝐹𝑖(𝑥)}𝑥𝑖 where 𝐹0 and 𝐹 are quantifier-free Presburger arithmetic formulae.

Proposition 45. 𝐿𝐼𝐴𝑐𝑎𝑟𝑑 is in NP.

Proof. Let 𝑉𝑃𝐴 be a polynomial time verifier for LIA𝑐𝑎𝑟𝑑 . Fig. 5 gives a verifier 𝑉 for LIA𝑐𝑎𝑟𝑑 . We show that 𝑥 ∈ LIA𝑐𝑎𝑟𝑑 if and only 
if there exists a polynomial-size certificate 𝑤 such that 𝑉 accepts ⟨𝑥, 𝑤⟩.
⇒) If 𝑥 = 𝐹0 ∧

⋀𝑛
𝑖=1 𝑢 ∈ {𝑥 ∣ 𝐹𝑖(𝑥)}𝑥𝑖 ∈ LIA𝑐𝑎𝑟𝑑 then we show that there is a solution that uses a polynomial number of bits in the size 

of 𝐹0 and 𝐹1.

We convert each formula 𝐹𝑖 to semilinear normal form [55, Theorem 2.13].

Lemma 46. Let 𝐹 be a linear arithmetic formula of size 𝑠. Then there exist numbers 𝑚, 𝑞1, … , 𝑞𝑚 ∈ ℕ and vectors 𝑎𝑖, 𝑏𝑖𝑗 ∈ ℕ𝑛 for 1 ≤ 𝑗 ≤
𝑞𝑖, 1 ≤ 𝑖 ≤𝑚 with ‖𝑎𝑖‖1, ‖𝑏𝑖𝑗‖1 ≤ 2𝑝(𝑠) with 𝑝 polynomial such that 𝐹 (𝑥) is equivalent to the formula:

∃𝛼11,… , 𝛼𝑚𝑞𝑚
.

𝑚⋁
𝑖=1

(
𝑥 = 𝑎𝑖 +

𝑞𝑖∑
𝑗=1
𝛼𝑖𝑗𝑏𝑖𝑗

)
(14)

Next, we eliminate the star operator, as in [41, Proposition 2] and [55, Theorem 2.14].

Lemma 47. Let 𝐹 be a quantifier-free linear integer arithmetic formula whose semilinear normal form is formula (14). Then 𝑢 ∈ {𝑦|𝐹 (𝑦)}𝑥
is equivalent to

∃𝜇,𝜆.𝑢 =
𝑞∑
𝑖=1

(
𝜇𝑖𝑎𝑖 +

𝑞𝑖∑
𝑗=1
𝜆𝑖𝑗𝑏𝑖𝑗

)
∧

𝑞⋀
𝑖=1

(
𝜇𝑖 = 0 ⟹

𝑞𝑖∑
𝑗=1
𝜆𝑖𝑗 = 0

)
∧ 𝑥 =

𝑞∑
𝑖=1
𝜇𝑖
17

We express the resulting vector 𝑢 with polynomially many generators [55, Theorem 2.20].



Journal of Logical and Algebraic Methods in Programming 140 (2024) 100978R. Raya and V. Kunčak

Lemma 48 (Polynomially many generators for sums). Let 𝐹 be a quantifier-free linear integer arithmetic formula of size 𝑠 whose semilinear 
normal form is formula (14). Then 𝑢 ∈ {𝑦|𝐹 (𝑦)}𝑥 is equisatisfiable with

∃𝜆𝑖𝑗 , 𝜇𝑖.𝑢 =
∑
𝑖∈𝐼0

(
𝑎𝑖 +

∑
(𝑖,𝑗)∈𝐽

𝜆𝑖𝑗𝑏𝑖𝑗

)
+
∑
𝑖∈𝐼1

𝜇𝑖𝑎𝑖 ∧ 𝑥 = |𝐼0|+∑
𝑖∈𝐼1

𝜇𝑖

for some 𝐼0, 𝐼1 ⊆ {1, … , 𝑞}, 𝐽 ⊆ ∪𝑞
𝑖=1{(𝑖, 1), … , (𝑖, 𝑞𝑖)}, |𝐼0| ≤ |𝐽 | ≤ 𝑞(𝑠), |𝐼1| ≤ 𝑞(𝑠) and 𝑞 is a polynomial.

We write the equation

𝑢 =
∑
𝑖∈𝐼0

(
𝑎𝑖 +

∑
(𝑖,𝑗)∈𝐽

𝜆𝑖𝑗𝑏𝑖𝑗

)
+
∑
𝑖∈𝐼1

𝜇𝑖𝑎𝑖 ∧ 𝑥 = |𝐼0|+∑
𝑖∈𝐼1

𝜇𝑖

as a system 𝐴𝑔𝑥𝑔 = 𝑏𝑔 of the form

(
… 𝑎𝑖 … … 𝑏𝑖𝑗 … … 𝑎𝑖 … 0 −𝐼𝑘
0 … … … … 0 1 … 1 −1 0

)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

…
𝜆𝑖𝑗
…
…
𝜇𝑖
…
𝑥

𝑢

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎝

…
−𝑎𝑖
…
0
…
0

−|𝐼0|

⎞⎟⎟⎟⎟⎟⎟⎟⎠
Since 𝑢 is also a solution of 𝐹0 it will further satisfy some system 𝐴0𝑤 = 𝑏0 corresponding to one of the terms of the disjunctive 
normal form of 𝐹0 and where we can assume that the unknown 𝑢 appears in the first rows of 𝑤 = (𝑢, 𝑣). As a result, we obtain a 
combined system.

⎛⎜⎜⎜⎜⎝
𝐴𝑔1

0
… …
𝐴𝑔𝑛

0

0 𝐴0

⎞⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

…
𝜆𝑖𝑗
…
…
𝜇𝑖
…
𝑥

𝑢

𝑣

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=
⎛⎜⎜⎜⎝
𝑏𝑔1
…
𝑏𝑔𝑛
𝑏0

⎞⎟⎟⎟⎠
This system has a polynomial number of rows, columns and uses polynomially many bits for its maximum absolute value. Thus, it is 
guaranteed to have a solution that uses polynomially many bits by the following theorem from [48, page 767].

Lemma 49. Let A be an 𝑚 × 𝑛 integer matrix and 𝑏 a 𝑚-vector, both with entries from [−𝑎..𝑎]. Then the system 𝐴𝑥 = 𝑏 has a solution in ℕ𝑛
if and only if it has a solution in [0..𝑀]𝑛 where 𝑀 = 𝑛(𝑚𝑎)2𝑚+1.

Moreover, since all the generators chosen for 𝐹𝑖 lie in the same linear subset they satisfy 𝐴𝑖𝑎𝑙 ≤ 𝑏𝑖 and 𝐴𝑖𝑏𝑠 ≤ 0 for some system 
𝐴𝑖𝑥 ≤ 𝑏𝑖 in the disjunctive normal form of each 𝐹𝑖.

The resulting formula has polynomial-size in the size of 𝐹0 and 𝐹1, thus there exists a polynomial-size certificate 𝐶 such that 𝑉𝑃𝐴
accepts ⟨𝑦, 𝐶⟩. It follows that 𝑉LIA𝑐𝑎𝑟𝑑 accepts ⟨𝑥, ⟨{𝑎𝑙}, {𝑏𝑠}, {𝐴𝑖}, {𝑏𝑖}, 𝐶⟩⟩.
⇐) If 𝑉LIA𝑐𝑎𝑟𝑑 accepts ⟨𝑥, 𝑤⟩ then there exists a polynomial-size certificate 𝐶 such that 𝑉𝑃𝐴 accepts ⟨𝑦, 𝐶⟩ and thus 𝑦 is satisfiable. 
This means that for some vectors 𝑎𝑙 satisfying 𝐹𝑖 and some vectors 𝑏𝑠 satisfying the homogeneous part of 𝐹𝑖 it holds that

𝑢 =
∑
𝑙∈𝐼0

(
𝑎𝑙 +

∑
(𝑙,𝑠)∈𝐽

𝜆𝑙𝑠𝑏𝑙𝑠

)
+
∑
𝑙∈𝐼1

𝜇𝑙𝑎𝑙 ∧ 𝑥𝑖 = |𝐼0|+∑
𝑙∈𝐼1

𝜇𝑙

and furthermore (𝑢, 𝑣) satisfies 𝐹0. It follows that 𝐹0 ∧
⋀𝑛
𝑖=1 𝑢 ∈ {𝑥 ∣ 𝐹𝑖(𝑥)}𝑥𝑖 is satisfied by such 𝑢 and 𝑣. Thus, 𝑥 ∈ LIA𝑐𝑎𝑟𝑑 . □

8. Updated array theories classification

Traditionally, research on decision procedures for array theories has focused on providing concrete algorithms for syntactically 
presented theories. As a result, works on, in particular, combinatory array logic, are often unaware of each other which results 
in duplicated engineering work and the lack of a comparison between potentially different implementation techniques. Meseguer 
18

[43,44] has also expressed similar remarks about syntactically presented theories. In particular, in [43, Lecture 19], he notes:
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RegExp-QFBAPA-Power-Sum AFL

RegExp-QFBAPA-Power

QFBAPAI

Combinatory Array Logic Flat Array Sub-fragment

Extensional Theory of Arrays #Π-logic

Fig. 6. Treated theories of arrays sorted by expressivity.

The limitations of a syntactic notion of theory (...) are felt particularly strongly in the case of many decision procedures for 
satisfiability. In some cases the problem does not arise, as for the theories (...) where we are interested in all the models. They 
are however strongly felt when we want to obtain decision procedures for various data structures used in Computer Science or, 
more generally, any models used in Mathematics. In such cases, a syntactic approach to theories as the one taken, for example, 
in the Bradley and Manna book seems unreal, since:

(i) it fails to explain what is the intended model (ii) knowledge of such intended model either cannot be used or has to be 
smuggled with some hand-waving, and (iii) the syntactic approach can easily hide from view the unsatisfactory fact that the 
syntactic theory (...) may after all fail to capture the intuitively intended model or models for which it was deployed in the first 
place. I will illustrate this fact with examples such as arrays and tables.

One advantage of our semantic approach is that one has a clear comparison criteria between the different theories proposed in the 
literature. Fig. 6 lists some related theories of arrays in the literature, ordered by expressivity. The satisfiability problem of these logics 
is in NP for all but the array fold logic (AFL) fragment, which in general lies in PSPACE. Note however, that RegExp-QFBAPA-Power
would lead to PSPACE-hard problems when doing the conjunction of an arbitrary number of terms in the logic, by reduction from the 
intersection non-emptiness problem. Thus, this rises the question of whether array fold logic can be improved to support an arbitrary 
number of array variables in fold expressions. We leave this direction open to future work.

An important characteristic of these theories is the intended interpretation of the index and element set theories. As presented 
in [25,2] it could seem that the flat array sub-fragment and the Π-logic theory are restricted to integer indices or elements. The 
results on QFBAPAI show that this restriction is not necessary. However, RegExp-QFBAPA-Power already requires the index set to 
be the integers numbers and RegExp-QFBAPA-Power-Sum and AFL requires both the index and element set to be the integers. Note 
that we do not include in the hierarchy, SymRegExp-QFBAPA-Power since this theory has the same expressive power as that of 
RegExp-QFBAPA-Power.

It appears that sum constraints were of interest to the authors of [13] since the repository of the tool AFOLDER [50] contains 
some examples using sums. However, array fold logic as presented in [13] cannot express sums, since counters can only be updated 
by adding constants. Thus, to the best of our knowledge, the theory of arrays that we present in this paper is the first array theory 
whose satisfiability problem is decidable in non-deterministic polynomial time and can express sum constraints.

Finally, it is worth noting that there has been recent progress in the automation of linear arithmetic with stars [40,

53]. An adaptation of those techniques could be a good starting point for the implementation of decision procedures for 
RegExp-QFBAPA-Power-Sum.

9. Examples

In this section, we give examples of the expressible properties in the theory RegExp-QFBAPA-Power-Sum. Properties like bound-
19

edness, partitioning, periodicity, pumping, or equal count, which were taken from the examples presented in array folds logic [13], 
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were already encoded in [59]. In the next example, we show that the remaining properties given as example in [13] can also be 
encoded in the theory.

Example 50 (AFL example translations).

• Histogram. The histogram of the input data in the array 𝑎 satisfies the distribution 𝐻({𝑖|𝑎[𝑖] < 10} ≥ 2𝐻({𝑖|𝑎[𝑖] ≥ 10}).

|{𝑛 ∈ℕ|𝑎[𝑛] < 10}| ≥ 2|{𝑛 ∈ ℕ|𝑎[𝑛] ≥ 10}|
• Length of Format Fields. The array contains two variable-length fields. The first two elements of the array define the length of 

each field; they are followed by the fields themselves, separated by 0.

∃𝑡 ∈
(1
0
0

)(0
1
0

)(1
1
0

)∗(0
0
1

)(1
0
1

)∗
∧𝑆1 = {𝑛 ∈ ℕ ∣ (𝑡1 ∧ ¬𝑡2 ∧ ¬𝑡3)(𝑛)} ⊆ {𝑛 ∈ℕ ∣ 𝑎[𝑛] = len1}

∧𝑆2 = {𝑛 ∈ ℕ ∣ (¬𝑡1 ∧ 𝑡2 ∧ ¬𝑡3)(𝑛)} ⊆ {𝑛 ∈ℕ ∣ 𝑎[𝑛] = len2}

∧𝑆3 = {𝑛 ∈ ℕ ∣ (𝑡1 ∧ 𝑡2 ∧ ¬𝑡3)(𝑛)} ∧ |𝑆3| = len1∧

∧𝑆4 = {𝑛 ∈ ℕ ∣ (¬𝑡1 ∧ ¬𝑡2 ∧ 𝑡3)(𝑛)} ⊆ {𝑛 ∈ℕ ∣ 𝑎[𝑛] = 0}

∧𝑆5 = {𝑛 ∈ ℕ ∣ (𝑡1 ∧ ¬𝑡2 ∧ 𝑡3)(𝑛)} ∧ |𝑆5| = len2

∧ (𝑆1 ∪𝑆2 ∪𝑆3 ∪𝑆4 ∪ 𝑆5)𝑐 = {𝑛 ∈ ℕ ∣ 𝑎[𝑛] = #}

We have already noted that summation constraints are not expressible in [13]. Below, we give examples that use aggregation 
constraints, including summations.

Example 51 (Aggregation constraints).

• Given an array, accept it if the number of minimum elements in the array is the same as the number of maximum elements in 
the array.

∃𝑡 ∈ 1∗ ∧𝑆 = {𝑛 ∈ℕ|𝑡(𝑛)} = {𝑛 ∈ℕ|𝑎[𝑛] ≠ #}∧|{𝑛 ∈ℕ|𝑎[𝑛] = max(𝑎)}| = |{𝑛 ∈ℕ|𝑎[𝑛] = min(𝑎)}|
• There is a pair of elements in the array that sum exactly to targetSum.

∃𝑡 ∈
(
1
0

)∗(
0
1

)(
1
0

)∗(
0
1

)(
1
0

)∗
∧
∑
𝑛∈ℕ

(|𝑐(𝑛)|(¬𝑡1 ∧ 𝑡2)(𝑛)|) = targetSum

• The average of the elements in an array is a given number 𝑛.

∃𝑡 ∈ 1∗ ∧𝑆 = {𝑛 ∈ℕ|𝑡(𝑛)} = {𝑛 ∈ℕ|𝑎[𝑛] ≠ #}

∧ 𝜎 =
∑
𝑛∈ℕ

(|𝑐(𝑛)|𝑎[𝑛] ≠ #|) ∧ 𝜎 = 𝑛|𝑆|
• The sum of the elements of the array should be divisible by three.

∃𝑡 ∈ 1∗ ∧𝑆 = {𝑛 ∈ℕ|𝑡(𝑛)} = {𝑛 ∈ℕ|𝑎[𝑛] ≠ #}

∧ 𝜎 =
∑
𝑛∈ℕ

(|𝑐(𝑛)|𝑎[𝑛] ≠ #|) ∧ 3|𝜎
10. Conclusion

We have contributed to the study of array theories that can be expressed using power structures as a basis. We observed that the 
introduction of an ordering relation can be done succinctly using recent results on the Parikh image of symbolic automata, which we 
showed have a simple explanation in the framework of the Feferman-Vaught theorem: the computation of the Parikh image reduces 
to counting monadic formulas and adding a constraint stating that certain subsets of the universe form a partition.

Then, we moved our study to express aggregation functions, which are of crucial importance in applications in verification and 
databases. We showed that our extension of combinatory array logic (i.e. array theory with vector-like operations) can express 
minimum and maximum of indices on the arrays as well as minimum and maximum of the elements contained in the arrays. We also 
showed that the summation operator is supported by the fragment.

Unlike in other recent logics for arrays like array folds logic [13], both developments are expressible by a logic that does not 
20

restrict the number of array variables and whose satisfiability problem is NP-complete. This encourages us to, in future work, start 
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implementing the framework in SMT solvers, perhaps reusing the existing solvers for BAPA [67,5] and QFBAPAI [2], as well as 
software computing Parikh images [27]. As an intermediate step, we plan to already implement the method for expressing the 
succinct ordering relation, which can be considered an optimisation for the problem of deciding non-emptiness of symbolic finite 
automata. In the longer term, we would like to apply the decomposition methodology of Feferman-Vaught to other array theories, 
such as the classical [8]. Are there reasonable decompositions for other fragments of the theory of arrays in the literature?
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[75] Thomas Wies, Ruzica Piskac, Viktor Kunčak, Combining theories with shared set operations, in: Frontiers of Combining Systems, in: Lecture Notes in Computer 
22

Science, Springer, Berlin, Heidelberg, 2009, pp. 366–382.

http://refhub.elsevier.com/S2352-2208(24)00032-4/bib2BF73DCBD4D489452FACE51653D2EBC8s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib5044002BCBC3F7779417F4CC0A9EA484s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib5044002BCBC3F7779417F4CC0A9EA484s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibE0DBB58782FBF24889777D4CA431C187s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibE0DBB58782FBF24889777D4CA431C187s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib0BC1288E7C3C181CB43F44687051C9CDs1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib0BC1288E7C3C181CB43F44687051C9CDs1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib2B3B9E5B9D65F7BCB15DEB0C851A3031s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib7CCC468450D9E6B590BF03B891C9CC42s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib65C6D5B412881709E219174C94631481s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib65C6D5B412881709E219174C94631481s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib478913E756D490581F627A6C4658A8F9s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib478913E756D490581F627A6C4658A8F9s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib3260E327F244ECF0C7D0C59249ADAC62s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib3260E327F244ECF0C7D0C59249ADAC62s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib6650EA9D8E8F717608BEB28CB2F3C339s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib6650EA9D8E8F717608BEB28CB2F3C339s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib41F91849D0469224F2A28E57BCD9ED46s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib41F91849D0469224F2A28E57BCD9ED46s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibB277325D24C2059E98EE9B2F43EBFC78s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibB07C5365275B9F740B69E7F81126F349s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib64033F2A35A1D02A189A4345E9BE8AE1s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibAEE63815F654F950869228E4FEBC29A3s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib33014CEC5AB7553E5530B14CCBF76CC8s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibEB5BDDCD5C830EEDA640887E75335809s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibEB5BDDCD5C830EEDA640887E75335809s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib057E1CDA4FD63AE20B236FDAD7F7C125s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib8666DEDA2E1F420BB47A782E523FD1B2s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib8666DEDA2E1F420BB47A782E523FD1B2s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib81518BD68EFD2A26FE660A1B90A79ACDs1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib81518BD68EFD2A26FE660A1B90A79ACDs1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibB6D254004A8E5CF386C1E8CCB542946As1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib6A6FE56BF8A17AB02EE9742F760D8C14s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib6A6FE56BF8A17AB02EE9742F760D8C14s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib2EDAAB70AC8E9F999D6D93A31A847E64s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib2EDAAB70AC8E9F999D6D93A31A847E64s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib52F3E69CCBA4156D2E9E4BAA9521951Bs1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib52F3E69CCBA4156D2E9E4BAA9521951Bs1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibA6785E1D1A3BE315A340FB95FF197CDEs1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibF8A2E8A2C90A6E2F483592D509DE9007s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibE4766168D84C363A3269B352FE58F8B1s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibE4766168D84C363A3269B352FE58F8B1s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib9623BEA8E7604A6C7CB4E9C390861A75s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib07AA175FDF47724A7CFDC76DFA8EB109s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib07AA175FDF47724A7CFDC76DFA8EB109s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib16D05B130B52FC989D2B3DD6E4262086s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibD2112FC46EBCBFD8FA2DEEDE24F493AFs1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib3E95CAADCD0BBC07613F11458B6E3420s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib3E95CAADCD0BBC07613F11458B6E3420s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibC714A62FD6BA5B0DC4C7158D5CA44F02s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibB9371CDB0372680127CB59E879E69480s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib63EDB864F0285B5278E0A1109814C96As1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib63EDB864F0285B5278E0A1109814C96As1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibA060678E266FB5C8EFFCDB175A056DA6s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibA060678E266FB5C8EFFCDB175A056DA6s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib64011CEDB6420431D923E08A72AD43A9s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib64011CEDB6420431D923E08A72AD43A9s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibEDE2413D18BB9D5B5BD16DF885752A69s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib6B36AC51193F9E3FB445E4C81741C192s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib6B36AC51193F9E3FB445E4C81741C192s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib9E486E0197F3A5AA46C7B0A44F3A5F89s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib2DA2A336EC521DC82C5A60EC0541B461s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bib2DA2A336EC521DC82C5A60EC0541B461s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibAC5F7EAE72FF104BEEA2FF40513996DEs1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibAC5F7EAE72FF104BEEA2FF40513996DEs1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibA736D80C411AB9244708DF20C238F4FEs1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibB992DED9E2E0D28262D5DD7DF0C38D70s1
http://refhub.elsevier.com/S2352-2208(24)00032-4/bibB992DED9E2E0D28262D5DD7DF0C38D70s1

	Succinct ordering and aggregation constraints in algebraic array theories
	1 Introduction
	2 Preliminaries
	2.1 First-order logic
	2.2 Second-order logic
	2.3 Feferman-Vaught theorem
	2.4 Known results about the algebra of indices
	2.4.1 Algebras with equicardinality relation
	2.4.2 Algebras with ordering relation
	2.4.3 Regular expressions with large alphabets
	2.4.4 A fragment combining the equicardinality and ordering relations

	2.5 Computational complexity

	3 Succinct representation of the ordering relation
	4 The case of trees
	5 The need for aggregators
	6 Minimum and maximum aggregators
	6.1 Elimination of the minimum and maximum aggregators over index sets
	6.2 Elimination of the minimum and maximum aggregators over elements

	7 Summation aggregator
	7.1 Elimination of the Boolean algebra with Presburger arithmetic terms
	7.2 Elimination of the set interpretations
	7.3 Elimination of the summation operator

	8 Updated array theories classification
	9 Examples
	10 Conclusion
	CRediT authorship contribution statement
	Declaration of competing interest
	Data availability
	References


