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ABSTRACT

As computational thinking (CT) becomes increasingly acknowl-
edged as an important skill in education, self-directed learning
(SDL) emerges as a key strategy for developing this capability. The
advent of generative Al (GenAl) conversational agents has dis-
rupted the landscape of SDL. However, many questions still arise
about several user experience aspects of these agents. This paper
focuses on two of these questions: personalization and long-term
support. As such, the first part of this study explores the effec-
tiveness of personalizing GenAl through prompt-tuning using a
CT-based prompt for solving programming challenges. The sec-
ond part focuses on identifying the strengths and weaknesses of a
GenAl model in a semester-long programming project. Our find-
ings indicate that while prompt-tuning could hinder ease of use
and perceived learning assistance, it might lead to higher learning
outcomes. Results from a thematic analysis also indicate that GenAl
is useful for programming and debugging, but it presents challenges
such as over-reliance and diminishing utility over time.
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1 INTRODUCTION

Computational thinking (CT) has been increasingly considered an
important transversal skill set in educational settings [41]. It al-
lows students to model and solve complex problems across various
disciplines not limited to computer science, based on principles
such as decomposition and algorithm design, contributing to their
academic success [58, 59]. Self-direct learning (SDL) activities have
been used as a successful strategy to teach and foster CT skills.
These learning activities allow individuals to take the initiative to
identify their learning needs, set goals, find resources, and evalu-
ate their progress without formal instruction [6]. They emphasize
autonomy and the ability to learn independently, adapting to one’s
own pace and interests. Examples of SDL activities include creating
coding projects to solve real-life problems, watching instructional
videos, engaging in online discussions, participating in collabora-
tive work, and using online learning platforms for self-evaluation
through tests [10].

The advent of generative Al (GenAl) large language models
(LLMs), such as GPT-3 [19] and GPT-4 [44], alongside interfaces
that leverage these LLMs such as ChatGPT [60], has disrupted
the landscape of self-directed learning activities [21]. Since their
launch, they have been extensively used to support these activities,
providing assistance in learning and tutoring, and demonstrating
their potential as valuable teaching assistants [24, 42]. The trans-
formative impact of GenAl-enabled conversational interfaces has
been felt across various educational domains such as programming,
economics, and mathematics, prompting a surge in academic in-
terest and research [38, 60]. As these conversational agents have
pushed the limits of what is possible in natural language processing
and coding capabilities [24], they have been extensively used in
software development to assist programmers by providing code
suggestions, debugging help, and writing code snippets [3].

However, many questions still arise about several user experi-
ence aspects of these tools [65]. In this paper, we focus on two
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of these issues: personalization and long-term support. Personal-
ization refers to the process of augmenting a GenAl model with
strategic prompting techniques to enhance the accuracy and rele-
vance of its output [39]. Recent literature highlights the challenge
of personalizing GenAl-based conversational interfaces in educa-
tional settings to enhance learning [28]. A solution that has been
suggested to overcome this challenge is prompt-tuning, a tech-
nique that aims at refining the input prompts to direct the behavior
of these models on particular tasks, without the need to modify
their underlying parameters [35]. Multiple techniques have been
investigated to fine-tune prompts, such as providing representa-
tive examples in prompts [15] or providing error-assisted guidance
where mistakes found in the generated output are fed back to the
system [61]. An alternative strategy that aligns with the principles
of computational thinking involves personalizing a GenAl model
to serve as a teaching assistant that guides students towards inde-
pendent problem-solving. This approach is rooted in educational
literature suggesting that students benefit most when encouraged
to explore and deduce answers on their own [56], a core aspect of
computational thinking. To explore the utility of this approach in
GenAl-enabled conversational agents, we propose prompt-tuning
the model to act as a teaching facilitator based on CT principles.
Incorporating computational thinking, the GenAI model can be
designed to assist students in deconstructing problems into man-
ageable parts and guiding them towards devising algorithmic so-
lutions to them [59]. In the first phase of this paper, we devise an
experiment within a software design class to test the impact of this
approach on student’s perceptions of chatbots and learning out-
comes. We focus on GPT-3 and ChatGPT as GenAl-conversational
agents in this study because of their popularity and groundbreaking
capabilities in technological research [49].

Regarding the long-term support of GenAl-enabled conversa-
tional interfaces, recent literature indicated the usefulness of Chat-
GPT as a learning assistant in solving complex tasks in semester-
long projects in fields like physics [36]. However, in the context of
CT, literature on LLMs’ usability for assisting with open-ended self-
directed activities, especially those extending over several months,
remains sparse. Additionally, several studies also indicate that
even if ChatGPT holds promise as a valuable tool for learning,
it faces challenges such as producing errors or misleading infor-
mation [5, 38]. These challenges raise questions about the ability
of GenAl to support students in long-term projects. In the sec-
ond phase of this study, we explore this aspect by examining the
strengths and limitations of ChatGPT as an assistant in a semester-
long self-directed project. This phase of the study aimed to assess
the student user experience with ChatGPT for larger tasks that can
become increasingly complex over time. Overall, this paper aims to
investigate the aforementioned issues by addressing the following
overarching research question:

RQ: Can GenAl-enabled conversational interactions support self-
directed CT learning activities?

The remainder of this paper is structured as follows: section 2
reviews relevant literature and presents more granular research
questions. Following this, section 3 introduces our proposed solu-
tion, and sections 4 and 4.3 detail our experimental setup. Subse-
quently, section 5 reports on the findings of our study, and section 6
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discusses the results in light of related literature. Finally, section 7
summarizes our work and concludes our paper.

2 RELATED WORK

In this section, we provide an overview of related literature on con-
versational agents within educational settings, focusing on their
application, and the emerging practice of prompt-tuning. Addi-
tionally, we examine the diverse perceptions of these technologies
among users.

2.1 Conversational Agents in Education

Conversational agents (CAs) have gained prominence in educa-
tional contexts due to their potential to enhance learning experi-
ences [50]. These agents simulate human dialog, engaging learners
in natural language conversations. They have the potential to facili-
tate content integration, offering rapid access to learning materials,
boosting motivation and engagement, enabling simultaneous ac-
cess for numerous users, and providing instant support [43]. In
various educational scenarios, chatbots have proven effective, con-
tributing to time efficiency [47], enhancing students’ learning ca-
pabilities, and fostering greater engagement among students [13].
Moreover, chatbots have been developed and utilized as virtual
aides, facilitating administrative and academic duties [53], or ad-
dressing common inquiries to customize and improve the user’s
experience [46, 47, 51].

The launch of ChatGPT in November 2022 has addressed many
of the challenges encountered in earlier chatbot models, including
the ability to remember past conversation points, comprehend user
corrections, and decline unsuitable queries [27]. ChatGPT repre-
sents an instance of GenAl LLMs. These models are defined as “a
machine-learning system that autonomously learns from data and
can produce sophisticated and seemingly intelligent writing after
training on a massive data set of text” [57, p.224]. Their advent has
considerably expanded the applicability of chatbots to a broader
array of educational situations than before [30].

As such, multiple studies have explored the potential of using the
GenAl in educational settings. For instance, Firat [18] revealed that
integrating Al tools like ChatGPT in education can significantly
enhance student engagement and performance by allowing edu-
cators to focus more on higher-order skills and mentoring. After
analyzing the perceptions of scholars from multiple countries, they
suggested that Al can support personalized learning and act as an
extension of the human brain, offering transformative changes in
the learning process. In another study, Zhai [63] found that Chat-
GPT can efficiently aid in academic writing with minimal input
from the author. The paper suggested a need to adjust educational
goals, focusing more on developing students’ creativity and critical
thinking rather than general skills. These studies, collectively, un-
derscore the potential of GenAl in facilitating more interactive and
personalized learning experiences.

2.2 GenAl in Computational Thinking & the
Role of Prompt-Tuning

Integrating GenAlI conversational agents into computational think-
ing and programming education has shown promising results. Ouaazki
et al. [45] integrated ChatGPT into a master-level computational
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thinking course. The study revealed positive associations between
the use of ChatGPT and learning outcomes, suggesting that Chat-
GPT can be a valuable tool in educational settings to enhance
learning. It also indicated that ChatGPT has been successfully used
by students for coding and debugging purposes. Similarly, Jalil
et al. [26] investigated the capabilities of ChatGPT in the context
of a traditional software testing course. The paper conducted a
comprehensive empirical study, tasking ChatGPT with answering
questions from five chapters of a popular software testing textbook.
The study showed that ChatGPT successfully responded to a ma-
jority of the examined questions. In another study investigating
the effectiveness of ChatGPT in automating code review tasks, the
authors underscored the superiority of the LLM in performing code
reviews compared to traditional methods [22]. These studies un-
derscore ChatGPT’s ability to support learning in both educational
and professional software development contexts.

Recent literature has investigated prompt-tuning as a technique
to augment the powerful capabilities of GenAl conversational agents
[15]. Cain [9] discussed the potential of this technique in fostering
personalized, engaging, and equitable learning experiences. In the
context of programming, Jury et al. [29] introduced an innovative
tool that applies prompt-tuning to an LLM to generate interac-
tive worked examples for introductory Python programming. The
study indicated that this approach enhanced personalized learning
experiences by offering tailored educational content, confirming
the effectiveness of prompt-tuning in creating more engaging pro-
gramming education environments. Furthermore, Zhang et al. [64]
evaluated ChatGPT’s capabilities in automated program repair us-
ing prompts on a dataset containing programming problems and
corresponding buggy programs. The study demonstrated Chat-
GPT’s success in fixing bugs, outperforming state-of-the-art LLMs,
highlighting the impact of prompt engineering on repair effective-
ness, and suggesting that carefully crafted prompts can significantly
boost performance.

However, despite indications about the usefulness of prompt-
tuning in enhancing GenAl conversational agents for educational
purposes, as shown in the studies presented above, the specific
design and implementation strategies for prompt-tuning within
the context of SDL remain unclear. This leads us to explore the
following open research question:

RQ1: How does CT-based prompt-tuning affect the usability of a
GenAl-enabled conversational agent, student attitudes, and learn-
ing outcomes?

2.3 Perceptions of GenAI-Enabled
Conversational Agents

Recent literature has also investigated attitudes towards GenAlI con-
versational agents in educational contexts, showing mixed percep-
tions about these tools [34]. On the one hand, several studies high-
lighted a positive perception of these tools, along with key strength
elements that contribute to this perception. For instance, Shoufan
[52] explored student perceptions of ChatGPT in a computer pro-
gramming educational context. The study involved a two-stage
experiment with computer engineering students who used Chat-
GPT for various learning activities and provided feedback about
their experience. The findings reveal that students generally viewed
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ChatGPT positively, appreciating its capabilities, human-like inter-
action, and helpfulness in studies. Similarly, Albayati [1] examined
the factors influencing user acceptance of ChatGPT among under-
graduate students. The study indicated that undergraduate students
take into account several important factors when using ChatGPT,
including perceived ease of use, perceived usefulness, and privacy
concerns. This highlights the importance of studying these factors
to facilitate the integration of LLMs into learning environments.
The use of ChatGPT in higher education was also investigated
by Elkhodr et al. [16], focusing on its impact on learning outcomes
and experiences through three case studies involving undergradu-
ate and postgraduate information and communication technology
students. The findings revealed a positive perception of ChatGPT
as a useful and enjoyable learning resource, with most students
willing to use Al tools in the future.

On the other hand, recent studies also highlighted weaknesses
and negative perceptions associated to the use of GenAl For in-
stance, Zhu et al. [65] indicated that students expressed concerns
about ChatGPT’s accuracy, with some responses requiring fact-
checking and verification. Particularly, students noticed that there
were issues related to the system providing misleading or biased
decision-making, generic responses lacking depth and context, and
limitations based on input prompts. Students also noted ChatGPT’s
tendency towards repetition, and potential negative impacts on
self-discipline and critical thinking. The study also raised concerns
about dependency on Al for idea generation and problem-solving.
Similarly, [40] expressed worries related to over-dependence and
ethical concerns in a comprehensive study of how early adopters
use and perceive ChatGPT in educational settings. Given these
diverse perspectives on the strengths and weaknesses of GenAl
conversational agents, and considering the scarcity of research
tackling the use of these agents as assistants in CT semester-long
projects, we formulate our second research question:

RQ2: What are the strengths and limitations associated with us-
ing a GenAl-enabled conversational agent in the context of a CT
semester-long project?

3 SOLUTION DESCRIPTION

To answer our first research question—pertaining to prompt-tuning—
we used a system that supports self-directed learning activities

(Graasp), augmented with a GenAl-enabled agent (Graasp Bot).
Additionally, we used a CT-based prompt to prompt-tune the con-
versational agent. In this section, we explain this solution in detail.

3.1 Graasp Notebook

Graasp [20] is an open-source digital education platform featur-
ing two distinct interfaces. The first interface—called the builder—
allows educators to construct their online lessons or assignments
using various resources called apps. These apps allow the creation
of detailed exercises enhanced with text, images, links, chatbots,
and other interactive elements. The second interface—known as the
player—caters to students. It provides access to the online lessons,
allowing students to engage with the content. This includes nav-
igating through sections that present the lectures and exercises
developed by the instructor. Figure 1 shows the user interface of
the player where students can view exercises and write code to
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solve them. Students then get feedback on their code, including a
validation code if they write the correct code to solve the assign-
ment at hand.

- oo (@O 0

s Python TP (Functions)
Using functions 1
Using functions 2
Using functions 3
Using functions 4
Using functions 5
Using functions 6
Using functions 7
Using functions 8
Using functions 9
Using functions 10
Using functions 11
Using functions 12 Bl

Using functions 13 2 list_sum = sum(my_list)

Using functions 14 3  # Find the min

a
5
6

6] Using functions 7
Alist has been randomly generated in a variable named my_1list

Create an algorithm using already existing Python functions that adds up all
the values inmy_1ist except the minimum value.

Store the result in a variable named result

Run your code, if your result variable is correctly defined you will get a code
to submit to validate the exercise

3 FULLSCREEN

[ \/READV‘ > RUN

# Calculate the sum

Using functions 15 list_min = min(my_list)
TP Evaluation # Calculate the result
result = list_sum - list_min

Figure 1: Graasp interface showcasing a sample exercise and
code to solve it.

3.2 Graasp Chatbot

Graasp also offers the possibility to integrate the Graasp Bot, a
chat agent built on top of OpenAI's API, with every exercise. More
specifically—at the moment of this study—Graasp’s OpenAl integra-
tion used the GPT-3 text-davinci-003 model, with a temperature
parameter of 0.9 (higher values make completions of the same
prompt more random), a presence_penalty of 0.6 (higher values
penalize new tokens), a top_p parameter of 1 (always returning
the best completion), and the maximum number of tokens to be
included in the chatbot response fixed at 150 [17]. Students can
then interact with this agent to help them solve their exercises. The
integration of the chatbot directly within the learning activity pro-
vides a seamless interface, allowing students to access this resource
within the same web page hosting their exercises.

3.3 CT Prompt Tuning

The Graasp platform allows the customization of the chatbot to
include an initial system prompt that is sent to OpenAI’s API before
students start interacting with the Graasp Bot. This way, the context
of the conversation is pre-configured before every new interaction.
We used this functionality to introduce a CT prompt to OpenAI’s
GPT-3 model. This prompt was developed in an iterative way, where
our team tested different prompts directly on ChatGPT as suggested
by Lingard [37]. We then incrementally improved the prompt until
we attained one that behaves properly according to the design
principles outlined by Bsharat et al. [8]. These principles emphasize
brevity, clarity, and task-specific guidance. Accordingly, the prompt
(presented in Figure 2) invites students to describe their current
Python exercise in detail or share their existing code, ensuring a
focused and contextually relevant starting point for assistance. The
prompt then guides the assistant to employ computational thinking
strategies—decomposition, pattern recognition, abstraction, and
algorithm design—to aid students in understanding and tackling
their problems step by step. When providing code solutions, the
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prompt instructs the assistant to include explanations, enhancing
learning through clear annotations. This design maintains a strict
focus on Python exercises, with the assistant prepared to gently
redirect off-topic inquiries back to the subject at hand, ensuring
efficiency and relevance in student support.

Context:

You are a highly pedagogical Python teaching assistant designed
to help students with basic Python exercises in a lab setting.

Mission:

1- Begin by asking about the specific exercise the student is
working on. Encourage students to provide detailed instructions
for the exercise or share the code they have written so far.

2- Assist students using computational thinking principles:
decomposition, pattern recognition, abstraction, and algorithm
design.

3- Focus on helping students decompose the problem and solve it
step-by-step, offering the requested Python code as needed.

4- If you provide students with code, explain what the code does,
preferably in code comments.

5- Remain strictly within this context. If asked unrelated
questions, kindly remind the student of your primary mission
and refocus on Python exercises.

Figure 2: Fine-tuned prompt provided to the Graasp Bot.

4 EXPERIMENTAL SETUP

In this semester-long study, we investigated CT-based prompt-
tuning in closed-ended self-directed lab assignments and explored
the long-term user experience with a GenAl conversational agent in
an open-ended programming project. The study took place within
a software design class during the fall semester of 2023 at a Swiss
university. In this class, students were supposed to (a) learn how
to formulate a problem in a computational way, (b) devise an algo-
rithmic solution, and (c) design a software solution. Throughout
the course, students explored the fundamental principles of soft-
ware design along with elementary Python programming language
elements such as conditions and loops, lists, functions, and dic-
tionaries, as well as more advanced object-oriented concepts like
classes, inheritance and error handling. The instructional approach
included theoretical lectures using Jupyter Notebooks [32], which
allowed students to interactively alter and run code in class, along
with self-directed learning tasks.

4.1 Participants

Participants initially included 23 students (8 female, 15 male) en-
rolled in their 3rd year of bachelor studies in business and econom-
ics. However, two students (1 female, 1 male) who did not complete
all their assignments were excluded from the analysis. The remain-
ing 21 students reported having used ChatGPT for 6.11 months
on average (SD = 3.71) before the beginning of the course. They
also reported interacting with ChatGPT for 1.74 days per week on
average (SD = 1.63) prior to the course. When inquired about their
previous programming experience, 17 participants expressed hav-
ing prior experience with programming, 2 reported having none,
and 2 did not respond to the question.

4.2 Prompt-Tuning Experiment

In the first part of this study, we investigated the use of CT-based
prompt-tuning in self-directed lab assignments. Students took part
in four self-directed lab sessions, during which they were required
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to solve Python programming challenges on Graasp. These tasks
focused on fundamental concepts such as conditions, loops, lists,
functions, and dictionaries. The primary objective of these exercises
was to develop practical skills related to creating algorithms and
learning Python syntax. Labs 1 through 4 were composed of 25,
15, 15 and 10 exercises, respectively. Students were encouraged
to use the Graasp Bot when approaching their exercises. Because
the Graasp Bot could provide Python code directly to answer this
question, we wanted to decrease the emphasis on performance.
We communicated to students that completing 50% or more of the
exercises would ensure they receive a full grade, aiming to foster
learning rather than just completion.

In order to assess whether the Graasp Bot would be useful for stu-
dents under varying instructional settings, we employed an ABBA
experimental design. Accordingly, the first and last sessions (lab 1
and lab 4) acted as control periods (condition A, hereafter referred
to as the no-prompt condition) where the Graasp Bot was present
but not specifically configured. In contrast, the middle sessions (lab
2 and lab 3) represented the experimental condition (condition B,
hereafter referred to as the CT prompt condition), where the bot was
configured using the fine-tuned prompt presented in section 3.3.
Figure 3 illustrates responses of the Graasp Bot when a student
copies and pastes a question from the assignment into the chatbot
interface, for the two study conditions.

4.3 Long-Term Self-Directed Project

The second part of this study explored the long-term use of Chat-
GPT as an assistant in a self-directed semester-long project. The
project consisted of creating a unique game using as a starting
point a sample code featuring an avoidance game where the pri-
mary objective is for the player to avoid obstacles or enemies. This
initial game (featured in Figure 4) requires players to capture viruses
using a face mask to save pangolins. The codebase for this game
consisted of 67 lines of code. To produce their own games, students
worked in self-organized groups of 3 to 5 members. There were
7 groups in total. Groups were required to devise new rules and
objectives, and incorporate clear win-and-lose conditions for their
games. The games needed to visually display levels and points to
track progress. Students were also instructed to organize their code
into distinct classes (such as defining classes for different game
characters) and ensure readability and structure. Students imple-
mented their projects on the Replit online IDE, which allowed them
to work collaboratively on their codebase [25]. While students were
allowed to use ChatGPT as a resource, they were warned against
plagiarism and were required to keep a record of their ChatGPT
interactions to submit with their final project, ensuring academic
integrity and transparency in their use of Al assistance. Figure 5
shows screenshots of the games produced by students for their
group projects. To create these games, groups 1 to 7 produced re-
spectively 619, 315, 801, 899, 439, 501 and 290 non-empty lines
of code (M = 552,5SD = 216). It is worth noting that this part of
the study was conducted without the Graasp Bot or the use of
prompt-tuning. Students interacted with ChatGPT directly through
OpenAT’s official interface using their personal accounts.

CUI ’24, July 08-10, 2024, Luxembourg, Luxembourg

Graasp Bot :
7 months ago °

Do you have any problems with your code that | can help you with?

Student :
7 months ago °
A list has been randomly generated in a variable named my_list.

Create an algorithm using already existing Python functions that adds up all the
values in my_list except the minimum value.

Store the result in a variable named result.

Graasp Bot s
7 months ago °
Here is a Python script that creates the required algorithm:

# let's assume my_list contains the following random values:
my_list = [5, 10, 15, 20, 25, 38, 35]

# First, find the minimum value in the list
min_value = min(my_list)

# Remove only one instance of the minimum value from the list
my_list.remove(min_value)

# Lastly, add up all the values in the list
result = sum(my_list)

Now the "result" has the sum of all values in the list except one instance of the
minimum value.

(a) Example interaction in the no prompt condition.

Graasp Bot :
7 months ago :

Do you have any problems with your code that | can help you with?

Student :
7 months ago :
A list has been randomly generated in a variable named my_list.

Create an algorithm using already existing Python functions that adds up all the
values in my_list except the minimum value.

Store the result in a variable named result.
Graasp Bot .
7 months ago :
Applying Abstraction and Decomposition principles, we need to:

1. Identify and isolate the minimum value in the list
2. Sum all the elements in the list
3. Subtract the minimum value from the total sum to get the final result

Now, using the principles of pattern recognition and algorithm design, consider
the following:

1. Python has a built-in function min() to identify the minimum value in a
list.

2. Python also provides a built-in function sum() to add up all valuesin a
list.

Please try to implement this code. Let me know if you have any further issues!

(b) Example interaction in the CT prompt condition.

Figure 3: Example interactions with the Graasp Bot.
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Figure 5: Screenshots of the games produced by students.

4.4 Metrics and Data Collection

In order to gain an understanding of student perceptions and inter-
actions with Graasp Bot, we collected the following data.

4.4.1 Usability. : To assess the usability of Graasp Bot, we focused
on its usefulness, ease of use , and the level of learning assistance
it provided to students. Following each lab assignment, students
were asked to evaluate how useful Graasp Bot was, how easy it
was to use, and how effective it was in assisting them with their
assignment. Responses were collected on a 7-point Likert scale,
ranging from 1 (not at all) to 7 (extremely). Additionally, students
were invited to share comments about their use of the Graasp Bot
through an open-ended question.

4.4.2  Attitudes Towards Chatbots. : To measure students’ attitudes
towards Graasp Bot, we used the General Attitude Towards Robots
Scale (GAToRS) [33], before and after the experiment. We specifi-
cally used the 5 questions from the personal level positive attitude
section of the scale and the 5 questions from the societal level pos-
itive attitude section. Each question was answered on a 7-point
Likert scale. The total attitudes score was then calculated as the
sum of the responses to these 10 questions. These metrics were
collected before and after the course.

4.4.3 Learning Outcomes. : We measured learning outcomes through
the scores students obtained on their lab assignments. Students got
one point when they provided a correct answer to a given exercise,
and zero points when they failed to do so. The final lab score was
calculated as the sum of the scores for each exercise.
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4.4.4 Interaction Logs. : We collected the interaction logs of stu-
dents with Graasp Bot and ChatGPT when they were using them
as assistants. For the lab assignments, we collected the interactions
with the Graasp Bot directly from the platform. For the semester
projects, we asked students to provide us with their interaction
with ChatGPT in the form of an HTML file.

4.4.5 Reflection Reports. : At the end of their projects, students
were asked to write reflection reports. We asked them to reflect on
their use of the GenAl agents, along with the perceived strengths
and weaknesses of these tools according to their experience.

5 RESULTS

We first analyzed the chat logs of student conversations with the
Graasp bot in the lab assignments. The chatbot gave 523 answers
to students in total across all assignments. We tagged these re-
sponses in order to investigate the impact of prompt-tuning on
the responses of the conversational agent. We assigned to each
response one of three codes: a) direct answer, when Graasp Bot
provided a direct answer solving the student’s problem (similar to
Figure 3a), b) CT-based answer, when the chatbot responded based
on CT principles, such as providing an algorithmic approach or
suggesting a breakdown of the problem (similar to Figure 3b), and c)
other, when the response did not fall on any of these categories. As
can be seen in Table 1, the presence of the CT prompt affected the
distribution of response types provided by the chatbot. The average
number of direct answers per exercise is higher for the no prompt
condition at 6.54 compared to 3.33 in the CT prompt condition. In
contrast, the average number of CT-based answers per exercise is
higher with the CT prompt, recording 2.13 compared to 0.7 without
it. These metrics suggest that the CT-based prompt-tuning shifted
the chatbot’s response strategy, favoring more computationally
focused answers over direct solutions to problems. Additionally,
these results also show that the average total number of responses
per exercise provided by the chatbot was higher in the no prompt
condition (8.4) compared to the CT prompt condition (6.26).

Table 1: Comparison of Graasp Bot response types.

Metric No Prompt CT Prompt
Number of exercises 35 30
Avg. direct answers per exercise 6.54 (78%) 3.33 (53%)
Avg. CT-based answers per exercise 0.7 (8%) 2.13 (34%)
Avg. other answers per exercise 1.16 (14%) 0.8 (13%)
Total answers per exercise 8.4 (100%) 6.26 (100%)

In the rest of this section, we present a quantitative analysis
related to our first research question, then we present the results of
a qualitative analysis pertaining to the second research question.
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5.1 How does CT-based prompt-tuning affect
the usability of a GenAl-enabled
conversational agent, student attitudes, and
learning outcomes?

To provide insights related to this research question, we present a
comparative analysis of usability metrics, attitudes towards chat-
bots, and learning outcomes, across conditions.

5.1.1 Usability. Table 2 shows the results of our analysis of us-
ability between the no prompt group and the CT prompt one us-
ing paired-samples t-tests. For the usefulness of interactions with
Graasp Bot, mean scores were marginally lower for the CT prompt
group (M = 3.71) compared to the no prompt group (M = 3.85), al-
though this difference was not statistically significant (t = 0.52,p =
0.607). This suggests that the introduction of CT prompts does not
significantly alter students’ perceptions of the chatbot’s usefulness
in this context. Contrastingly, the ease of use experienced a notable
decline in the CT prompt group (M = 5.33) compared to the no
prompt group (M = 6.11), with the difference being statistically
significant (t = 2.33, p = 0.032). In terms of the perception of the
learning assistance Graasp Bot provided to students, the CT prompt
group reported lower mean scores (M = 3.42) compared to the no
prompt group (M = 4.05), with this difference reaching statistical
significance (t = 2.41, p = 0.027). These perceptions were echoed
in some student comments although students expressed overall
satisfaction with using the Graasp Bot. For instance, students in the
no prompt condition noted: “So far so good. Grassp bot is very useful
for a student who does not have much experience in coding before
(for example, Me). It gives me a nice kick off. Thank you for using
it,” and “it was helpful and it helped me a lot with this challenging
assignment.” Comments from students in the CT prompt condition
were more mixed with participants noting: “Graasp bot was a little
bit less useful than it was in the previous weeks,” and “I prefer to use
ChatGPT, he can answer better than the Graasp bot.”

5.1.2  Attitudes Towards Chatbots. In order to analyze the associa-
tion between students’ interaction with ChatGPT and their attitudes
toward chatbots, we used a Partial Least Squares (PLS) path anal-
ysis. PLS is a statistical method commonly used in information
systems research to discover and model relationships and inter-
actions among research variables [23]. The results of the analysis
are presented in Figure 6. These results show that within the CT
prompt group, there is a significant negative relationship between
the number of chats students had with ChatGPT and their post-test
attitudes towards the chatbot (8 = —0.541, p = 0.036). The pattern
observed suggests that more frequent usage in this group is asso-
ciated with less favorable perceptions of the chatbot. Conversely,
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in the no prompt condition, we observed a non-significant positive
correlation between the number of chats and post-test attitudes
(B = 0.188,p = 0.200). The model also shows that the pre-test
attitudes do not significantly predict the number of chats in ei-
ther the CT prompt or the no-prompt groups, with negligible path
coefficients and high p-values, indicating a lack of statistical sig-
nificance. Furthermore, these initial attitudes do not seem to have
a substantial predictive power directly on the post-test attitudes
(B = 0.356,p = 0.207).

Total user chats
(No prompt)
R? = 0.007

0.356 (p=0.207)

Attitudes post-test

Attitudes pre-test R? = 0.445

-0.541*
(p=0.036)

Total user chats
(CT prompt)
R? = 0.001

Figure 6: PLS path model of chat interactions and attitudes
towards chatbots.

5.1.3 Learning Outcomes. In examining the impact of the CT prompt
on student learning outcomes, our analysis revealed a trend towards
improved lab grades in the CT prompt condition, as illustrated in
Figure 7. To ensure consistency and comparability, all lab grades
were normalized to a 100-point scale based on the number of ex-
ercises in each lab. The analysis reveals that average grades were
86.98 (SD = 12.06) during the lab sessions with the CT prompt,
compared to 80.81 (SD = 12.66) during the no prompt phases. A t-
test comparing the grade distributions between the two conditions
yielded a statistic of -2.366 and a p-value of 0.028, with 20 degrees
of freedom. These results suggest a potential positive effect of the
CT prompt on lab grades. However, we cannot completely rule out
the influence of varying exercise difficulty on these results.

We further examined the potential causes behind the observed
improvement in lab grades. Specifically, we considered whether the
improvement could be attributed to either an increased rate of lab
completion or a rise in the accuracy of completed labs. Firstly, we
calculated the completion rate for each condition. Completion rate
was defined as the ratio of the number of exercises attempted to the
total exercises available. An exercise was marked as attempted if
the student ran code in the corresponding code capsule. Our results
showed an average completion rate of 98.14 percent (SD = 4.60)

Table 2: Descriptive statistics and t-test results for usability metrics (n = 21)

No Prompt CT Prompt .
t-statistic p-value
Metric M SD M SD
Usefulness 3.85 1.61 3.71 1.48 0.52 0.607
Ease of use* 6.11 0.72 5.33 1.45 2.33 0.032
Learning assistance” 4.05 1.52 3.42 1.64 2.41 0.027
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Figure 7: Student lab grades across the no prompt and the CT
prompt conditions.

in the no prompt condition, and 96.66 percent (SD = 8.02) in the
CT prompt condition. Statistical analysis using a t-test indicated
no significant difference in completion rates between the two con-
ditions (¢ = 0.73,p = 0.47). Next, we assessed the accuracy rate,
defined as the percentage of exercises correctly completed out of
those attempted. The findings revealed an average accuracy rate
of 82.30 percent (SD = 12.35) in the no prompt condition and 89.81
percent (SD = 8.61) in the CT prompt condition. A t-test confirmed
a statistically significant difference in accuracy rates between the
conditions (t = —2.28, p = 0.028). Based on these results, the im-
provement in lab grades appears to be more closely associated with
an increase in the accuracy of completing exercises rather than
changes in the completion rates.

5.2 What are the strengths and limitations
associated with using a GenAl-enabled
conversational agent in the context of a CT
semester-long project?

To answer this question, we conducted a thematic analysis of the
reflection reports students wrote after working on their semester
projects. We opted for a coding approach inspired by Braun and
Clark’s thematic analysis procedure [7]. Initially, two researchers
engaged with the students’ reflection reports to familiarize them-
selves with the data and generate initial codes. These codes rep-
resented the main ideas included in the reports. Following the
initial coding phase, one researcher undertook a detailed coding
process, systematically applying the developed codes to each sen-
tence of the reports. Subsequently, a second researcher reviewed
this initial coding, verifying code attributions, and ensuring the
codes were consistently applied, resulting in agreement between
the two researchers. Following this verification, our team engaged
in a collaborative process to identify and discuss emerging themes.
These themes were then discussed and reviewed to reach a consen-
sus. Lastly, final themes were established and named. This process
resulted in identifying several themes that emerged consistently
across the groups. These themes describe the student user experi-
ence with the tool, along with its strengths and limitations. Out of
the five themes that emerged, three relate to ChatGPT’s strengths in
helping understand, create, and debug code. The other two themes
reveal limitations of the LLM, notably the errors it produces, the
risk of dependency on the tool, and a diminishing utility over time.
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In reporting the results, group numbers have been renamed from
Group 1 to Group 6 based on the number of chat prompts the group
made to ChatGPT. Based on the submitted chat interactions, Group
1 to Group 6 reported respectively 12, 16, 35, 44, 57, and 170 chat
prompts made to ChatGPT. As for group 7, they did not provide
their interaction logs.

5.2.1 Understanding existing code. The first theme that emerged
while analyzing student reflections and comments is that they con-
sidered ChaGPT as a valuable tool for understanding existing code
snippets. Since students were provided with a sample code base to
start with, they mentioned that the LLM helped them understand
the existing code, which was valuable in their initial development
phase. In this regard, students from Group 2 wrote:

ChatGPT helped us demystifying Pygame, offering clear
explanations and practical code examples. The tool was
particularly helpful in the bootstrap phase, providing
quick solutions and creative ideas, reducing the initial
overwhelm.

Since the projects were implemented in groups and needed collab-
orative efforts, students also stated that ChatGPT assisted them
in understanding complex code written by their peers. Group 3
explained:

ChatGPT also helped us to understand the work of our
colleagues. Indeed, within our group, there were more
levels of understanding, and some were more quickly at
ease with coding and able to produce passages of rather
complex code, which might be difficult for another per-
son to understand, despite the comments we tried to add
throughout our work.

This statement underscores ChatGPT’s role in facilitating collabora-
tive learning and mutual understanding within diverse skill levels
in a team.

5.2.2 Generating a new codebase. Students also explained how
ChatGPT helped them write code for new functionalities. For in-
stance, Group 1 mentioned how the GenAlI agent helped them
accelerate the creation of the game based on their instructions:

ChatGPT has been a great tool throughout our project.
It was a great help in generating code and solving prob-
lems. Code generation based on specific instructions
accelerated the creation of our game.

Similarly, Group 5 found ChatGPT useful for establishing a founda-
tional understanding of specific coding tasks. They noted:

At the beginning, we mainly used it to have a basis
for certain parts of the code. We asked very general
questions about how to do certain things, for example
"how to size an image". The aim wasn’t to generate all
the code, but to find the right basic functions.

Furthermore, Group 3 appreciated the ability of ChatGPT to trans-
form their ideas into a tangible code base, especially helpful for
beginners. They remarked:

Firstly, ChatGPT could give us a code base when we did
not know how to write an idea in Python [...] especially
as a beginner. By asking ChatGPT for a command in our
own words, it provided us with a code example that we
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could then work on. It was easier this way than starting
from scratch.

These reflections demonstrate a consistent theme across the stu-
dent groups: ChatGPT served as a valuable tool in the initial coding
phases, offering foundational guidance and accelerating the devel-
opment process.

5.2.3 Identifying errors and debugging. The third theme re-
lates to how valuable ChatGPT was for debugging their code and
speeding up their development process. Students across all groups
agreed about the power of the GenAl agent in assisting them with
their code. For instance, students from Group 3 wrote:

we used ChatGPT to debug our code. Sometimes, despite
the instructions given on the console, we couldn’t work
out why our code wasn’t working. ChatGPT turned
out to be a great tool to help us find the error(s) that
prevented what we’d just written from working properly.

Similarly, students in Group 4 emphasized the tool’s proficiency in
handling complex code. They remarked:

ChatGPT is a valuable asset for quickly spotting er-
rors in the code, offering a quick and effective solution,
particularly when the code becomes complex.

Student comments consistently underscored ChatGPT’s ability to
simplify the debugging process and enhance overall code efficiency
and functionality.

5.2.4 Errors and risks of over-reliance. The third theme that
appeared in students’ comments covers risks and limitations asso-
ciated with ChatGPT. In fact, students did not only perceive the
tool positively as a valuable aid in building code and debugging,
but also noted several of its limitations and shortcomings. For in-
stance, Group 6 highlighted that ChatGPT can make errors and
create additional bugs in their already functional code. They noted:

With how ChatGPT works, it will keep trying to answer
even though it’s not capable of giving a solution. This
can result in the Al making a mistake (creating a bug)
and when incapable to resolve it, modifying other parts
of the code for the sake of answering, resulting in further
issues.

Group 4 also highlighted the potential for over-reliance, emphasiz-
ing the risk of dependency. They cautioned:

It’s also important to recognize the risk of dependency.
Even when dealing with simple tasks, it can be tempting
to look directly on ChatGPT for solutions, neglecting the
opportunity to deepen our comprehension and develop
our individual skills. Maintaining a balance between
using ChatGPT as a resource and solving problems in-
dependently is essential.

Finally, Group 6 noted the challenges of effectively communicating
with the LLM, emphasizing the importance of clarity and specificity
in instructions. They reflected:

We had to learn how to communicate with it and it
makes a lot of mistakes. What we learned is that it is
vital before asking it to make a change, to be sure about
what we want and how this change should affect the
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rest of the game. Giving specific conditions about how
we want it to tackle the problem is crucial.

5.25 Diminishing utility as the project advances. One of the
important themes that emerged from analyzing student reflections
is how ChatGPT became less useful to students as their projects
reached more advanced levels. They expressed that when their code
attained a certain level of complexity, ChatGPT was less helpful,
and their reliance on it decreased. For instance, Group 6 noted:

We found its use more complicated as our game became
more complex and we had to rely on ourselves more in
the end.

Similar experiences were echoed by Group 3, which further high-
lights the limitations of ChatGPT in handling complex coding chal-
lenges. They shared their frustration, stating:

In some cases, even ChatGPT couldn’t find the problem
preventing our code from running; this happened in
cases where the code became a little more complex.

Lastly, Group 2 mentioned that in addition to the shift in their
reliance on ChatGPT as the project advanced, the response time
became increasingly significant, triggering their impatience:

As the project advanced, our reliance on ChatGPT began
to shift. Some of our team members have more experi-
ence in developing software, and found that ChatGPT
has certain limitations for more advanced queries. The
time taken by ChatGPT to generate responses, although
informative, started to become a factor. As the project’s
complexity increased, our impatience grew with the
response time.

6 DISCUSSION

Our findings reveal that prompt-tuning GPT-3 using an optimized
CT-based prompt resulted in a decrease in the tool’s perceived ease
of use and learning assistance. Additionally, the use of the prompt-
tuned LLM degraded the student perceptions towards chatbots. One
possible explanation for this is that students may have preferred
to receive direct answers rather than being guided through a pro-
cess to decompose and solve their programming questions. These
results confirm findings from prior literature where the introduc-
tion of a context-specific prompt did not necessarily improve the
participants’ perceptions of GenAl use. For instance, the optimiza-
tion of an LLM for particular software contexts based on prompt
guidelines and domain context by Khurana et al. [31] did not seem
to have a significant positive impact on the user perceptions of
accuracy, relevance or trust. Similar results have been reported
by Clapper et al. [12] where the customization of an LLM with
positive tone and encouragement failed to make it perceived as
highly supportive of a growth mindset by evaluators [15]. These
findings provide insightful implications. Indeed, while the intention
behind CT-based prompt-tuning is to enhance learning by guid-
ing users through problem-solving processes, it may inadvertently
lower user satisfaction by deviating from users’ preferences for
direct assistance, potentially leading to lower usage of the GenAl
agent. The lower number of chats in the prompt-tuned version of
the conversational agent might be a result of this decreased sat-
isfaction, or alternatively, an indicator that students were using
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the chatbot’s guidance to work through problems on their own,
lessening the need for further assistance. Future research could
further investigate the factors leading to a decreased interaction
with a CT-based prompt-tuned conversational agent. Nonetheless,
these results imply that system designers should make sure to strike
a balance between GenAlI customization and user satisfaction in
the design of Al conversational agents.

Conversely, our findings also showed that the introduction of a
CT prompt led to an improvement in learning outcomes, It is worth
noting that this result might have been influenced by variability in
exercise difficulty across lab sessions despite employing an ABBA
counterbalancing design to mitigate potential biases related to the
labs’ incremental nature and increasing difficulty. Nonetheless, the
potential improvement in learning outcomes could be interpreted
through the lens of productive failure, a concept suggesting that
struggling through challenges without immediate solutions fosters
a deeper understanding and critical thinking skills [54]. This re-
sult also aligns with the concept of desirable difficulties proposed
by Bjork [4], suggesting that introducing certain hurdles during the
learning process, such as those presented by the CT-based prompt,
can enhance long-term retention and understanding, despite po-
tentially hindering immediate performance or satisfaction. In this
study, CT-based prompt-tuning was associated with higher learn-
ing outcomes, showing the potential of this approach in enhancing
learning. This might have come as a result of compelling students
to engage more deeply with the material, thereby achieving higher
academic performance. However, future research is needed to con-
firm these hypotheses and further explore how prompt-tuning can
leverage the learning outcome gains without compromising the
user experience.

Results from our thematic analysis reveal that ChatGPT served
as an effective initial coding assistant, enhancing efficiency and
collaboration in the first phases of the project. These findings align
with prior work, highlighting the extended capabilities of the LLM
as an assistant in programming projects [45, 55]. Findings from this
analysis also point out several limitations related to the use of the
LLM, in alignment with previous literature, including errors [62]
and the risk of over-reliance [48]. These results imply that em-
ploying GenAlI must be used with caution, in order to leverage its
advantages and circumvent its limitations. For instance, users could
double-check GenAI's output for accuracy and avoid becoming
overly reliant on ChatGPT for every aspect of their work.

Finally, findings from our thematic analysis also indicate that the
utility of ChatGPT diminished over time as projects reached more
advanced phases. This resonates with findings from Dell’Acqua et al.
[14] indicating that for tasks that fall within the AI capability fron-
tier, employees leveraging Al were significantly more productive,
completing tasks more quickly and with higher quality. Conversely,
for tasks that fall outside this frontier—becoming harder for Al to
complete with a simple copy-pasting of instructions—employee
performance decreased [14]. In the context of our study, this could
mean that as projects increased in complexity, they might have
moved from within to outside the frontier, thereby transitioning
tasks from areas where Al could enhance productivity to areas
where its support becomes less evident. However, it is not clear
whether the reduced reliance on ChatGPT over time is due to its lim-
itations becoming more apparent as project complexity increased,
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or whether it comes as a result of an improvement in student skills,
leading to a decreased need for assistance from the tool. A controlled
experiment could be useful in detecting if a GenAl conversational
agent can only be used as a scaffolding [2] tool in the initial phases
of a project, or if its support can extend consistently throughout the
whole lifetime of a project. However, ethical considerations must
be taken into account when conducting such an experiment in a
classroom setting, to ensure that no students are disadvantaged or
left behind.

6.1 Limitations

This study has some limitations that should be acknowledged. First,
the study was conducted with a relatively small sample size of
21 students enrolled in specific programs, using a specific set of
tools (Graasp, Replit). This limits the generalizability of the findings
to other student populations, disciplines, and educational levels.
Second, our study methodology did not allow us to conclusively
discern whether the observed improvements in learning outcomes
were driven by the effectiveness of the CT prompt, variations in
lab difficulty, or both factors combined. However, the ‘difficulty’ of
a CT exercise is a challenging property to operationalize, especially
when exercises are incremental. This limitation should be further
addressed in future research, possibly through a between-subjects
experiment to isolate these variables more effectively. Additionally,
the use of self-reported measures of usability and attitudes towards
chatbots introduces subjectivity and potential response biases into
the data [11]. Finally, while the study’s semester-long time frame
provides insights into user perceptions about ChatGPT use, it does
not fully capture the long-term impact on students’ attitudes and
performance. Future studies could address these limitations by em-
ploying larger samples, exploring a variety of instructional settings
and disciplines, and adopting more longitudinal designs.

7 CONCLUSION

In this paper, we conducted an experiment where we tested the
impact of prompt-tuning GPT-3 using a CT-based prompt on us-
ability metrics, perceived attitudes towards chatbots, and learning
outcomes. Our results indicate that prompt-tuning the LLM resulted
in decreased perceptions of ease of use and learning assistance. Ad-
ditionally, it might have led to an overall degradation in students’
attitudes towards chatbots. Conversely, using the prompt-tuned ver-
sion of the LLM led to higher learning outcomes. Furthermore, our
results highlight several strengths of using ChatGPT as an assistant
in a semester-long project, such as helping with understanding,
building, and debugging code. Finally, our study highlights sev-
eral limitations associated with the use of LLMs in this context,
including the generation of errors, the risk of over-reliance, and
a diminishing utility over time. These findings open up avenues
for future research that could explore how GenAl-enabled con-
versational agents can be leveraged to achieve a balance between
customization, user satisfaction, and enhanced learning outcomes.
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