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Abstract
Recent years have shown that secondary ice production (SIP) is ubiquitous, affecting all clouds from
polar to tropical regions. SIP is not described well in models and for this may vastly underpredict ice
crystal number concentrations in warm mixed-phase clouds. Through a synergy of modeling, remote
sensing and in-situ measurements carried out in an orographic environment during the Cloud-AerosoL
InteractionS in the Helmos background TropOsphere (CALISHTO) campaign, we show that SIP can have
a profound impact on the vertical distribution of hydrometeors  and precipitation, especially in seeder-
feeder configurations which are encountered in multi-layered cloud systems. The mesoscale model
simulations coupled with a radar simulator strongly support a unique signature that is characteristic of
SIP; because of this, our study opens the possibility of using the vast global archive of cloud radar data
for systematically inferring SIP signatures and frequency of occurrence.

INTRODUCTION
The distribution of the ice and liquid phases of water within mixed-phase clouds (MPCs) significantly
affects surface cloud radiative forcing 1,2 and the hydrological cycle3,4. MPCs exhibit spatial
heterogeneity at spatial scales lower than 100 m, with spatially separated ice- and liquid-phase
clusters 5–7. This heterogeneity impacts the efficiency of the Wegener-Bergeron-Findeisen (WBF)
process 8–10 (where ice crystals grow at the expense of cloud droplets) and the rate of cloud glaciation.
Accurately representing these processes in numerical weather prediction (NWP) and climate models
remains a major challenge and a source of model bias11–13.

Ice crystal number concentration (ICNC) in mixed phase clouds is expected to be modulated by the
availability of ice nucleating particles (INPs) 14,15. The sparsity of INPs 16,17 at temperatures above -20°C
cannot account for ICNCs observed in MPCs. Secondary ice production (SIP) following the initial primary
ice nucleation events must be considered to bridge the gap between the limited availability of INPs and
the abundance of ICNCs 18,19. Atmospheric models neglecting the effect of SIP are therefore prone to
underestimate simulated ICNCs at warm subzero temperatures with important implications for the
radiative properties and microphysical evolution of this type of clouds 20–22.

The importance of SIP has been widely acknowledged in laboratory 23–26, field 27–29, remote sensing 30–

33, and modeling studies 34–36 worldwide 37. The most commonly invoked SIP processes include the
Hallett-Mossop (HM) or rime-splintering process 38,39, ice-ice collisional break-up (BR) 40,41, and droplet-
shattering during freezing (DS) 42,43. While HM is extensively incorporated in atmospheric models, its
efficiency is limited to a narrow temperature range of -8°C to -3°C and specific cloud microphysical
configurations. Recent experimental studies even suggest potential overestimation of the efficiency of
this process 44. Vigorous convective downdrafts 45,46 and associated subsaturated regions may also
foster the break-up of graupel and dendritic snow particles from sublimation (SUBBR) 47,50.
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A major challenge is the ability to detect the presence of SIP in global MPCs, ideally with insights on its
intensity and mechanisms. Without such information, models lack a key microphysical constraint that
impedes progress in the description of MPCs. Ground-based remote sensing observations of cloud and
precipitation can provide key information for constraining SIP 48,49,32,33. One approach is to use lidar and
radar retrievals to extract ice multiplication factors (i.e., ICNCs/INPs); application of such a method in
wintertime orographic MPCs indicated the widespread occurrence of SIP, with a frequency exceeding
85% 50. Doppler spectra from vertically-pointing radars provide another powerful approach, as they often
exhibit multimodal distributions within the temperature range associated with SIP or within the dendritic
growth layer (DGL), typically between -20 and -10°C 51. These distributions suggest interactions between
fast-falling and slower-falling particles within the radar volume from riming 52 or new ice
formation 30,32,49,53. Significant ambiguity however remains on the interpretation of these signals, as
downdrafts, horizontal winds, turbulence or other measurement uncertainties can affect their
interpretation.

Here, we show – by coupling high-resolution predictive modeling with a forward radar simulator 54–56 –
that characteristic signatures in observed cloud radar data can indeed be attributed to the presence of SIP,
as inclusion of the latter significantly improves the agreement with the radar observations, including the
vertical distribution of precipitation and the timing thereof, and thus opening the possibility to leverage
the abundant cloud remote sensing observations for SIP signatures. 

RESULTS
We employed a version of the mesoscale Weather Research and Forecasting (WRF) model, which
incorporates detailed descriptions of SIP processes, to investigate the microphysics driving an intense
snowfall event observed on December 18, 2021 in mainland Greece. Doppler spectrograms along with
timeseries of radar moments were captured by a W-band spectral zenith profiler (WProf) 57, deployed at
Mount Helmos in Peloponnese, as part of the Cloud-AerosoL InteractionS in the Helmos background
TropOsphere (CALISHTO) campaign (https://calishto.panacea-ri.gr/). The radar observations provided
valuable insights into the microphysics of snowfall and served as a basis for evaluating the performance
of the WRF model and investigating potential SIP signatures.

Comparing radar observations with radar observables

Figure 1 shows time-height contours of two standardized moments of the Doppler spectra measured by
WProf: reflectivity (Fig. 1a) and skewness (Fig. 1e). WProf was deployed at the “Vathia Lakka” (VL)
station, located on the lee-side of the mountain-top station, Helmos Hellenic Atmospheric Aerosol and
Climate Change (HAC)2 58, at an elevation of approximately 1850 m above mean sea level (AMSL). The
measured reflectivity primarily reflects variations in hydrometeor size and total concentration, while
skewness provides insight into the spectral asymmetry. A low-pressure system associated with the
passage of storm Carmel reached the CALISHTO measurement sites on the evening of December 17,
2021. The radar timeseries reveals three distinct cloud periods indicated by the turquoise boxes shown in



Page 5/27

Fig. 1a. The distinction between these three cloud periods in both measurements and simulations is
based on the presence of seeding ice particles falling either from higher levels within the same cloud
(internal seeding)  or from an overlying cloud (external seeder-feeder), as summarized in Supplementary
Fig. 1.

The first cloud system exhibits a characteristic nimbostratus cloud structure, while the second one
appears in a distinctive seeder-feeder cloud configuration, which is frequently observed in orographic
environments 59. Upon advection of the seeder cloud, a low-level orographic cloud persisted for almost
one day. The skewness timeseries reveal the presence of extended regions with positive or negative signs
especially during the first two cloud periods (Fig. 1e). Changes in the sign of skewness imply changes in
the balance of the different hydrometeor populations within the radar volume. With the sign convention
employed here, negative skewness means that the Doppler spectra are skewed towards the more
massive, faster-falling side.

To evaluate the simulations and understand the cloud microphysical processes occurring in the radar
volume, we configured the Cloud Resolving Model Radar Simulator (CR-SIM) 54 to replicate the
characteristics of WProf and coupled it with the outputs from the WRF grid cell nearest to the VL station.
Three sensitivity experiments were performed with WRF (see methods): CONTROL and DEMOTT account
only for primary ice production (PIP). The former follows the temperature-dependent PIP descriptions
included in the default version of WRF, while the latter was updated with the more advanced aerosol-
aware scheme developed by Demott 60. ALLSIP simulation employs the aerosol-dependent scheme used
in DEMOTT and further considers the action of four SIP processes, namely HM, BR, DS and SUBBR. 

The comparison between radar measurements and WRF simulations focuses solely on the radar
equivalent reflectivity factor (Zew) (Fig. 1a-d), since the other radar observables were less accurately
simulated by CR-SIM (not shown). Replacing the default PIP scheme of WRF used in CONTROL (Fig. 1b)
with the aerosol-aware scheme in DEMOTT (Fig. 1c), leads to a notable reduction in predicted Zew values
across all altitudes, especially at temperatures below -20°C. The activation of SIP mechanisms within the
model induces a distinct shift in simulated Zew towards higher values, primarily within the DGL
temperature zone (Fig. 1d), which becomes more pronounced during the initial two cloud periods.
Evaluation of the simulations against the radiometer-derived liquid water path (LWP) is also provided in
Fig. 1f. Over the simulation period, there is a substantial but highly variable amount of LWP present.
Although the simulations tend to overestimate the radiometer-derived LWP measured at VL, they capture
the timing of the peaks in the LWP timeseries, with ALLSIP more effectively reducing the simulated LWP,
bringing it closer to observations.

Despite the good performance of WRF, the timing of the first two cloud events does not perfectly align
with the remote sensing observations (Figs. 1a-d). Coupling CR-SIM with the grid cells surrounding the
one closer to VL, or substituting the ERA5 reanalysis forcing dataset with the National Centers for
Environmental Prediction (NCEP) dataset did not improve the simulated timing of either cloud events (not
shown). The most plausible explanation for this discrepancy may be errors in predicted wind fields and
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relative humidity with respect to ice (RHi; Supplementary Fig. 2b). Further evaluation of the model at
higher altitudes is impeded by the intense snowfall during storm Carmel, which prevented the derivation
of the wind profile from the wind lidar deployed at VL. Despite these model-observation discrepancies,
WRF coupled with CR-SIM can sufficiently capture the presence of the three consecutive cloud systems
measured at VL, which is remarkable given the complex microphysics and small-scale turbulent flow over
such complex orographic terrain (Supplementary Fig. 3b). A statistical summary of Zew for each cloud
period is provided in Figs. 4b, 5b and Supplementary Fig. 4, that will help us uncover which WRF model
configuration results in predictions that align most closely with the WProf measurements. Before delving
into this comparison, it is essential to gain a better understanding of the microphysical processes that
shape the simulated ice- and liquid-phase partitioning, and subsequently, the Zew values generated by the
three WRF sensitivity simulations.

Microphysical process insights

Figure 2 illustrates the temporal evolution of vertical profiles for the total ICNC (cloud ice + snow +
graupel), while Fig. 3 presents the corresponding profiles for the total liquid water content (LWC), as
predicted by the three sensitivity simulations of WRF. These profiles – extracted from the WRF grid point
nearest to the VL station (i.e., the same location used for running the CR-SIM simulator) – provide
insights into the sources and sinks of ice and liquid hydrometeors driving the vertical distribution of Zew.

The hatched region in Fig. 2a delineates where water vapor is supersaturated with respect to ice
(according to the CONTROL simulation). During the first cloud period, frozen hydrometeors precipitate
from the higher-level parts of the cloud, without experiencing ice subsaturation before entering the low-
level MPC below ∼1 km. In contrast, during the external seeder-feeder period, subsaturated air separates
the orographic cloud from the synoptic cloud above. Accurate representation of the microphysical
processes underlying such multi-layered cloud systems in NWP models is found to be crucial for correctly
simulating the cloud glaciation fraction as well as the amount of orographic precipitation 61,62.

Within the first two seeding cloud periods, falling ice particles undergo effective mass gain, initially
through vapor deposition, in the ice supersaturated cloud regions (Fig. 3) at temperatures below -20°C. As
a result, these particles vary in size and experience different terminal velocities, enhancing their collision
efficiencies and facilitating further growth through aggregation (Fig. 2). Ice crystal growth through riming
is also prevalent in the lower atmospheric levels of CONTROL (Fig. 3a), but is found to contribute even at
colder temperatures in DEMOTT and ALLSIP, where higher-level clouds are not entirely glaciated (Figs. 4b,
c). The role of INP description between simulations also carries important implications for the LWC and
ICNCs at cold temperatures (see Supplementary Text 1).

Activation of SIP in the ALLSIP simulation shifts the yellowish shades (indicative of higher ICNCs) that
were observed predominantly at temperatures below -20°C in CONTROL, towards the warmer temperature
range between -20 and -10°C (Fig. 2c). This leads to a reduction in the vertical availability of LWC, which
is noticeable especially during the nimbostratus period (Fig. 3c). The colored contours in Fig. 2c delineate
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the regions where significant ice particle production occurs due to various SIP processes included in WRF.
It is evident that SIP is particularly efficient during the first two seeding events, with limited and localized
contributions from DS during the third cloud period (Fig. 2c). By examining the characteristic sizes of
raindrops in M05, we find that they rarely exceed the threshold of 50 μm required for DS activation
(Supplementary Fig. 5b). This explains the occurrence of spikes in the contours of DS production rates in
the timeseries presented in Fig. 2c. SUBBR also shows highly localized effects when precipitating ice
particles fall through subsaturated air layers (Supplementary Fig. 6). The HM process remains completely
inactive during the simulation period, partially due to the colder temperatures at which the simulated
clouds are formed, and also because the imposed ice and liquid thresholds are not met (see methods).

BR demonstrates significant particle production rates, exceeding 10-3 particles L-1s-1 at temperatures
below the DGL, with a tenfold increase in efficiency within this temperature range (Fig. 2c). This
substantial enhancement in BR rates, by two to three orders of magnitude compared to SUBBR and DS,
suggests the predominance of the BR mechanism in the simulated cloud systems. Another noteworthy
observation is that the snowflake aggregation contours (Supplementary Fig. 6) consistently envelop the
BR contours (Fig. 2c). In particular, inside the DGL, collisions of aggregated dendrites can trigger SIP
through BR. Although the ice habit is not explicitly resolved in M05, the number of fragments described by
the employed Phillips 63 BR parameterization shows a triangular relationship with temperature, peaking
at around -15°C, which justifies the peak in its efficiency inside the DGL. 

The simultaneous enhancement of aggregation and new ice particle formation through BR is consistently
highlighted in several modeling 62,64 and remote sensing studies 51. Images of fragmented dendritic
crystals captured during aircraft flights within nimbostratus clouds over China revealed the predominance
of SIP via BR, particularly between -10°C and -15°C 65. Importantly, during the 3rd cloud period, when
aggregation is not favored in ALLSIP (Supplementary Fig. 6), SIP through BR is entirely inefficient.

SIP indications in Doppler spectra

Integrating information from the high-resolution modeling framework and radar Doppler spectra, allows
for attributing distinct radar signals to SIP or other microphysical processes. This is done by comparing
the simulated Zew for all three sensitivity simulations of WRF examined in this study. The unavailability
of polarimetric radar observables during the CALISHTO campaign restricts our ability to identify specific
ice hydrometeor habits (i.e., columnar crystals), which have proven valuable in previous research 30,53.
Nonetheless, we will focus on two specific moments of the timeseries – one from the nimbostratus and
the other from the seeder-feeder cloud periods, as these periods were identified to create favorable
conditions for SIP.

Starting from the nimbostratus cloud period, Fig. 4a presents an example Doppler spectrogram (Fig. 4a)
measured by the WProf on December 18 at 03:55:10 UTC. Analyzing radar Doppler spectra, particularly in
the presence of multimodes/peaks, helps reveal distinct hydrometeor populations within the same radar
volume. The chosen spectrogram highlights a turbulent region between 2-2.5 km altitude, below which a
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clear bimodal distribution appears at around 1.6 km, signifying two hydrometeor populations. Median
statistics derived for this cloud period are summarized in Fig. 4b. The gray shaded regions in this plot
indicate the observed interquartile range (IQR). CONTROL overestimates Zew at temperatures ranging
from roughly -25°C to -17°C, while underestimates Zew at warmer subzero temperatures. The updated PIP
scheme in DEMOTT agrees better with observations at temperatures colder than ∼-18°C, but still fails to
achieve the higher Zew values observed at warmer temperatures. In contrast, ALLSIP enhances the
simulated Zew by over 10 dBZ at these temperatures, reducing the discrepancy with the WProf
measurements. Analysis of simulated ice particle size distributions (Supplementary Fig. 7) reveals that,
closer to the ground (∼700 m AGL), ALLSIP predicts more than two (one) orders of magnitude elevated
ICNCs compared to CONTROL (DEMOTT). In terms of large particles dominating the radar reflectivity,
ALLSIP predicts tenfold higher snow particle concentrations compared to the other two sensitivity
simulations (Supplementary Fig. 7e), likely from increased cloud-ice-to-snow autoconversion. However, at
colder temperatures, particularly below -20°C, ALLSIP simulates lower snow and graupel concentrations
relative to the WRF simulations disregarding SIP, resulting in Zew values below the observed IQR.

Despite uncertainties and simplifications in the modeling approaches (some further discussed in
Supplementary Text 2), it becomes evident that, inside the DGL, inclusion of SIP mechanisms within ice
seeding configurations is necessary for refining the vertical distribution of Zew, particularly the Zew

enhancement near the ground. This implies that the ALLSIP simulation of WRF can be used to assess
when characteristic radar signatures can be used to identify SIP processes.

Figure 4c illustrates the median tendency profiles for several microphysical processes simulated by
ALLSIP within a 10-min timeframe of the observed WProf spectrogram (Fig. 4a). Ice particles grow
through vapor deposition and aggregation while falling through the atmosphere. The primary mode
detected by the cloud radar could therefore be attributed to dendritic and/or aggregated ice particles.
Furthermore, the mean Doppler velocity (MDV) of the primary peak reaches up to ∼ −2.5 m s-1 at 1 km
altitude (Fig. 4a), which is significantly higher than the typical terminal velocities of aggregates at around
1 ms-1 66. Although large MDV could be caused by heavily rimed ice structures – WRF simulations do not
suggest the presence of SLW (Fig. 3c). The high MDV is likely from the influence of downdrafts, and the
effects of prevailing high horizontal winds (Supplementary Fig. 2c) and potential deviations in the vertical
radar setup alignment 67.

Just above the -18°C isotherm, a secondary mode emerges in the radar Doppler spectrogram with a
reflectivity of -0.4 dBZ (Fig. 4a). The pronounced reflectivity of the peak, alongside its broad spectral
range, rules out the possibility of its origin being supercooled liquid droplets, as such droplets typically
exhibit lower values below -15 dBZ 52. Here it is worth noting that a single Doppler spectrogram at a
specific timestep does not necessarily reflect the microphysical trajectory of a particle population 52. The
fast-falling spectral mode in Fig. 4a may, indeed, result from overlapping particle trajectories as they are
advected toward the measurement site. To understand the origin of the secondary mode, we refer to the
ALLSIP predictions (Fig. 4c). Simulated microphysical tendencies suggest that interactions between
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particles of the primary mode entering the DGL may fuel SIP below 1.5 km altitude. Indeed, the
emergence of the secondary mode in the Doppler spectrogram almost coincides with enhanced
aggregation and BR in the model, the former peaking below -18°C. Efficient growth of sedimenting ice
particles inside the DGL promotes differential settling, increasing the likelihood of collisions, which in turn
drives both aggregation and BR. These two processes exhibit consistent alignment across all altitudes in
the atmosphere. While snowflake aggregation can be an efficient ICNC sink in MPCs, Fig. 4c reveals that
aggregation drives SIP through BR, which in turn compensates for the depletion of ice crystals and may
even enhance them. Below ∼600 m, the source of ice particles due to BR can be up to one order of
magnitude enhanced compared to the loss due to aggregation. At this altitude, interaction with
supercooled droplets further augments ice crystal mass via riming (Fig. 4c). Riming and possibly WBF
deplete cloud liquid water in lower atmospheric levels, improving agreement with radiometer-derived LWP
compared to CONTROL and DEMOTT (Fig. 1f). The distinct spectral modes broaden and converge
below ∼1 km, indicating an “advection-type” effect (although this could also relate to atmospheric
turbulence or the imperfect vertical beam alignment during this instance).

Another important realization comes from reexamining the skewness timeseries, depicted in Fig. 1e. We
observe that the emergence of the slower spectral mode coincides precisely with a region in the radar
data showing persistent positive skewness, both temporally and spatially extended. This pattern bears
similarity to findings in von Terzi 51, where a winter frontal case study unveiled spectral asymmetry
associated with the rapid increase in Doppler spectral skewness at temperatures above -18°C. This was
attributed to the formation of new small ice particles, likely due to SIP processes within the DGL.
Giangrande 68 also linked bimodal spectra skewing toward slower falling particles with the formation and
growth of ice needles. In our study, during the nimbostratus cloud period, persistent small ice particle
formation is evident, represented by the red shading, at altitudes ranging from the -10 to -20°C isotherms
after approximately 03:00 UTC on December 18 (Fig. 1e). This confirms that the observed bimodal
spectrogram (Fig. 4a), although representing a single timestep, is not an isolated feature. The model with
advanced SIP descriptions predicts enhanced BR (Fig. 2c) and aggregation (Supplementary Fig. 6) that
aligns remarkably spatially and temporally with the increase in the observed spectral skewness (Fig. 1e).
This one-to-one comparison allowed us to infer the presence of SIP through BR, resulting from collisions
between delicate dendritic and/or aggregated ice structures inside the DGL, leading to a skewing of the
Doppler spectra towards slower falling particles.

 

Moving to the seeder-feeder cloud period, Fig. 5 presents a WProf spectrogram juxtaposed with the
corresponding vertical profiles of the WRF simulations. We discern the primary spectral mode
corresponding to the aggregate population falling from the seeder cloud. A clear secondary mode
becomes evident in the feeder cloud below the -16°C isotherm (Fig. 5a) – a region where the ALLSIP
simulation suggests again the presence of SIP-generated particles (Fig. 5c). A high reflectivity of -1.0 dBZ
together with its quite wide spectral signature indicate that the slow-falling spectral subpeak corresponds
to cloud ice particles rather than supercooled liquid droplets. 
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The median profiles extracted from this cloud period reveal two distinct Zew profile characteristics (Fig.
5b). In the feeder part of the cloud, the measured Zew saturates likely from non-Rayleigh scattering by
large ice particles with sizes comparable to the WProf wavelength. Indeed, the simulated size distribution
of snow particles, supports the presence of large particles exceeding 1 mm at altitudes below 1 km above
ground level (AGL) (Supplementary Fig. 5a). From the modeling perspective (Fig. 5c), at these altitudes,
BR aligns with aggregation, but consistently generates an order of magnitude more particles per liter than
aggregation depletes from snowflake number loss. The efficiency of BR maximizes closer to the surface,
yielding almost 2∙10-2 small ice fragments per liter. Even though CONTROL and ALLSIP produce
comparable snow number concentrations, yet the latter yields almost 2 orders of magnitude elevated
cloud ice particle concentrations (Supplementary Fig. 8d). The subsequent growth of these particles via
vapor deposition and riming (Fig. 5c) boosts the simulated Zew values leading to better agreement not
only with the WProf reflectivity profile (Fig. 5b) but also with the LWP measurements during this period
(Fig. 1f).

At higher altitudes and temperatures between approximately -16 and -25°C, WProf measured reduced Zew

that is not reproduced by any WRF simulation (Fig. 5b). This discrepancy is likely from the presence of a
dry layer separating the two clouds (Figs. 2a and Supplementary Fig. 6) that does not backscatter much
signal to the radar. The timing and microphysics inside this cloud free region is likely more challenging to
be captured by all model set-ups examined, but this does not appear to have a significant impact on
ground precipitation and SIP. CONTROL generates cloud ice (Supplementary Fig. 8a) and snow particle
(Supplementary Fig. 8b) concentrations one order of magnitude higher than DEMOTT at an altitude of
∼2.2 km, which is nearly one (two) orders of magnitude elevated cloud ice (snow) concentrations
compared to ALLSIP. The elevated concentrations of larger ice particles are probably causing the
overestimated Zew values in CONTROL and DEMOTT. At these temperatures, initiation of BR in the
ALLSIP simulation is found to shift the particle distributions towards smaller sizes, effectively moving the
simulated Zew values closer to the observed IQR at the appropriate altitude and timing. Additionally, it is
worth noting the contribution of SUBBR within the subsaturated air layer that separates the seeder from
the feeder cloud regions, generating up to 10-5 particles per liter. This observation aligns with findings
presented in Deshmukh 69 (see their Fig. 14).

When reviewing the skewness timeseries in Fig. 1e, we consistently notice positively skewed distributions,
between mostly the -15°C and -20°C isotherms, persisting throughout the entire seeder-feeder cloud
period. This reaffirms our earlier hypothesis regarding the connection between positive skewness, spectral
bimodality, and processes such as BR and aggregation, as previously highlighted during the nimbostratus
cloud period. Alltogether, this underscores once more the significance of incorporating SIP descriptions
within the microphysics scheme of the WRF model, and the usefulness of the coupled model-radar
simulator approach to reliably interpret the radar reflectivity signals.

DISCUSSION
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Our WRF simulations highlight the crucial role of incorporating advanced SIP descriptions within the
microphysics scheme of models to capture the underlying mechanisms affecting ice particle growth,
multiplication, and consequent precipitation production. SIP significantly amplifies simulated cloud ice
and snow concentrations by 1-2 orders of magnitude; BR-driven SIP initiates near the upper edge of the
DGL (colder temperatures), with substantial snow and graupel particles colliding and generating small ice
fragments. As these ice particles encounter warmer temperatures within mixed-phase conditions, they
efficiently grow through vapor deposition and riming, fostering differential settling and enabling further
aggregation-driven growth. This cascade effect ultimately contributes to increased snowfall near the
ground, resulting in elevated reflectivities, that can be replicated solely through WRF simulations
considering SIP. Rapid aggregation and vapor deposition of dendritic ice particles enhances differential
settling, which increases collision probabilities and BR. The competition between BR and aggregation
determines the modelled ICNCs. Upon entering low-level mixed-phase cloud regions, BR produces
approximately tenfold more ice crystals than those depleted through aggregation. 

Integration of modeling and remote sensing tools helps decipher microphysical signatures in observed
full Doppler spectra. Using WRF with all SIP mechanisms active, we interpret observed spectral
bimodalities for internal and external seeding cases. The faster-falling spectral mode was associated
with the aggregate population, while distinct secondary modes emerged at temperatures around -18°C to
-16°C coincided with enhanced BR and aggregation in WRF with remarkably good temporal and spatial
alignment with an increase in the observed skewness timeseries. Persistent positive skewness arose
within the DGL due to the spectra shift toward the slower-falling peak after SIP initiation. These findings
propose strong connections between positive skewness, Doppler spectral bimodalities, aggregation, and
SIP through BR within the DGL in the SIP temperature regime. Correct prediction of the vertical
distribution of INPs is also key for getting the right balance of primary and secondary ice production, as
well as the microphysical evolution of MPCs.

Overall, the presence of multi-modalities in the radar Doppler spectra, particularly within the DGL, has
long underlined the need to improve our understanding of the intricate microphysical interactions taking
place. Here we show that SIP, through BR, skews Doppler spectra towards the slower-falling side within
the DGL. Confirming the existence of this radar signature in various cases worldwide opens the path for
systematically deducing the occurrence of SIP through BR, even in remote Arctic 32 and Antarctic 70

regions, where long radar timeseries are abundant. The methodology proposed in this study offers unique
insights that would otherwise be challenging to attain.

METHODS
CALISHTO campaign

The CALISHTO field campaign took place between October 2021 and March 2022 at Mount Helmos,
Greece, with the primary objective of enhancing our understanding of the processes involved in
orographic MPC formation and evolution. In this campaign, extensive in-situ and remote sensing
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observations were carried out at three different altitudes. Meteorological, aerosol, and cloud
measurements were taken at the mountain-top station, (HAC)2, located at 2314 m AMSL (37°N 59' 2.4'',
22°E 11' 45.6'') (Supplementary Fig. 3) 58. At the VL station, located on the lee side of (HAC)2, aerosol and
cloud measurements were conducted using remote sensing techniques. At the lower altitude site, ∼1700
m AMSL, a multi-wavelength depolarization lidar was used to sample vertical profiles of aerosol and
cloud properties.

Cloud in-situ measurements were conducted at (HAC)2 using the Gerber Particulate Volume Monitor
(PVM-100, Gerber Scientific Instruments Inc.) 71. This instrument is designed to measure the LWC, particle
surface area (PSA), and derive the droplet effective radius (reff) for ambient clouds. To obtain these
measurements, a diode-emitted laser beam is directed along a 40-cm path, and the scattered light in the
open air along the path is converted into a signal after passing two spatial filters. The first filter converts
scattered light to a signal proportional to the particle volume density (or LWC), while the second filter
produces a signal proportional to the PSA. By analyzing the ratio of these two quantities, reff can be
derived for droplet diameter from 3 to 45 µm. The uncertainty of LWC is 10 % for this diameter range. The
PVM-100 instrument has undergone testing and inter-comparison with other instruments during ACTRIS
(Aerosol Cloud and Trace gases Research Infrastructure) activities 72. For the purposes of this study, LWC
and reff data collected by the PVM-100 were utilized to derive the cloud droplet number concentration (Nd)
based on the formulation presented in Brazda et al. (2013) (see their Equation 4).

Aerosol size distributions over the size range between 0.25 and 32 μm were measured at (HAC)2 by an
Optical Particle Counter (OPC; GRIMM Technologies Inc., Model 1.109), which provides real-time aerosol
characterization including 32 channels. In this study, OPC diameter (dopc) was converted into
aerodynamic diameter (daer) using the formula:  , assuming a shape factor of χ=1.1 and a particle density

of ρ=2.0 g cm-3 74,75.

Remote sensing observations

At the VL station, a frequency-modulated continuous wave (FMCW) W-band Doppler spectral zenith
profiler (WProf) 57 was deployed. Operating at a frequency of 94 GHz, WProf allows for measurements up
to approximately 10 km above gound level. Vertically, WProf employs three chirps, each with a respective
range resolution of 7.5 m, 16 m, and 32 m. WProf settings are summarized in the Supplementary Table 1.
For this study, we utilized full Doppler reflectivity spectra and corresponding moments. These moments
include the Zew, MDV and skewness. An attenuation correction has been applied to the W-band radar
reflectivities, to facilitate their comparison against the forward simulation products. To do so, the
radiative transfer model PAMTRA 76 was used to simulate both gaseous and cloud liquid water
attenuation at 94 GHz. The vertical profiles of the necessary atmospheric and liquid water profiles were
obtained from the WRF model set-up, which includes the most advanced description of both primary and
secondary sources of ice crystals (see ALLSIP simulation described below).
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In addition to the radar variables, WProf offers the capability to estimate the cloud LWP using a retrieval
algorithm presented by Billault-Roux and Berne 77. This algorithm uses the brightness temperature
measured by a joint 89-GHz radiometer, in combination with available meteorological data such as
temperature, pressure, and reanalysis data as well as geographical information (i.e., latitude, longitude).
The relative error in the retrieved LWP values was determined to be 18% for cloudy cases (i.e., LWP > 30 g
m−2).

WRF model set-up

We utilized WRF version 4.0.1, incorporating augmented cloud microphysics to account for additional SIP
mechanisms 35,62,78, to model the current case study. Our model configuration consisted of three two-way
nested domains (Supplementary Fig. 3a) with horizontal resolutions of 12 km, 3 km, and 1 km,
respectively. The parent domain encompassed a 148x148 grid centered over the (HAC)2 station. The
second and third domains consisted of 241x241 and 304x304 grids, respectively. All domains employed
the Lambert conformal projection, suitable for mid-latitudes. We implemented a refined vertical grid
spacing, following the approach proposed by Vignon 55, employing 97 vertical eta levels up to a model
top of 50 hPa (∼20 km). Note that the employed model setup was consistent with the one utilized for
wintertime orographic clouds in the Swiss Alps 62.

The WRF simulations started on December 17, 2021, at 00:00 UTC, providing 22 hours of spin-up time
before the passage of storm Carmel over the region of interest. This low-pressure system was associated
with polar airmasses originating from northern Europe (Supplementary Fig. 9), bringing a significant
temperature decrease, stormy winds, and heavy snowfall to most parts of Central and Southern Greece.
The temperature drop and the prevailing strong-wind conditions are illustrated in Supplementary Fig. 2,
where they are compared against surface meteorological variables obtained from the weather station at
(HAC)2 to evaluate the performance of the model. Our analysis covers the period until December 19, 2021,
at 12:00 UTC. We employed a time step of 36 s in the parent domain, which decreased to 9 s in the
second domain and 3 s in the third domain. The output frequency was set at every 5 minutes.
Information about the physics options employed here are provided in Supplementary Text 3.

Microphysics scheme and sensitivity simulations

Cloud microphysics is parameterized using the Morrison 79 (M05) scheme of WRF. This scheme utilizes a
double-moment approach to represent the characteristics of raindrops, cloud ice, snow, and graupel
particles by predicting both their mass and number concentrations. However, for cloud droplets, a single-
moment approach is employed, necessitating the specification of a constant Nd. During the passage of
storm Carmel, a power outage caused by severe weather conditions disrupted the PVM-100
measurements. In our study, we opted for an Nd value of 100 cm-3. This choice aligns with the
temperature-dependent median Nd spectrum observed by PVM-100 throughout the CALISHTO campaign

and is also consistent with observations at the high-altitude station of Jungfraujoch in the Swiss Alps 80.
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The M05 scheme incorporates different ice formation processes. Homogeneous freezing is considered
for temperatures below -40°C, while heterogeneous ice nucleation is initiated below -4°C. The latter
accounts for various temperature-dependent mechanisms, including immersion freezing of cloud droplets
and raindrops 81, contact freezing 82, and condensation/deposition freezing nucleation 83. The default
PIP scheme of WRF was used to perform the CONTROL sensitivity simulation. However, when comparing
the predicted INPs derived offline using the simplified temperature-dependent formulations of WRF with
two-month INP measurements taken between -28°C and -23°C at (HAC)2, a significant overestimation of
up to three orders of magnitude was observed (Supplementary Fig. 10b, c, Supplementary Text 4). As a
more advanced alternative, DeMott 60 (DM10) developed an aerosol-aware scheme that accounts for the
concentration of aerosols with sizes larger than 0.5 μm aerodynamic diameter (naer,0.5) and temperature.
The DM10 parameterization yielded more realistic offline INP concentrations, with predictions that agree
with observations within a factor of three (Supplementary Fig. 10a) for more than 70% observed data
points. Therefore, in the DEMOTT sensitivity simulation, we replaced the default PIP scheme of WRF with
the DM10 parameterization. In our case an naer,0.5 of 0.30 scm−3 was prescribed, as dictated by the mean

OPC measurements taken during the simulation period. Note that in DEMOTT, the Bigg 81

parameterization was still kept active to account for the freezing of big raindrops.

The final sensitivity simulation analyzed in this study, referred to as ALLSIP, incorporates both PIP and
SIP processes, with the former following the advanced DM10 parameterization. The M05 scheme, similar
to other microphysics schemes in NWP models, includes the representation of only one SIP process: HM.
This process is parameterized following Reisner 84, which accounts for the production of ice splinters
within the HM temperature range (-8≤T≤-3°C). It occurs when supercooled droplets or raindrops collide
and freeze onto snow or graupel particles. Provided that a certain threshold in the mixing ratios of the
involved ice and liquid hydrometeors is exceeded, the efficiency of this process is regulated by a
temperature-dependent scaling factor which allows for a maximum production rate of 350 splinters per
milligram of accreted liquid, at around -5°C 84. The splinter production rate decreases linearly towards the
edges of the HM zone and becomes zero outside this range.

The BR mechanism is an additional SIP process considered in ALLSIP. In the M05 scheme, BR follows the
parameterization by Phillips 40, which has been shown to provide realistic representation of ICNCs in
orographic MPCs 62. A detailed implementation of the BR mechanism in M05 is described in 35. The
number of ice fragments generated from collisions among the three ice hydrometeor species is
determined by factors such as collisional kinetic energy, size, rimed fraction, and ice habit of the particles
involved. While M05 does not explicitly resolve the rimed fraction and ice habit, assumptions are made to
account for their influence. The impact of the prescribed rimed fraction has been previously
investigated 35,85, and a sensitivity experiment in the current case study revealed that a rimed fraction of
0.2 aligns better with observed cloud systems (not shown). Higher degrees of riming led to unrealistically
high ICNCs, particularly within the lower cloud layers. Activation of BR requires a nonzero mass of
raindrop or cloud droplet to be rimed onto the ice particle, leading to fragmentation. It is important to note
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that the original BR scheme was designed for ice particles larger than 500 μm. According to Phillips 40,
when dealing with smaller sizes, it is advisable to set them to the nearest limit within the specified range.
Consequently, we limit the efficiency of BR to particles with a characteristic size exceeding 100 μm.
Regarding the ice habit, the Phillips parameterization provides two formulations depending on the
prevailing temperature range. Dendritic particles are considered between -17 and -12°C, while non-
dendritic planar ice particles are assumed outside this temperature range. Sotiropoulou 85 found minimal
sensitivity to the prescribed ice habit, and thus we adopt planar ice particles, which capture a wider
temperature range and are valid for a broader range of particle shapes. All secondary ice fragments
resulting from the BR mechanism are classified as cloud ice.

Another SIP process accounted for in ALLSIP is the DS mechanism. A detailed description of how M05
scheme was updated to include this process is provided in Georgakaki 62. DS involves two collision
modes, as outlined by Phillips 86. In the first mode, freezing and subsequent shattering occur when a
supercooled raindrop collides with a less massive cloud ice particle or when an INP triggers freezing in
immersion mode. The number of fragments generated in this mode are multiplied by the product of
droplet freezing and shattering probabilities, being described by the cubic interpolation functions found in
Phillips 86. The former is set to unity for temperatures below -6°C and zero for temperatures above -3°C,
while the latter depends on the size of the raindrop, being 0 for sizes smaller than 50 μm, 1 for sizes
larger than 60 μm. The second mode, involves collisions between raindrops and larger ice particles such
as snow or graupel 25. These collisions produce tiny ice fragments, which are introduced as cloud ice in
the number conservation equations. Larger fragments are classified depending on the specific collision
that triggered the freezing process of raindrops, which will in turn determine whether they will be treated
as graupel, snow, or frozen drops.

The last SIP process included in ALLSIP is SUBBR, which occurs when dendritic or heavily rimed particles
sublimate under subsaturated conditions within downdrafts, resulting in the detachment of ice parts (e.g.,
branches from dendrites) from the parent ice particle 47. A recent study by Deshmukh 69 introduced two
empirical formulations for the SUBBR of graupel and dendritic snow. When implemented into the M05
scheme, the former parameterization is valid throughout all temperatures provided that the RHi is less
than 100%. The latter is enabled at temperatures between -20≤T≤-10 °C, where the dendritic ice habit of
snow particles is favored 87. The number of fragments generated after SUBBR ( ) is determined by the
product:  , where K is a function of the initial size of the particle, ambient RHi, and a ventilation factor
associated with the fall speed of the particle, while M is the sublimated mass described by the M05
scheme. More details about this empirical parameterization can be found in Deshmukh 69.

The CR-SIM forward radar simulator

Forward simulators are valuable tools for converting model output into quantities that can be directly
compared with observations from remote sensing instruments. This enables a more accurate
assessment of the agreement between model predictions and real-world data. In our study, we utilized the
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outputs from the 3 WRF sensitivity simulations (i.e., CONTROL, DEMOTT, and ALLSIP) as input for the
Cloud Resolving Model Radar Simulator (CR-SIM) version 3.32 54. CR-SIM is compatible with various
microphysics schemes of WRF and has previously been employed to evaluate the performance of polar
WRF in representing Southern Ocean MPCs and snowfall microphysics 55,56. The T-matrix method is used
in CR-SIM to calculate the scattering properties of simulated frozen and liquid hydrometeors, which are
then organized into look-up tables. In our study, CR-SIM was configured as a vertically profiling radar
operating at 94 GHz, matching the frequency of the WProf deployed at VL. The radar beamwidth and
range resolution were also adjusted to align with the characteristics of the actual instrument. The CR-SIM
was run using a specific model grid point located closer to the VL station. The idealized simulated radar
variables (i.e., after correction for the total hydrometeor attenuation) are then provided at each vertical
model grid cell, facilitating straightforward comparisons with real observations.
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Figure 1

Time-height plots of radar reflectivity Zew from December 17 (22:00 UTC) to December 19 (12:00 UTC),
2021, displaying (a) measurements by the WProf radar deployed at VL, and simulations coupling the CR-
SIM radar simulator with the (b) CONTROL, (c) DEMOTT, and (d) ALLSIP WRF model set-ups. The
observed Doppler spectral skewness is also superimposed in panel (e). The LWP timeseries at VL,
measured by the joint radiometer and simulated by WRF, is shown in the last panel (f). Note that the
simulated LWP takes into account both cloud droplets and raindrops. The turquoise boxes indicate the
three distinct cloud periods used to extract statistics. Temperature contours (in °C) are from the
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CONTROL simulation of WRF in (a, b, e), and from the DEMOTT and ALLSIP simulations in (c) and (d),
respectively.

Figure 2

Time-height plots of total ICNCs produced by the (a) CONTROL, (b) DEMOTT, and (c) ALLSIP simulations
for the period December 17 (22:00 UTC) to December 19 (12:00 UTC), 2021. The black contours in all
panels represent temperature isotherms, while the red contours in (a) and (b) show areas where
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snowflake aggregation rates exceed 10-5 L-1s-1. Note that the tendencies due to snow aggregation are
presented in absolute values. The black hatched lines in (a) indicate regions that are supersaturated with
respect to ice. In panel (c), the contours represent each active SIP rate: purple solid (dashed) contours
indicate regions where BR rates exceed 10-2 (10-3) L-1 s-1, while cyan (magenta) contours show regions
where DS (SUBBR) rates exceed 10-5 (10-4) L-1s-1. Note that the tendencies of snowflake aggregation
predicted by ALLSIP are presented in Supplementary Fig. 6.

Figure 3
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Same as in Fig. 2, but now the color shading represents the total LWC predicted by (a) CONTROL, (b)
DEMOTT, and (c) ALLSIP simulations for the period December 17 (22:00 UTC) to December 19 (12:00
UTC), 2021. The black contour lines represent again the temperature isotherms, while in all three panels
the yellow (orange) contours indicate the regions, where riming (vapor deposition) rates exceeds 10-5 g m-

3 s-1.

Figure 4

Synergistic insights from WProf radar Doppler spectra and WRF predictions: (a) Example of the WProf
reflectivity spectrogram collected on December 18 at 03:55:10 UTC, during the nimbostratus cloud period.
A horizontal white line around 1.2 km marks a sampling gap in a small radar volume between the first
and second chirp. Note that 1dBsZ = 10log10 (1mm6m−3 (ms−1)−1); (b) Median vertical profiles of
observed and simulated radar reflectivity extracted during the nimbostratus cloud period. The grey line
represents the median WProf observations, while the black, cyan, and blue lines denote the results from
the CONTROL, DEMOTT, and ALLSIP simulations, respectively; (c) Median vertical profiles (extracted from
the ALLSIP simulation over a 10-min time window centered around the chosen spectrogram) of the
number tendency due to BR (purple line) and snow aggregation (red line) shown in the lower x-axis, while
the mass tendencies due to riming (yellow) and vapor deposition (orange) are shown in the upper x-axis.
The shaded regions correspond to the IQR, while the temperature contours superimposed in these panels
are from the ALLSIP simulation. Note that the tendency due to snow aggregation in panel (c) is presented
in absolute values.
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Figure 5

Same as in Fig. 4, but the information is extracted from December 18 at 09:19:54 UTC, during the seeder-
feeder cloud period. In panel (c) the magenta line indicates the median vertical profile of the number
tendency due to SUBBR shown in the lower x-axis.
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