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## Abstract

Since the advent of internet and mass communication, two public-key cryptographic algorithms have shared the monopoly of data encryption and authentication: Diffie-Hellman and RSA. However, in the last few years, progress made in quantum physics -and more precisely in quantum computing- has changed the state of affairs. Indeed, since Shor's algorithm was published in 1994, we know that both Diffie-Hellman and RSA could be broken by a quantum computer. This motivated the National Institute of Standards and Technology in the US (NIST) to launch in 2017 a call for Key-Encapsulation Mechanism (KEM) and Signature schemes that resist quantum computers, i.e. Post-Quantum schemes.
An important building block that is used in the construction of most Post-Quantum KEMs is the Fujisaki-Okamoto (FO) transform, that compiles a passively secure (IND-CPA) KEM into an actively secure (IND-CCA) one. In short, the transform works by modifying the underlying decryption procedure as follows: the ciphertext is decrypted into some plaintext, which is output only if its re-encryption is equal to the input ciphertext.

In this thesis, we first focus on the security of Post-Quantum KEMs. In particular, we show that it is critical that the FO transform is properly implemented and never leaks information on the decrypted plaintext unless the re-encryption check passes. More precisely, for many of the KEMs proposed to the NIST standardisation process, we demonstrate that it is possible to recover the secret key with a few thousand decryptions if the leakage mentioned above is present. We then prove that schemes based on the rank metric, such as RQC, are somewhat immune to our kind of attacks.

We then focus on combiners, or how to combine several primitives together to obtain a more secure one. We introduce a construction that generalises the FO transform by taking several IND-CPA Public-Key Encryption schemes (PKEs) and outputting one IND-CCA KEM that is secure as long as one of the underlying PKEs is secure. This is an interesting property as many of the assumptions Post-Quantum cryptography is based on are relatively new and have been less studied, and are therefore more likely to suffer a devastating cryptanalysis.

Then, based on the observation that the re-encryption step in the FO transform is expensive, we tackle the question of whether this can be improved. It turns out that a previous result by Gertner et al. rules out such a possibility in the classical model, in other words an INDCPA to IND-CCA black-box transform must re-encrypt in the decryption. We generalise this
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impossibility result to the post-quantum setting.

In a subsequent chapter, we show that if the security requirement can be lowered from INDCCA to IND-qCCA (i.e. the adversary can only obtain a constant number $q$ of decryptions), the re-encryption is actually not needed. We also observe that this security notion is sufficient in many applications, making this result most impactful. Using similar proof techniques, we then solve a theoretical open question and prove that IND-CPA KEMs can be used in TLS 1.3 instead of Diffie-Hellman.

Finally, we present K-Waay, a Post-Quantum replacement for the X3DH key-exchange that is notably used in Signal and WhatsApp. Our protocol is faster than previous work and the only non-standard primitive used is a variant of the well-studied Frodo key-exchange.

## Résumé

Depuis l'avènement d'Internet, deux systèmes cryptographiques se sont historiquement partagés le monopole du chiffrement des données et de l'authentification : Diffie-Hellman et RSA. Cependant, les récentes avancées en physique quantique - et plus précisément en informatique quantique - ont bouleversé cet état de fait. En effet, on sait depuis la publication de l'algorithme de Shor en 1994 que Diffie-Hellman et RSA peuvent être cassés par un ordinateur quantique. Les progrès dans ce domaine ont incité l'Institut National des Standards et de la Technologie (NIST) aux Etats-Unis à lancer en 2017 un processus afin de trouver un Méchanisme d'Encapsulation de Clé (KEM) et un système de signature digitale qui seraient capables de résister aux ordinateurs quantiques. De tels algorithmes sont appelés "post-quantiques". Un outil important dans la construction des KEMs post-quantiques est la transformée de Fujisaki-Okamato, qui convertit un KEM passivement sûr (IND-CPA) en un KEM activement sûr (IND-CCA).

Dans la première partie de cette thèse, nous nous concentrons sur la sécurité des KEMs postquantiques. Nous montrons d'abord qu'il est indispensable que la transformée de FujisakiOkamoto soit implémentée correctement. Plus précisément, pour la plupart des KEMs proposés à la standardisation, nous démontrons qu'il est possible de retrouver la clé secrète après quelques milliers de déchiffrements si un certain type d'information fuite. Nous prouvons ensuite que des systèmes basés dans la métrique de rang tel que RQC sont plus résistants à ce genre d'attaques.

Nous nous concentrons ensuite sur la notion de combineurs : des algorithmes qui combinent plusieurs primitives cryptographiques ensemble afin d'obtenir un nouveau système plus sûr. Nous présentons une construction qui généralise la transformée de Fujisaki-Okamoto en ce sens qu'elle prend plusieurs systèmes à chiffrement publique (PKEs) et retourne un KEM qui est IND-CCA du moment qu'un seul des PKEs sous-jacents est IND-CPA.

Fort du constat que l'étape de rechiffrement dans la transformée de Fujisaki-Okamoto est coûteuse en terme de temps, nous nous attaquons à la question de savoir si ce calcul est réellement nécessaire. Il s'avère qu'un résultat précédent de Gertner et al. confirme que c'est le cas dans le modèle classique. En d'autres mots, les auteurs démontrent qu'une transformée en mode boîte-noire entre un algorithme IND-CPA et un autre IND-CCA nécessite un rechiffrement dans la fonction de déchiffrement. Nous généralisons ce résultat au monde
post-quantique.

Dans le chapitre qui suit, nous prouvons que si la sécurité peut être abaissée à IND-qCCA (c'est-à-dire que l'adversaire peut obtenir un nombre constant $q$ de textes déchiffrés), cette étape de rechiffrement n'est pas indispensable. Nous soulignons aussi que la notion de INDqCCA est suffisante dans pléthore d'applications, ce qui rend ce résultat intéressant aussi bien au niveau pratique que théorique. Enfin, en utilisant notre technique de preuve, nous résolvons une question ouverte en prouvant qu'un KEM IND-CPA peut être utilisé dans le protocole TLS 1.3 à la place de Diffie-Hellman.

Enfin, nous présentons K-Waay, une alternative post-quantique au protocole d'échange de clé X3DH notamment utilisé dans Signal et WhatsApp. Notre construction est plus rapide que les protocoles similaires existants et la seule primitive non-standard utilisée est une variante de Frodo.
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## 1 Introduction

Transmitting gibberish on a channel hoping that only the intended recipient will be able to extract meaningful information out of it: that is the original goal of cryptography summed up. From the early primitive ciphers relying on the limited computational capacity of the human brain for security, cryptography evolved into a fully fledged science following the advent of computers in the second half of the 20th century. Along the way, the field started to encompass more concepts than mere confidentiality of information, like authenticity, integrity or, more recently, deniability. A significant milestone in the history of cryptography is the discovery of public-key cryptography in the 1970s, and in particular the invention of the Diffie-Hellman $(\mathrm{DH})$ key exchange and the RSA encryption and signature schemes. The great strength of these constructions is that they can be proven secure assuming the computational hardness of a problem. This concept is central to the present thesis and is known today as provable security.

Meanwhile, in the seemingly unrelated field of physics, progress in quantum mechanics resulted in the formalisation of quantum computing in the 1980s. Instead of conveying and storing information in electrical voltage as classical computers do, their quantum counterparts process quantum particles like photons to perform computations. The link with cryptography was established in the early 1980s, when Bennett and Brassard [BB84] proposed their quantum key distribution (QKD) algorithm proven secure under the mere laws of physics. However, it is only in 1994 that quantum computers became a serious cause of concern for cryptographers, with the publication by Shor [Sho94] of a quantum algorithm that could solve both the discrete logarithm and factoring problems, which underpin the security of Diffie-Hellman and RSA.

Post-Quantum cryptography \& NIST standardisation process. While only theoretical at first, the risk posed by Shor's algorithm was seen by many as an opportunity to develop cryptosystems based on computational problems that could resist quantum computers and offer interesting properties. The study of these quantum resistant schemes is what is known as post-quantum ( PQ ) cryptography and is the topic of this thesis. Among these post-quantum assumptions, the most famous one is probably the learning with error (LWE) hardness assumption proposed by Regev in 2005 [Reg05], which postulates that, given ( $a, a \cdot s+e$ ) where
$a, s \in \mathbb{Z}_{q}^{n}, e \in \mathbb{Z}_{q}$, and $s, e$ are "small", recovering $s$ is hard. Since its introduction, the LWE problem or variants of it have been used in countless applications, from public-key encryption to multi-party computation.

In the 2010s, efforts and breakthroughs in quantum computing started to make part of the security and cryptography community feel uneasy. This led the US National Institute of Standards and Technology (NIST), in 2017, to launch a call for standardisation of post-quantum public-key schemes. More than 60 proposals of key-encapsulation mechanisms (KEMs), public-key encryption (PKEs) and signature schemes were received. In 2022, the NIST decided to standardise one KEM and three signature schemes, namely CRYSTALS-Kyber, CRYSTALSDilithium, Falcon and SPHINCS ${ }^{+}$. Several other KEMs (BIKE, Classic McEliece, HQC and SIKE) were also labelled as "alternate candidates" and will be considered for later standardisation, except SIKE that was later broken by Castryck and Decru [CD23]. It is worth noting that out of the four algorithms selected, only one (SPHINCS ${ }^{+}$) is not based on a problem involving lattices. This drove the NIST to issue another call for post-quantum signatures based on different assumptions, which is ongoing at the time of writing.

Overall, the NIST standardisation process brought a spotlight on the field of post-quantum cryptography and induced a massive effort by researchers from all over the world; this thesis is a modest contribution to this endeavour. Quantum computers powerful enough to break cryptography might never exist, but PQ cryptosystems will be deployed and thus need to be secure.

IND-CPA/CCA KEMs and Fujisaki-Okamoto. Let's now dive into the details of post-quantum key-encapsulation mechanisms (KEMs), which are central to this thesis. The notion of a KEM was first proposed by Shoup in 2001 [Sho01] for an ISO standard and can be seen as the formalisation of a public-key encryption (PKE) system that always encrypts a random symmetric key. That is, in a PKE, the encryption algorithm takes the receiver's public key and a message, and outputs a ciphertext, whereas in a KEM, the encapsulation procedure takes the receiver's public key only, and outputs a random key and a ciphertext that contains the key. Both the decryption of a PKE and the decapsulation of a KEM work similarly, except the KEM outputs the key that was encrypted in the ciphertext instead of the message. An illustration of the working flow of both primitives is given in Figure 1.1. Cramer and Shoup [CS03] then proved that combining a KEM with a block cipher (using the symmetric key output by the encapsulation function to encrypt symmetrically the message) was equivalent to building a PKE. This construction, known today as the "KEM/DEM paradigm", turned out to be extremely popular as it reduces the problem of designing a PKE to the problem of designing a KEM. It also gives a simple and efficient recipe for building PKEs for arbitrary long messages.

Two notions of security are usually considered for KEMs: security against passive adversaries also called security against chosen plaintexts attacks (CPA) and security against active adversaries, also called security against chosen ciphertexts attacks (CCA). Assuming a suitable


Figure 1.1: Illustration of the difference between a PKE (top) and a KEM (bottom).
block cipher is used, the KEM/DEM paradigm implies that a CPA (resp. CCA) KEM can be used to build a CPA (resp. CCA) PKE. As a consequence, most of the NIST PQ proposals were CCA-secure KEMs and not PKEs. More precisely, the way a vast majority of these schemes are built is as follows:

1. A CPA-secure PKE is built from a post-quantum hardness assumption (e.g. LWE).
2. The CPA-secure PKE is compiled into a CCA-secure KEM using a technique known as the Fujisaki-Okamoto transform.

Thus, in short, a weak PKE is transformed into a strong KEM that can itself be used to build a strong PKE through the KEM/DEM paradigm.

The core component of the recipe given above is the Fujisaki-Okamoto (FO) transform or variations of it (called FO-like transforms in this dissertation) that take a CPA-secure scheme and output a CCA-secure one. The original construction was proposed by Fujisaki and Okamoto in 1999 [FO99; FO13] and was building a strong PKE out of a weak one. Newer variants like Hofheinz et al.'s [HHK17] build a KEM out of a PKE and these are the ones used by the NIST candidates. At a high level, these transforms work as follows:

1. The encapsulation function of the KEM samples a random key $k$ and encrypts it with the underlying PKE using the hash of the key $k$ as the source of randomness: ct $\leftarrow$ Enc(pk, $k ; H(k)$ ), with $H$ a hash function modelled as a random oracle, a concept we discuss in more details in the next paragraph. The ciphertext is then simply ct and the key is $k$.
2. In order to decapsulate, the KEM first decrypts the ciphertext ct to get the key $k^{\prime}: k^{\prime} \leftarrow$ $\operatorname{Dec}(\mathrm{sk}, \mathrm{ct})$. Then, it re-encrypts $k^{\prime}$ into a ciphertext ct': $\mathrm{ct}^{\prime} \leftarrow \operatorname{Enc}\left(\mathrm{pk}, k^{\prime} ; H\left(k^{\prime}\right)\right)$. Finally, it outputs the key $k^{\prime}$ if $\mathrm{ct}=\mathrm{ct}^{\prime}$, otherwise nothing (or an error).

Informally, we see that due to the de-randomisation step in the encapsulation, each key is associated to a unique ciphertext. Then, in the decapsulation, the KEM checks that the ciphertext corresponds to the decrypted key and aborts otherwise.

ROM. One thing that might seem off in the FO transform presented above is the use of $H(k)$ as the source of randomness. Indeed, one could argue that Enc(pk, $k ; H(k)$ ) might not be secure even though the underlying encryption function is when used with random coins instead of $H(k)$. This intuition is actually correct and the security of the FO construction can only be proven in a model where the hash function $H$ is assumed to be perfectly random. That is, $H$ returns a value sampled uniformly at random on each fresh query and can only be accessed as an external oracle by the different parties. This abstraction is called the Random Oracle Model (ROM) and, like many cryptosystems used in practice, most of the constructions presented in this thesis are proven secure in this ideal model only.

The ROM was first introduced by Bellare and Rogaway in 1993 [BR93] as a way to prove the security of protocols that are much more efficient than their counterparts in the so-called standard model (in opposition to the ROM). In order to understand why the ROM is so powerful, we need to understand how security is proved: if we want to prove that a primitive $Q$ is secure, we first assume that another primitive or problem $P$ is hard to break/solve. Then, we show that if some algorithm $\mathscr{A}$ can break Q , one can build another algorithm $\mathscr{B}$ that breaks or solve P , where typically $\mathscr{B}$ uses $\mathscr{A}$ as a subroutine. Now, in the ROM, $\mathscr{A}$ will typically query the random oracle $H$ on some "important" values that might help $\mathscr{B}$ break its own primitive. Thus, $\mathscr{B}$ can observe these queries and exploit them, whereas in the standard model $H$ would simply be a hash function that can be implemented directly by $\mathscr{A}$, making the computation of hash values invisible to $\mathscr{B}$. The FO transform example mentioned above perfectly illustrates how the ROM can be helpful: by the uniform distribution of $H$, Enc (pk, $k^{\prime} ; H\left(k^{\prime}\right)$ ) looks exactly the same as Enc(pk, $k^{\prime}$; random coins) to any party, unless the latter queries $H\left(k^{\prime}\right)$. In turn, such a query would mean that $k^{\prime}$ is known and that would break the security of the encryption scheme.

The idealised properties of the ROM have sparked fierce debates among cryptographers throughout the years on whether security in this model is meaningful or not (see e.g. [KM15] for a summary). The detractors would say that a random oracle has little to do with a real hash function, which must be simply collision and preimage resistant. In addition, it was proven that ROM security does not imply standard security by Canetti et al. [CGH04]. That is, they showed that there exists a scheme that is secure in the ROM but insecure when the random oracle is instantiated with any hash function. Since then, several other works demonstrated similar results [GK03; BBP04].

On the other hand, advocates of the ROM would argue that these counterexamples are contrived and "unnatural". In addition, no real-world protocol or cryptosystem proven secure in the ROM has ever been broken unless the underlying assumption turned out to be insecure in the first place. This supports the idea that the ROM is a good heuristic. The dispute has been
somewhat settled by practitioners, as an overwhelming majority of the schemes deployed in practice are only proven secure in the ROM or other similar ideal model. Among these we can mention RSA-OAEP, (EC)DSA, signatures and NIZKs based on the Fiat-Shamir transformation, key-exchange schemes based on the PRF-ODH assumption, and consequently all protocols that integrate one or several of these primitives, like X3DH and TLS 1.3. Last but not least, post-quantum KEMs can also be added to the list.

In conclusion, as this thesis is concerned with efficient schemes that are meant to be widely adopted by the public, the ROM is somewhat unavoidable and we will use it extensively.

QROM. The rationale behind the ROM is that hash functions are used by parties as blackboxes that output random-looking strings. However, in a quantum world, it is conceivable that quantum algorithms could access theses black-boxes (i.e. the hash functions) in superposition. That is, instead of querying the random oracle $H(x)$ for some value $x$, the quantum parties would have access to a unitary that computes the operation: $|x, y\rangle \mapsto|x, y \oplus H(x)\rangle$. Informally, for the reader unfamiliar with quantum notation, this means that an algorithm could, with one query, store all possible values of the random oracle in a state; then, in a later stage, it could extract a random value out of it. This new model, called Quantum Random Oracle Model (QROM) was introduced by Boneh et al. in 2011 [Bon+11] and it is now customary for post-quantum schemes to be proven secure in the QROM.

It turns out that translating existing ROM proofs to the QROM setting is challenging. One of the main reasons is that quantum queries made by an algorithm $\mathscr{A}$ cannot be observed by $\mathscr{B}$ : all $\mathscr{B}$ can see is a quantum state that cannot be measured at the risk of $\mathscr{A}$ noticing it. Coming back to the FO example, one cannot argue in the QROM that " $\mathscr{A}$ cannot distinguish between $H\left(k^{\prime}\right)$ and a uniform value unless $H\left(k^{\prime}\right)$ was queried and is observable by other parties". Indeed, $H\left(k^{\prime}\right)$ might have been queried in the superposition and thus is "hidden" from external observers' view. Several other subtle issues we will not detail here can also arise in this model. However, many techniques to remedy these problems have been proposed, among those we can cite the One-Way to Hiding lemma (OW2H) [Unr15] and the compressed oracle technique [Zha19]. Leveraging these, we prove most of the constructions presented in this thesis secure in the QROM.

## Outline of the Thesis

The core of this thesis is divided in eight chapters, including the present introduction and the conclusion. We briefly summarise each of them below.

First, in Chapter 2, we introduce the notation used throughout this document and we recall useful primitives and concepts. In particular, we formally define PKE, KEMs and the corresponding security notions. We also present the random oracle model and FO-like transforms in detail. Finally, we give a short introduction to the QROM and we state several related
lemmas.
In Chapter 3, we develop misuse attacks against several PQ KEMs submitted to the NIST standardisation process. The threat model is as follows: we assume public keys are reused multiple times by parties and that the adversary has access to an oracle that, on input $\mathrm{ct}, k$, returns whether $\operatorname{Dec}(s k, c t)=k$, where $\operatorname{Dec}$ is the decryption function of the underlying PKE (which is used to build the KEM through a FO-like transform). This corresponds to a reallife scenario where the FO transform is badly implemented and leaks the decrypted key -or simply whether it is equal to some other key- regardless of the result of the re-encryption check. Alternatively, such a leakage could be obtained through side-channels (e.g. time of execution, power consumption, electromagnetic radiations, etc.). We show that in this setting, the secret key can be recovered with a few thousand queries to the oracle in most of the schemes considered, completing the full picture of misuse attacks against PQ KEMs that had passed to the second round of the NIST process. The high-level strategy behind our attacks is always the same, it consists of learning the noise that is induced by the encryption in these schemes. Then, solving an equation is enough to recover the secret key. The only algorithm that seems to somewhat resist this tactic (i.e. $\approx 2^{38}$ queries needed to recover the key) is RQC [Mel+19a], a KEM based on the hardness of the syndrome decoding problem in the rank metric, that was discarded by NIST after the second round. We prove that resistance to the noise learning technique is inherent to rank-based schemes, hinting that constructions based in such a metric are more robust against misuse attacks than others.

In Chapter 4, we look to strengthen the security of post-quantum cryptosystems. One simple way to achieve this goal is to combine several schemes together into another one that is secure as long as one (or more) of the underlying algorithms is secure. The way the underlying blocks are merged into one is called a combiner in the literature. CCA-secure KEM combiners have been proposed before [GHP18; Bin+19a] and these constructions all work in a similar fashion: if $\mathscr{C}$ is the combiner and $\mathrm{KEM}_{1}, \ldots, \mathrm{KEM}_{n}$ are KEMs , then $\mathscr{C}\left[\mathrm{KEM}_{1}, \ldots, \mathrm{KEM}_{n}\right]$ outputs a CCAsecure KEM if there exists $i \in\{1, \ldots, n\}$ s.t. KEM $_{i}$ is CCA-secure. We propose another kind of combiner that generalises the concept of FO-like transforms as follows: let $\mathscr{F}$ be our type of combiner and $\mathrm{PKE}_{1}, \ldots, \mathrm{PKE}_{n}$ be PKEs, then $\mathscr{F}\left[\mathrm{PKE}_{1}, \ldots, \mathrm{PKE}_{n}\right]$ is a CCA-secure KEM if there exists $i \in\{1, \ldots, n\}$ s.t. $\mathrm{PKE}_{i}$ is CPA-secure. In the context of the NIST post-quantum proposals, this has the advantage of being simpler and more efficient as one transform can be applied on the underlying PKEs to get a combined KEM, instead of applying a FO-transform $n$ times and then applying a KEM combiner. We present several of these FO-like combiners, some proven in the ROM and others in the QROM, and we thoroughly formalise the theory underlying our constructions. In a second part of the chapter, we investigate which of the second round NIST algorithms should be combined together to maximise security and/or efficiency.

In Chapter 5, we study the efficiency of FO-like transforms and whether it is possible to do better. In particular, the main overhead of these transforms compared to the underlying CPA-secure PKE they take as input comes from the re-encryption step at decryption. A natural question is therefore whether this extra computation can be removed. It turns out that Gertner
et al. [GMM07] proved it is not possible in the standard model (their result readily extends to the ROM as well). More precisely, they showed that there is no black-box construction of CCA-secure scheme from a CPA-secure one, under the restriction that the decryption function of the former does not call the encryption function of the latter, i.e. FO-like transforms are evidently not covered by this result. Removing this limitation and proving a general separation between CCA and CPA in the standard model is still a major open problem in theoretical cryptography. On our side, we generalise Gertner et al.'s result to the post-quantum setting, i.e. the primitive must still be computable classically but the adversaries/the reduction can be quantum. Following the original work, our proof uses the two-oracle techniques by Hsiao and Reyzin [HR04], which for us boils down to showing that there are two oracles $(O, R)$ s.t. $O$ can be used to build a PQ CPA-secure PKE, but there exists an adversary that uses $O$ and $R$ than can break any PQ CCA construction (with the restriction mentioned above). The main part of the demonstration is to show that $O$ is a CPA-secure PKE even if adversaries have quantum black-box access to $R$. To do so, we reduce to several (information-theoretically) hard quantum problems.

In Chapter 6, motivated by the previous negative result, we explore the potential use-cases of post-quantum KEMs and identify several of them that do not require full CCA security but some weaker security. Among these applications, we can cite TLS 1.3, a variant of it called KEMTLS designed by Schwabe et al. [SSW20a], and ratcheting primitives. These protocols require only 1 CCA , or more generally qCCA-secure KEMs, where $q$ is a constant that denotes the number of decryptions the adversary is allowed to know (note that in normal CCA, the number of decryption queries the adversary can do is not fixed a priori). We introduce two very simple transforms that take a CPA-secure PKE/KEM and outputs a qCCA secure KEM. In particular, our constructions do not induce a re-encryption step, offering a $\approx 2 \times$ speed-up at decryption compared to the CCA secure KEM obtained through a FO-like transformation. Both our designs are proven secure in the ROM and QROM. Then, using similar proof techniques, we solve an open question raised in previous work (e.g. [PST20; Dow+20]), and prove that replacing Diffie-Hellman in TLS 1.3 with CPA-secure KEMs is sound in the ROM. This result is mainly theoretical, as our proof incurs a large security loss which would not offer any security guarantees when instantiated with practical parameters. However, when replacing CPA-secure KEMs with 1CCA-secure ones, the security bound becomes similar to the one of (classical) TLS 1.3 [Dow+20]. Also, thanks to our transforms, 1CCA-secure KEMs can offer performances similar to their CPA-secure counterparts.

In Chapter 7, we present K-Waay, a post-quantum variant of X3DH, the key-exchange algorithm used in the Signal protocol. The challenge when designing a X3DH-like scheme is that it must fulfil two properties: deniability, which means parties can plausibly deny having completed key exchange and asynchronicity, which means parties can immediately derive keys after uploading them to a central server. Without the first requirement, X3DH could trivially be made post-quantum using KEMs and signatures only; without the second requirement, KEMs would suffice. In order to satisfy both, K-Waay uses at its core a split-KEM, a primitive introduced by Brendel et al. [Bre+21] that we augment with two security properties (deniability
and unforgeability) that are needed to prove our key-exchange protocol secure and deniable. Then, we instantiate a split-KEM based on Frodo key exchange [Bos+16], which itself relies on the LWE assumption: our proofs might be of independent interest as we show it satisfies our novel unforgeability and deniability security notions. Compared to existing PQ X3DH proposals [Has+22; Bre+22], K-Waay does not use ring signatures, which are generally not proven secure in the QROM unlike our split-KEM, and are slower than standard primitives like KEMs. Then, we provide a thorough benchmark of both K-Waay and existing X3DH protocols. Our results show that, even when using plain LWE and a conservative choice of parameters, K-Waay is significantly faster than previous work.
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## 2 Preliminaries

In this chapter, we introduce the notation and concepts used throughout this thesis.

### 2.1 Notation

Sets and sampling. We denote by $[n]$ (resp. $[n]_{-}$) the set $\{1, \ldots, n\}$ (resp. $\{0, \ldots, n-1\}$ ). For $\mathscr{A}$ a randomised algorithm, we write $b \longleftarrow \$ \mathscr{A}$ to indicate $b$ is set to the value output by $\mathscr{A}$. Similarly, if $\Psi$ (resp. $\mathscr{X}$ ) is a distribution (resp. a set), then $x \leftarrow \$ \Psi$ (resp. $x \leftarrow \$ \mathscr{X}$ ) means that $x$ is sampled from $\Psi$ (resp. uniformly at random from $\mathscr{X}$ ). If $x$ is a vector of dimension $n$ or a polynomial of degree $n-1$, we write $x \leftarrow \$ \Psi^{n}$ to say that each component/coefficient of $x$ is sampled independently from $\Psi$. For $f$ any function, $\operatorname{Im}(f)$ denotes its image.

Multiplication. The multiplication in multiplicative groups, rings, and fields is denoted by $\times$, $\cdot$, or even nothing.


#### Abstract

Algorithms and oracles. We denote by $1_{P}$ the indicator function which returns 1 if the predicate $P$ is fulfilled and 0 otherwise. For any algorithm $\Gamma$ that takes an input $x$, we write " $\Gamma(x) \Rightarrow b$ " to denote the event $\Gamma(x)$ outputs $b$. Also, when it is clear from the context, we write that same event " $\Gamma \Rightarrow b$ " or even " $\Gamma$ " when $b=1$. In a game, we write abort to mean that the algorithm is stopped (i.e. the adversary "loses" the game).

For any classical algorithm $\mathscr{A}$ and $\mathscr{O}_{1}, \ldots, \mathscr{O}_{n}$, we write $\mathscr{A}^{\mathscr{O}_{1}, \ldots, \mathscr{O}_{n}}$ to denote the fact that $\mathscr{A}$ has black-box access to $\mathscr{O}_{1}, \ldots, \mathscr{O}_{n}$. When $\mathscr{A}$ computes $\mathscr{O}_{i}(x)$ for some input $x$, we say $\mathscr{A}$ queries $\mathscr{O}_{i}$. For any quantum algorithm $\mathscr{A}$ and unitaries $\mathscr{O}_{1}, \ldots, \mathscr{O}_{n}$, we write $\mathscr{A}^{\mathscr{O}_{1}, \ldots, \mathscr{O}_{n}}$ to denote the fact that $\mathscr{A}$ can use the unitaries $\mathscr{O}_{1}, \ldots, \mathscr{O}_{n}$ as black-boxes. When $\mathscr{A}$ uses $\mathscr{O}_{i}$, we say $\mathscr{A}$ queries $\mathscr{O}_{i}$. Sometimes, a quantum adversary has classical access to an oracle (e.g. a decryption oracle) but quantum access to another (e.g. a random oracle). In this case, we write $\mathscr{A}^{\mathscr{O},|H\rangle}$ to denote that $\mathscr{A}$ can only query $\mathscr{O}$ classically but has quantum access to the oracle $H$, or simply $\mathscr{A}^{0, H}$ when it is clear from the context.


$$
\begin{array}{ll}
\Gamma^{1-2} \\
\hline 1: & x \leftarrow 0 \quad / / \Gamma^{1} \\
2: & x \leftarrow 1 \quad / / \Gamma^{2} \\
3: & \text { return } x
\end{array}
$$

Figure 2.1: Pseudocode example.

If $\mathscr{A}(x)$ is a randomised algorithm running on input $x$, it is assumed that enough random coins are implicitly passed to $\mathscr{A}$. We sometimes write $\mathscr{A}(x ; r)$ to denote the fact that $\mathscr{A}$ is run with random coins $r$.

We say an algorithm is efficient if it is a probabilistic polynomial-time (ppt) or quantum polynomial-time (qpt) algorithm.

Pseudocode and error symbol. Errors are denoted with the symbol $\perp$. In pseudocode, several algorithms/games are often compressed into one with comments specifying which line is executed in which game. We give an example in Figure 2.1, where two games $\Gamma^{1}$ and $\Gamma^{2}$ are made explicit. In $\Gamma^{1}$, only lines 1 and 3 are executed ( 0 is returned) and in $\Gamma^{2}$ only lines 2 and 3 are executed ( 1 is returned).

Vectors and rounding. For some vector or polynomial $x, x_{i}$ is the $i$-th coefficient and $(x)_{i}$ is the subset composed of the $i$-th first coefficients of $x$. For $x \in \mathbb{Z}_{q}$, we write $x^{\prime}=\langle x\rangle_{q}$ for the unique integer $x^{\prime} \in\left(-\left\lfloor\frac{q}{2}\right\rfloor,\left\lfloor\frac{q}{2}\right\rfloor\right\rfloor$ s.t. $x^{\prime} \equiv x(\bmod q)$. We denote by $\lceil x\rfloor$ rounding $x$ to the nearest integer, with ties rounded up. If $f$ is a function defined on a component of a vector (or polynomial) $v$, we write $f(v)$ to denote the function being applied to each component of $v$.

Negligible function. We denote by negl $(\lambda)$ any negligible function in a given parameter $\lambda$. When it is clear from the context, we sometimes shorten the notation to negl. We recall that a function $f(\lambda)$ is negligible in $\lambda$ iff $\forall c \in \mathbb{Z} \exists \lambda_{c}$ s.t. $\forall \lambda>\lambda_{c}|f(\lambda)|<\frac{1}{\lambda^{c}}$.

Advantage of an adversary. Security is often defined in terms of the probability of an adversary winning an experiment, called game. We refer to this probability as the advantage of the adversary. This quantity is denoted by $\operatorname{Adv}_{\Pi}^{\text {sec }}(\mathscr{A})$, where sec, $\Pi$, and $\mathscr{A}$ stands for the security definition, the primitive, and the adversary considered, respectively.

### 2.2 Primitives (PKE/KEM/Signatures/PRF)

In this section, we introduce the main cryptographic primitives employed in this dissertation as well as the corresponding security definitions. All security definitions are valid in both the

| $\operatorname{CORR}_{\mathrm{PKE}}(\mathscr{A})$ |  |
| :--- | :--- |
| $1:$ | $(\mathrm{pk}, \mathrm{sk}) \leftarrow \$ \operatorname{Gen}\left(1^{\lambda}\right)$ |
| $2:$ | $\mathrm{pt} \leftarrow \mathscr{A}^{H}(\mathrm{pk}, \mathrm{sk})$ |
| $3:$ | $\mathrm{ct} \leftarrow \operatorname{Enc}(\mathrm{pk}, \mathrm{pt})$ |
| $4:$ | return $l_{\operatorname{Dec}(\mathrm{sk}, \mathrm{ct}) \neq \mathrm{pt}}$ |

Figure 2.2: Correctness game with a random oracle $H$.
classical and quantum model of computation, depending on whether we let adversaries to be quantum algorithms or not.

### 2.2.1 Public-Key Encryption scheme

Definition 2.2.1 (Public-Key Encryption). A Public-Key Encryption scheme (PKE) is composed of three efficient algorithms Gen, Enc, Dec and is associated to a message space $\mathscr{M}$ :

- (pk, sk) $\leftarrow \$ \operatorname{Gen}\left(1^{\lambda}\right)$ : The key generation algorithm takes the security parameter $\lambda$ as input and outputs the public keypk and the secret keysk.
- ct $\leftarrow \$ \operatorname{Enc}(\mathrm{pk}, \mathrm{pt}):$ The encryption algorithm takes as inputs the public key pk and a plaintext $\mathrm{pt} \in \mathscr{M}$, and it outputs a ciphertext ct.
- $\mathrm{pt}^{\prime} \leftarrow \operatorname{Dec}(\mathrm{sk}, \mathrm{ct}):$ The decryption procedure takes as inputs the secret key sk and the ciphertext $\mathrm{ct} \in \mathscr{C}$, and it outputs a plaintext $\mathrm{pt}^{\prime} \in \mathscr{M} \cup\{\perp\}$.

Gen and Enc are probabilistic algorithms that can be made deterministic by adding random coins as inputs. The decryption procedure is deterministic.

Correctness. We define correctness as follows.
Definition 2.2.2 (Correctness). We consider the game CORR defined in Figure 2.2. We say a PKE scheme is $\delta\left(q_{H}\right)$ correct iffor any efficient adversary $\mathscr{A}$ making at most $q_{H}$ adversary to the random oracle $H$, we have

$$
\operatorname{Pr}\left[C O R R_{\mathrm{PKE}}(\mathscr{A}) \Rightarrow 1\right] \leq \delta\left(q_{H}, \lambda\right)
$$

where $\lambda$ is the security parameter. Note that we omit $\lambda$ from now on for the sake of simplicity. The correctness in the standard model is defined similarly except $\delta$ does not depend on $q_{H}$.

Intuitively, correctness means that no adversary can find with probability greater than $\delta\left(q_{H}\right)$ a plaintext such that its encryption does not decrypt to the original plaintext.

| $\underline{I N D}^{(1)} \operatorname{TKK}_{\text {PKE }}(\mathscr{A})$ | $\underline{\text { IND-ATK }}{ }_{\text {PKE }}{ }^{\text {( }}$ ( $)$ | Oracle $\mathscr{O}^{\text {Dec }}$ (ct) |
| :---: | :---: | :---: |
| 1: $b \leftarrow \$\{0,1\}$ | 1: (pk,sk) ¢\$Gen( $1^{\lambda}$ ) | 1: if $c t=t^{*}:$ return $\perp$ |
| 2: (pk,sk) ¢\$ Gen( $1^{\lambda}$ ) | 2: define ct ${ }^{*} \leftarrow \varnothing$ | 2: $\mathrm{pt}^{\prime} \leftarrow \operatorname{Dec}(\mathrm{sk}, \mathrm{ct})$ |
| 3: define ct** ${ }^{*}$ | 3: $\mathrm{pt}_{0}, \mathrm{pt}_{1} \leftarrow \mathscr{A}^{\mathscr{O}^{\text {ATK1 }}}(\mathrm{pk})$ | 3: return $\mathrm{pt}^{\prime}$ |
| 4: $\mathrm{pt}_{0}, \mathrm{pt}_{1} \leftarrow \mathscr{A}^{\mathscr{O}^{\text {ATK1 }}}(\mathrm{pk})$ | 4: ct ${ }^{*}$ ¢ $\mathrm{Enc}^{(p k, ~ p t ~}{ }_{b}$ ) |  |
| 5: ct ${ }^{*} \leftarrow$ Enc $\left(\mathrm{pk}, \mathrm{pt}_{b}\right)$ | 5: $b^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\text {ATK2 } 2}}\left(\mathrm{pk}, \mathrm{ct}^{*}\right)$ |  |
| $6: \quad b^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\text {ATK2 } 2}}\left(\mathrm{pk}, \mathrm{ct}^{*}\right)$ | 6: return $b^{\prime}$ |  |
| 7 : return $1_{b=b^{\prime}}$ |  |  |

Figure 2.3: Equivalent indistinguishability games and the decryption oracle.
Table 2.1: Oracles for IND and OW games.

| ATK | CPA | CCA1 | CCA |
| :---: | :---: | :---: | :---: |
| $\mathscr{O}^{\text {ATK1 }}$ | $\perp$ | $\mathscr{O}^{\text {Dec }}$ | $\mathscr{O}^{\text {Dec }}$ |
| $\mathscr{O}^{\text {ATK2 }}$ | $\perp$ | $\perp$ | $\mathscr{O}^{\text {Dec }}$ |


| ATK | CPA | PCA | VCA | PVCA |
| :---: | :---: | :---: | :---: | :---: |
| $\mathscr{O}^{\text {ATK }}$ | $\perp$ | $\mathscr{O}^{\text {PCO }}$ | $\mathscr{O}^{\mathrm{VCO}}$ | $\mathscr{O}^{\mathrm{PCO}}, \mathscr{O}^{\mathrm{VCO}}$ |

$\gamma$-spreadness. In some of the proofs, we need the ciphertexts of a PKE to be well-spread. That is, the probability to obtain a given ciphertext when encrypting should be negligible, or at least upper-bounded by some value. This idea is formalised in the following definition.

Definition 2.2.3 ( $\gamma$-spreadness). For any public key pk and plaintext pt , we define the minentropy of Enc(pk, pt) as

$$
\gamma(\mathrm{pk}, \mathrm{pt})=-\log \left(\max _{\mathrm{ct} \mathrm{\in} \in \mathscr{C}} \operatorname{Pr}[\mathrm{ct}=\operatorname{Enc}(\mathrm{pk}, \mathrm{pt})]\right),
$$

where the probability is taken over the randomness of Enc, the logarithm is in base 2, and $\mathscr{C}$ is the ciphertext domain. Then, we say that a PKE scheme is $\gamma$-spread iffor any public key pk and plaintext pt , we have $\gamma(\mathrm{pk}, \mathrm{pt}) \geq \gamma$. This implies that $\operatorname{Pr}[\mathrm{ct}=\operatorname{Enc}(\mathrm{pk}, \mathrm{pt})] \leq 2^{-\gamma}$.

Rigidity. When introducing transforms from Hofheinz et al. [HHK17], we will need the notion of rigidity, that states that either a ciphertext does not decrypt, or the decrypted message re-encrypts to the same ciphertext. Note that this property can hold only if the scheme has deterministic encryption.

Definition 2.2.4. We say a PKE PKE $=(\mathrm{Gen}, \mathrm{Enc}, \mathrm{Dec})$ is rigid iffor all $(\mathrm{pk}, \mathrm{sk})$ output by Gen and for all $\mathrm{ct} \in \mathscr{C}$, either $\operatorname{Dec}(\mathrm{sk}, \mathrm{ct})=\perp$ or $\operatorname{Pr}[\operatorname{Enc}(\mathrm{pk}, \operatorname{Dec}(\mathrm{sk}, \mathrm{ct}))=\mathrm{ct}]=1$.

## Indistinguishability.

| $\mathrm{OW}^{(1)} \mathrm{ATK}_{\text {PKE }}(\mathscr{A})$ | Oracle $\mathscr{O}^{\text {PCO }}(\mathrm{pt}, \mathrm{ct})$ |
| :---: | :---: |
| 1: (pk,sk) ¢\$Gen(1 ${ }^{\lambda}$ ) | 1: $\mathrm{pt}^{\prime}$ - Dec (sk, ct) |
| 2: $\mathrm{pt}^{*} \leftarrow \$ \mathcal{M}$ | 2 : return $1_{\mathrm{pt}^{\prime}=\mathrm{pt}}$ |
| $\begin{aligned} & \text { 3: } \quad \mathrm{ct}^{*} \leftarrow \operatorname{Enc}\left(\mathrm{pk}, \mathrm{pt}^{*}\right) \\ & 4: \quad \mathrm{pt}^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\mathrm{ATK}}}\left(\mathrm{pk}, \mathrm{ct}^{*}\right) \end{aligned}$ | Oracle $\mathscr{O}^{\mathrm{VCO}}\left(\mathrm{ct} \neq \mathrm{ct}^{*}\right)$ |
| 5: return $1_{\mathrm{pt}^{\prime}=\mathrm{pt}^{*}}$ | 1: $\mathrm{pt}^{\prime} \leftarrow \operatorname{Dec}(\mathrm{sk}, \mathrm{ct})$ <br> 2: return $1_{\text {pt }^{\prime} \in \mathscr{M}}$ |

Figure 2.4: One-Wayness games.

Definition 2.2.5 (PKE IND-CPA/CCA/CCA1). We consider the games induced by the pseudocode given on the left of Figure 2.3, where the oracles given in each game are defined as in the left of Table 2.1. A PKE scheme $\mathrm{PKE}=(\mathrm{Gen}, \mathrm{Enc}, \mathrm{Dec})$ is IND-ATK for ATK $\in\{\mathrm{CPA}, \mathrm{CCA}, \mathrm{CCA1}\}$ iffor any efficient adversary $\mathscr{A}$ we have

$$
\operatorname{Adv}_{\mathscr{A}, \mathrm{PKE}}^{\text {ind-atk }}:=\left|\operatorname{Pr}\left[\operatorname{IND}-\operatorname{ATK}_{\mathrm{PKE}}(\mathscr{A}) \Rightarrow 1\right]-\frac{1}{2}\right|=\operatorname{neg}(\lambda) .
$$

Equivalently, we can consider the games induced by the pseudocode given in the middle of Figure 2.3, where the oracles given in each game are defined as in the left of Table 2.1. Then, a PKE scheme $\mathrm{PKE}=(\mathrm{Gen}, \mathrm{Enc}, \mathrm{Dec})$ is IND-ATK for ATK $\in\{\mathrm{CPA}, \mathrm{CCA}, \mathrm{CCAl}\}$ iffor any efficient adversary $\mathscr{A}$ we have

$$
\operatorname{Adv}_{\mathscr{A}, \operatorname{PKE}}^{\text {ind-atk }}:=\left|\operatorname{Pr}\left[\operatorname{IND}-\operatorname{ATK}_{\mathrm{PKE}}^{\prime 1}(\mathscr{A}) \Rightarrow 1\right]-\operatorname{Pr}\left[\operatorname{IND}-\operatorname{ATK}_{\mathrm{PKE}}^{\prime 0}(\mathscr{A}) \Rightarrow 1\right]\right|=\operatorname{negl}(\lambda)
$$

Informally, these definitions state that no adversary should be able to distinguish between the encryption of two different messages. In IND-CCA, the adversary has further access to a decryption oracle that returns the decryption of any ciphertext except the challenge one ct*. In IND-CCA1, access to the decryption oracle is only granted before the challenge ciphertext is generated. We stress that the two definitions of indistinguishability we gave for each notion are equivalent, and we use them interchangeably in the rest of this thesis.

One-Wayness. We also recall four security definitions of one-wayness: One-Wayness under Chosen-Plaintext Attacks (OW-CPA), One-Wayness under Plaintext-Checking Attacks (OW-PCA), One-Wayness under Validity Checking Attacks (OW-VA), and One-Wayness under Plaintext and Validity Checking Attacks (OW-PVCA).

Definition 2.2.6 (One-Wayness and Plaintext/Validity Checking). Let $\mathscr{M}$ be the message space, PKE a PKE scheme, and we consider the games defined in Figure 2.4 with the different oracles as defined on the right in Table 2.1. Then, PKE is OW-ATK, for ATK $\in\{C P A, P C A, V C A, P V C A\}$, iffor any efficient adversary $\mathscr{A}$ we have

$$
\operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-a t k}(\mathscr{A}):=\operatorname{Pr}\left[\mathrm{OW}-\operatorname{ATK}_{\mathrm{PKE}}(\mathscr{A}) \Rightarrow 1\right]=\operatorname{negl}(\lambda)
$$

| KR-PCAPKE ${ }^{(A)}$ | Oracle $\mathscr{O}^{\text {PCO }}(\mathrm{pt}, \mathrm{ct})$ |
| :---: | :---: |
| 1: (pk,sk) $\leftarrow$ ¢ Gen $\left(1^{\lambda}\right)$ | 1: $\mathrm{pt}^{\prime} \leftarrow \operatorname{Dec}(\mathrm{sk}, \mathrm{ct})$ |
| 2: $\mathrm{sk}^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\mathrm{PCO}}}(\mathrm{pk})$ | 2 : return $1_{\mathrm{pt}^{\prime}=\mathrm{pt}}$ |
| 3: return $1_{\text {sk }}{ }^{\text {a }}$ sk |  |

Figure 2.5: KR-PCA game.
where $\operatorname{Pr}\left[\mathrm{OW}-\mathrm{ATK}_{\mathrm{PKE}}(\mathscr{A}) \Rightarrow 1\right]$ is the probability that the adversary wins the OW-ATK game.

These notions model the intuition that no adversary should be able to decrypt a ciphertext. Note that one-wayness is weaker than indistinguishability as one can distinguish if one can decrypt. Both the $\mathscr{O}^{\mathrm{PCO}}$ and $\mathscr{O}^{\mathrm{VCO}}$ oracles model reaction attacks, where the adversary is able to check if a decrypted ciphertext matches a certain plaintext (PCA) or whether the decryption is successful (VCA). Bleichenbacher's attack is a famous example of a VCA [Ble98].

Remark. Any perfectly correct and deterministic OW-CPA PKE system is OW-PCA. Indeed, since the encryption is deterministic, an adversary can always compute $1_{\text {Enc(pk,pt)=ct }}$, which returns the same result as the plaintext-checking oracle in the perfect correctness case, making the latter superfluous.

IND-CPA $\Rightarrow$ OW-CPA. The following folklore result states that IND-CPA implies OW-CPA if the message space $\mathscr{M}$ is large enough.

Lemma 2.2.1. Let PKE be any PKE. Then, for all adversaries $\mathscr{A}$, there exists an adversary $\mathscr{B}$ s.t.

$$
\operatorname{Adv}_{\mathrm{PKE}}^{\text {ow-cpa }}(\mathscr{A}) \leq \operatorname{Adv}_{\mathrm{PKE}}^{\text {ind-cpa }}(\mathscr{B})+\frac{1}{|\mathscr{M}|}
$$

KR-PCA. Finally, we define the notion of key-recovery under plaintext-checking attack (KRPCA), where the adversary has access to the $\mathscr{O}^{\mathrm{PCO}}$ oracle and must recover the secret key sk, given a public key pk. The game is given in Figure 2.5.

Definition 2.2.7 (Key-Recovery under Plaintext-Checking Attack). Let PKE be a PKE scheme.We say PKE is KR-PCA iffor any efficient adversary $\mathscr{A}$ we have

$$
\operatorname{Adv}_{\operatorname{PKE}}^{\mathrm{kr}-\mathrm{pca}}(\mathscr{A})=\operatorname{Pr}[\operatorname{KR}-\operatorname{PCAPKE}(\mathscr{A}) \Rightarrow 1]=\operatorname{negl}(\lambda)
$$

where $\operatorname{Pr}[\operatorname{KR}-\operatorname{PCAPKE}(\mathscr{A}) \Rightarrow 1]$ is the probability that the adversary wins the KR-PCA game given in Figure 2.5.

| $\mathrm{IND}^{\text {-ATK }}$ KEM $(\mathscr{A})$ | $\underline{\text { IND-ATK }}{ }_{\text {KEM }}^{\prime}(\mathscr{A})$ | $\underline{\text { Oracle } \mathscr{O}^{\text {Dec }} \text { (ct) }}$ |
| :---: | :---: | :---: |
| 1: (pk,sk) ¢\$Gen( $1^{\lambda}$ ) | 1: (pk,sk) ¢\$ Gen( $1^{\lambda}$ ) | 1 : if $\mathrm{ct}=\mathrm{ct}^{*}:$ return $\perp$ |
| 2: st $\leftarrow \mathscr{A}^{\mathscr{O}^{\text {ATK1 }}}(\mathrm{pk})$ | $2: \quad s t \leftarrow \mathscr{A}^{\mathscr{O}^{\text {ATK1 }}}(\mathrm{pk})$ | 2: $K^{\prime} \leftarrow \operatorname{Decaps}(\mathrm{sk}, \mathrm{ct})$ |
| 3: $\quad 6 \leftarrow\{0,1\}$ | 3: $\mathrm{ct}^{*}, K_{0} \leftarrow$ ¢ Encaps(pk) | 3 : return $K^{\prime}$ |
| 4: $\mathrm{ct}^{*}, K_{0} \leftarrow$ ¢ Encaps(pk) | 4: $K_{1} \leftarrow \$ \mathbb{K}$ |  |
| 5: $\quad K_{1} \leftarrow \$ \mathcal{K}$ | 5: $\quad b^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\text {ATK2 }}}\left(s t, \mathrm{pk}, \mathrm{ct}^{*}, K_{b}\right)$ |  |
| $6: \quad b^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\text {ATK2 }}}\left(s t, \mathrm{pk}, \mathrm{ct}^{*}, K_{b}\right)$ | 6: return $b$ |  |
| 7: return $1_{b^{\prime}=b}$ |  |  |

Figure 2.6: Equivalent indistinguishability games and the decapsulation oracle.

### 2.2.2 Key Encapsulation Mechanism (KEM)

Definition 2.2.8 (Key Encapsulation Mechanism). A KEM is a tuple of three algorithms Gen, Encaps, Decaps:

- (pk, sk) $\leftarrow \$ \operatorname{Gen}\left(1^{\lambda}\right)$ : The key generation algorithm takes as input the security parameter, and it outputs the public keypk and the secret keysk.
- ct, $K \leftarrow \$$ Encaps(pk): The encapsulation algorithm takes as inputs the public keypk, and it outputs a ciphertext $\mathrm{ct} \in \mathscr{C}$ and a key $K \in \mathscr{K}$.
- $K^{\prime} \leftarrow$ Decaps(sk, ct): The decapsulation procedure takes as inputs the secret keysk and the ciphertext $\mathrm{ct} \in \mathscr{C}$, and it outputs a key K. If the KEM allows explicit rejection, the output is a key $K \in \mathscr{K}$ or the rejection symbol $\perp$. If the rejection is implicit, the output is always a key $K \in \mathscr{K}$.

The Gen and Encaps are probabilistic algorithms that can be made deterministic by adding random coins as inputs. The decapsulation function is deterministic.

Correctness. We define correctness for KEMs as follows.
Definition 2.2.9 (KEM Correctness). We say a KEM (Gen, Encaps, Decaps) is $\delta$-correct if

$$
\operatorname{Pr}\left[\begin{array}{c} 
\\
(\mathrm{pk}, \mathrm{sk}) \leftarrow \$ \operatorname{Gen}\left(1^{\lambda}\right) ; \\
K \neq K^{\prime}: \\
\\
K^{\prime} \leftarrow \operatorname{Decaps}(\mathrm{sk}, \mathrm{ct})
\end{array}\right] \leq \delta
$$

Indistinguishability. We now recall the different notions of indistinguishability for KEMs.
Definition 2.2.10 (KEM IND-CPA/CCA1/CCA). We consider the games induced by the pseudocode on the left in Figure 2.6, where the oracles given in each game are defined as in the left of

| OW-ATK |  |
| :--- | :--- |
| $1:$ | $(\mathrm{pk}$, sk $) \leftarrow \$ \operatorname{Gen}\left(1^{\lambda}\right)$ |
| $2:$ | $\mathrm{ct}^{*}, K^{*} \leftarrow \operatorname{Enc}(\mathrm{pk})$ |
| $3:$ | $K^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\text {ATK }}}\left(\mathrm{pk}, \mathrm{ct}^{*}\right)$ |
| $4:$ | return $1_{K^{\prime}=K^{*}}$ |



Figure 2.7: One-wayness games for KEM.

Table 2.1. A KEM scheme KEM $=($ Gen, Encaps, Decaps $)$ is IND-ATK for ATK $\in\{C P A, C C A, C C A 1\}$ if for any efficient adversary $\mathscr{A}$ we have

$$
\operatorname{Adv}_{\mathscr{A}, \mathrm{KEM}}^{\text {ind-atk }}:=\left|\operatorname{Pr}\left[\operatorname{IND}-\operatorname{ATK}_{\mathrm{KEM}}(\mathscr{A}) \Rightarrow 1\right]-\frac{1}{2}\right|=\operatorname{negl}(\lambda) .
$$

Equivalently, we can consider the games induced by the pseudocode given in the middle in Figure 2.6, where the oracles given in each game are defined as in the left of Table 2.1. Then, a KEM scheme KEM $=($ Gen, Enc, Dec) is IND-ATK for ATK $\in\{C P A, C C A, C C A 1\}$ iffor any efficient adversary $\mathscr{A}$ we have

$$
\operatorname{Adv}_{\mathscr{A}, \mathrm{KEM}}^{\text {ind-atk }}:=\left|\operatorname{Pr}\left[\operatorname{IND}-\operatorname{ATK}_{\mathrm{KEM}}^{\prime 1}(\mathscr{A}) \Rightarrow 1\right]-\operatorname{Pr}\left[\operatorname{IND}-\mathrm{ATK}_{\mathrm{KEM}}^{\prime 0}(\mathscr{A}) \Rightarrow 1\right]\right|=\operatorname{negl}(\lambda)
$$

As in the case of PKE, KEM indistinguishability means that an adversary, given a ciphertext and a key, should not be able to tell whether the key is encapsulated in the ciphertext or is a random key. The different flavours (CPA, CCA1, CCA) are analogous to the PKE case.

One-Wayness. We also recall the definition of one-wayness for KEMs.
Definition 2.2.11 (KEM One-Wayness). Let $\mathcal{K}$ be the message space, KEM a KEM scheme and we consider the games defined in Figure 2.7 with the different oracles as defined on the left in Table 2.1. Then, KEM is OW-ATK, for ATK $\in\{\mathrm{CPA}, \mathrm{CCA}\}$, if for any efficient adversary $\mathscr{A}$ we have

$$
\operatorname{Adv}_{\mathrm{KEM}}^{\mathrm{ow}-\mathrm{atk}}(\mathscr{A})=\operatorname{Pr}\left[\mathrm{OW}-\mathrm{ATK}_{\mathrm{KEM}}(\mathscr{A}) \Rightarrow 1\right]=\operatorname{negl}(\lambda),
$$

where $\operatorname{Pr}\left[\mathrm{OW}-\mathrm{ATK}_{\mathrm{KEM}}(\mathscr{A}) \Rightarrow 1\right]$ is the probability that the adversary wins the OW-ATK game.

Similarly to the case of PKE, one-wayness means that an adversary cannot recover a key that is encapsulated in a given ciphertext. In the CCA variant, the adversary has further access to a decapsulation oracle, with the restriction that the challenge ciphertext cannot be queried.

As in the PKE case, it is easy to show that if the key space is large enough, IND-CPA security implies OW-CPA in the KEM setting.

Lemma 2.2.2. Let KEM be any KEM. Then, for all adversaries $\mathscr{A}$, there exists an adversary $\mathscr{B}$


Figure 2.8: SUF-CMA game.
s.t.

$$
\operatorname{Adv}_{\text {KEM }}^{\text {ow-cpa }}(\mathscr{A}) \leq \operatorname{Adv}_{\text {KEM }}^{\text {ind-cpa }}(\mathscr{B})+\frac{1}{|\mathscr{K}|}
$$

### 2.2.3 Signature

We recall here the notion of a digital signature scheme.
Definition 2.2.12. A signature scheme is a tuple of three efficient algorithms (Gen,Sign,Vrfy):

- (pk, sk) $\leftarrow \$ \operatorname{Gen}\left(1^{\lambda}\right)$ : The key generation function outputs a pair of keys.
- $\sigma \leftarrow$ Sign (sk, m): The signing function takes as inputs a secret keysk and the message to sign $m$, and it outputs a signature $\sigma$.
- $0 / 1 \leftarrow \mathrm{Vrfy}(\mathrm{pk}, m, \sigma)$ : The verification function takes as inputs a public key pk , the signed message $m$, and the signature $\sigma$, and it outputs either 0 or 1 (for failure and success, respectively).

Finally, we say a signature scheme is $\delta$-correct iffor all messages $m$ :

$$
\operatorname{Pr}\left[\operatorname{Vrfy}(\mathrm{pk}, m, \sigma)=0: \begin{array}{c}
(\mathrm{pk}, \mathrm{sk}) \leftarrow \$ \operatorname{Gen}\left(1^{\lambda}\right) ; \\
\sigma \leftarrow \operatorname{Sign}(\mathrm{sk}, m)
\end{array}\right] \leq \delta
$$

Definition 2.2.13 (SUF-CMA security). We consider the game shown in Figure 2.8. We say a signature scheme Sig is SUF-CMA iffor all efficient adversaries $\mathscr{A}$, we have

$$
\operatorname{Adv}_{\text {Sig }}^{\text {suf-cma }}(\mathscr{A}):=\operatorname{Pr}\left[\operatorname{SUF}-\text { CMA }_{\mathrm{Sig}}(\mathscr{A}) \Rightarrow 1\right]=\text { negl }
$$

### 2.2.4 Pseudorandom Function (PRF)

We also recall the notion of Pseudorandom Function (PRF).

| $\operatorname{PRF}_{\text {PRF }}(\mathscr{A})$ | $\mathscr{O}_{\text {prf }}(x)$ |
| :---: | :---: |
| 1: $\quad b \leftarrow\{\{0,1\}$ | 1: if $b=0$ : return $\operatorname{PRF}_{K}(x)$ |
| 2: $K \leftarrow \mathbb{K}$ | 2: if $b=1$ : return $F(x)$ |
| 3: $b^{\prime} \leftarrow \$ \mathscr{A}^{\mathscr{O}_{\text {prf }}}$ |  |
| 4: return $1_{b=b^{\prime}}$ |  |

Figure 2.9: PRF game, where $F: \mathscr{K} \times \mathscr{M} \mapsto \mathscr{R}$ is a random function.

Definition 2.2.14. We say PRF : $\mathcal{K} \times \mathscr{M} \mapsto \mathscr{R}$ is a pseudorandom function (PRF) if for all efficient adversaries $\mathscr{A}$, we have

$$
\operatorname{Adv}_{\operatorname{PRF}}^{\operatorname{prf}}(\mathscr{A}):=\left|\operatorname{Pr}\left[\operatorname{PRF}_{\operatorname{PRF}}(\mathscr{A}) \Rightarrow 1\right]-\frac{1}{2}\right|=\mathrm{negl},
$$

where PRF is the game given in Figure 2.9.

### 2.2.5 Game-based proofs.

All theorems establishing the security of a construction in this thesis are proven using the well-known game-playing framework formalised by Shoup and Bellare and Rogaway [Sho04; Bel06a].

In these proofs, we usually start from the game defining the security we want to prove (e.g. one of the indistinguishability games defined above) instantiated with the primitive we want to prove secure. Then, the starting game is modified into a succession of hybrids, where each of these is shown to be negligibly close in terms of adversarial advantage to the previous one. This is formalised in the following facts.

Fact 1 (Hybrid argument for search-type game). Let $\Pi$, sec and $\mathscr{A}$ be any primitive, security notion, and adversary, respectively, s.t. the adversary's advantage can be written as

$$
\operatorname{Adv}_{\Pi}^{\sec }(\mathscr{A}):=\operatorname{Pr}\left[\Gamma^{0}(\mathscr{A}) \Rightarrow 1\right]
$$

where $\Gamma^{0}$ is some game. I.e. the security notion considered is defined with a search-type game. Let $\Gamma^{1}, \ldots, \Gamma^{n}$ be s.t. $\left|\operatorname{Pr}\left[\Gamma^{i}(\mathscr{A}) \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{i-1}(\mathscr{A}) \Rightarrow 1\right]\right|=$ negl for all $i \in[n]$, and $\operatorname{Pr}\left[\Gamma^{n}(\mathscr{A}) \Rightarrow\right.$ $1]=$ negl. Then,

$$
\operatorname{Adv}_{\Pi}^{\sec }(\mathscr{A})=\text { negl }
$$

Proof. It follows from the fact that $\operatorname{Pr}\left[\Gamma^{0}\right]$ can be written as

$$
\left|\left(\operatorname{Pr}\left[\Gamma^{0}\right]-\operatorname{Pr}\left[\Gamma^{1}\right]\right)+\left(\operatorname{Pr}\left[\Gamma^{1}\right]-\operatorname{Pr}\left[\Gamma^{2}\right]\right)+\ldots+\operatorname{Pr}\left[\Gamma^{n}\right]\right|
$$

and the triangle inequality.

Fact 2 (Hybrid argument for decision-type game of type I). Let $\Pi$, sec and $\mathscr{A}$ be any primitive, security notion, and adversary, respectively, s.t. the adversary's advantage can be written as

$$
\operatorname{Adv}_{\Pi}^{\sec }(\mathscr{A}):=\operatorname{Pr}\left[\Gamma^{0}(\mathscr{A}) \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{n}(\mathscr{A}) \Rightarrow 1\right]
$$

where $\Gamma^{0}$ and $\Gamma^{n}$ are some games. Let $\Gamma^{1}, \ldots, \Gamma^{n-1}$ be s.t. $\left|\operatorname{Pr}\left[\Gamma^{i}(\mathscr{A}) \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{i-1}(\mathscr{A}) \Rightarrow 1\right]\right|=$ negl for all $i \in[n]$. Then,

$$
\operatorname{Adv}_{\Pi}^{\sec }(\mathscr{A})=\text { negl }
$$

Proof. It follows from the fact that $\left|\operatorname{Pr}\left[\Gamma^{0}\right]-\operatorname{Pr}\left[\Gamma^{n}\right]\right|$ can be written as

$$
\left|\left(\operatorname{Pr}\left[\Gamma^{0}\right]-\operatorname{Pr}\left[\Gamma^{1}\right]\right)+\left(\operatorname{Pr}\left[\Gamma^{1}\right]-\operatorname{Pr}\left[\Gamma^{2}\right]\right)+\ldots+\left(\operatorname{Pr}\left[\Gamma^{n-1}\right]-\operatorname{Pr}\left[\Gamma^{n}\right]\right)\right|
$$

and the triangle inequality.

Fact 3 (Hybrid argument for decision-type game of type II). Let $\Pi$, sec and $\mathscr{A}$ be any primitive, security notion, and adversary, respectively, s.t. the adversary's advantage can be written as

$$
\operatorname{Adv}_{\Pi}^{\sec }(\mathscr{A}):=\operatorname{Pr}\left[\Gamma^{0}(\mathscr{A}) \Rightarrow 1\right]-c
$$

where $\Gamma^{0}$ and $\Gamma^{n}$ are some games and $c \in \mathbb{Q}$ is a constant. Let $\Gamma^{1}, \ldots, \Gamma^{n-1}$ be s.t. $\mid \operatorname{Pr}\left[\Gamma^{i}(\mathscr{A}) \Rightarrow\right.$ $1]-\operatorname{Pr}\left[\Gamma^{i-1}(\mathscr{A}) \Rightarrow 1\right] \mid=$ negl for all $i \in[n]$, and $\Gamma^{n}$ be s.t. $\operatorname{Pr}\left[\Gamma^{n}(\mathscr{A}) \Rightarrow 1\right]=c$. Then,

$$
\operatorname{Adv}_{\Pi}^{\sec }(\mathscr{A})=\text { negl }
$$

Proof. It follows from the fact that $\left|\operatorname{Pr}\left[\Gamma^{0}\right]-c\right|$ can be written as $\left|\operatorname{Pr}\left[\Gamma^{0}\right]-\operatorname{Pr}\left[\Gamma^{n}\right]\right|$ and Fact 1 .

In order to show that two games $\Gamma, \Gamma^{\prime}$ are indistinguishable (i.e. $\operatorname{Pr}[\Gamma]-\operatorname{Pr}\left[\Gamma^{\prime}\right]=$ negl) the following lemma, sometimes called the difference lemma [Sho04] or the fundamental lemma of game-playing [Bel06a], is most useful.

Lemma 2.2.3 (Difference lemma). Let $\Gamma$ and $\Gamma^{\prime}$ be two games that are identical unless some event bad occurs. Then, for any adversary $\mathscr{A}$,

$$
\left|\operatorname{Pr}[\Gamma(\mathscr{A}) \Rightarrow 1]-\operatorname{Pr}\left[\Gamma^{\prime}(\mathscr{A}) \Rightarrow 1\right]\right| \leq \operatorname{Pr}[\text { bad }]
$$

Proof. Since both games are identical unless bad occurs, we have $\operatorname{Pr}[\Gamma \mid \overline{\mathrm{bad}}]=\operatorname{Pr}\left[\Gamma^{\prime} \mid \overline{\mathrm{bad}}\right]$. Also, note that the probability $\overline{\mathrm{bad}}$ (or bad) occurs is the same in both games. Hence,

$$
\begin{aligned}
\operatorname{Pr}[\Gamma]-\operatorname{Pr}\left[\Gamma^{\prime}\right] & =\operatorname{Pr}[\Gamma \mid \overline{\mathrm{bad}}] \operatorname{Pr}[\overline{\mathrm{bad}}]+\operatorname{Pr}[\Gamma \mid \mathrm{bad}] \operatorname{Pr}[\text { bad }]-\operatorname{Pr}\left[\Gamma^{\prime} \mid \overline{\mathrm{bad}}\right] \operatorname{Pr}[\overline{\mathrm{bad}}]-\operatorname{Pr}\left[\Gamma^{\prime} \mid \text { bad }\right] \operatorname{Pr}[\mathrm{bad}] \\
& =\left(\operatorname{Pr}[\Gamma \mid \mathrm{bad}]-\operatorname{Pr}\left[\Gamma^{\prime} \mid \mathrm{bad}\right]\right) \operatorname{Pr}[\text { bad }] \\
& \leq \operatorname{Pr}[\mathrm{bad}]
\end{aligned}
$$

```
\(H(x)\)
    if \(L_{H}[x]\) does not exist:
        \(L_{H}[x] \leftarrow \$\{0,1\}^{n}\)
    return \(L_{H}[x]\)
```

Figure 2.10: Random oracle implemented with lazy sampling. The parameter $n$ should correpond to the output size of the hash function the RO represents.
where the last inequality follows from the fact that the difference between two probabilities is smaller or equal to 1 .

### 2.2.6 ROM and game-based proofs

The Random Oracle. As briefly explained in the introduction, the random oracle model (ROM) is an abstraction where hash functions are assumed to be perfectly random functions that are accessed in a black-box way by the different parties in a security experiment. More formally, a random oracle can be seen as an oracle that performs lazy sampling and keeps track of values that have already been queried. Such a behaviour is illustrated in Figure 2.10, where the list $\mathscr{L}_{H}$ is assumed to be empty at the beginning. This representation of the random oracle (RO) highlights the fact that a RO can be efficiently simulated with lazy sampling. This is important as in security reductions we want to show that an efficient adversary $\mathscr{B}$ can simulate $\mathscr{A}$ 's environment and use it as a black-box to solve some hard problem.

We show in the following simple example how both the game-playing technique and the ROM can be used together to prove the security of a construction. More precisely, we demonstrate that, in the ROM, a OW-CPA PKE can be transformed into an IND-CPA KEM by simply hashing a random plaintext and encrypting it.

Example 2.2.1. Let PKE $=($ Gen',Enc, Dec) be any PKE and $\mathrm{KEM}=($ Gen, Encaps, Decaps $)$ be the KEM built out of PKE as shown in Figure 2.11, where H is a random oracle. Then, for any IND-CPA adversary $\mathscr{A}$ against KEM , there exists a OW-CPA adversary $\mathscr{B}$ against PKE s.t.

$$
\operatorname{Adv}_{\mathrm{KEM}}^{\text {ind-cpa }}(\mathscr{A}) \leq q_{H} \cdot \operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow-cpa}}(\mathscr{B}),
$$

where $q_{H}$ is the number of queries $\mathscr{A}$ can make to the random oracle $H$. Therefore, ifPKE is OW-CPA, then KEM is IND-CPA.

Proof. We start with game $\Gamma$, which is the IND-CPA game instantiated with KEM and $b=0$. The game is detailed in Figure 2.11.
We then modify $\Gamma$ into a game $\Gamma^{\prime}$, where the real challenge key $K_{0}$ is picked at random (see Figure 2.11). As long as $\mathscr{A}$ does not query $H\left(\mathrm{pt}^{*}\right)$, both $\Gamma$ and $\Gamma^{\prime}$ are identical as $K^{*}$ is picked uniformly at random the first time $H\left(\mathrm{pt}^{*}\right)$ is queried by the game. Let bad be the event that $\mathscr{A}$

| $\operatorname{Gen}\left(1^{\lambda}\right)$ | $\Gamma(\mathscr{A})$ | $\Gamma^{\prime}(\mathscr{A})$ | $\mathscr{B}\left(\mathrm{pk}, \mathrm{ct}^{*}\right)$ |
| :---: | :---: | :---: | :---: |
| 1: return $\operatorname{Gen}^{\prime}\left(1^{\lambda}\right)$ | $\begin{array}{ll} 1: & (\mathrm{pk}, \mathrm{sk}) \leftarrow \$ \operatorname{Gen}\left(1^{\lambda}\right) \\ 2: & \mathrm{pt}^{*} \leftarrow \mathbb{M} \end{array}$ | $\begin{aligned} & \text { 1: } \quad(\mathrm{pk}, \text { sk }) \rightsquigarrow \operatorname{Gen}\left(1^{\lambda}\right) \\ & 2: \mathrm{pt}^{*} \leftrightarrow \mathscr{M} \end{aligned}$ | $\begin{array}{ll} 1: & \left.K \rightsquigarrow \mathcal{K}^{( }\right) \\ 2: & \operatorname{run} \mathscr{A}^{H}\left(\mathrm{pk}, \mathrm{ct}^{*}, K\right) \end{array}$ |
| Encaps(pk) | 3: $K_{0} \leftarrow H\left(\mathrm{pt}^{*}\right)$ | 3: $K_{1} \multimap \mathcal{K}$ | 3: (pt',h) $-\mathscr{L}_{H}$ |
| $\begin{aligned} & 1: \quad \mathrm{pt} \leftarrow \mathscr{M} \\ & 2: \\ & \hline \end{aligned}$ | 5: $\quad b^{\prime} \leftarrow \mathscr{A}^{H}\left(\mathrm{pk}, \mathrm{ct}^{*}, K_{0}\right)$ | $5: \quad b^{\prime} \leftarrow \mathscr{A}^{H}\left(\mathrm{pk}, \mathrm{ct}^{*}, K_{1}\right)$ | 4: return $\mathrm{pt}^{\prime}$ |
| 3: ct $\leftarrow \operatorname{Enc}(\mathrm{pk}, \mathrm{pt})$ | 6: return $b^{\prime}$ | 6: return $b^{\prime}$ |  |
| 4: return ct, $K$ |  |  |  |

Decaps(sk,ct)
$\mathrm{pt}^{\prime} \leftarrow \operatorname{Dec}($ sk,ct)
2: return $H\left(\mathrm{pt}^{\prime}\right)$

Figure 2.11: From left to right: OW-CPA PKE to IND-CPA KEM transform, games $\Gamma$ and $\Gamma^{\prime}$ for the proof in Example 2.2.1, and adversary $\mathscr{B}$ for the same proof. .
queries $H\left(\right.$ pt $\left.^{*}\right)$. Then, by Lemma 2.2.3, we have

$$
\operatorname{Pr}[\Gamma]-\operatorname{Pr}\left[\Gamma^{\prime}\right] \leq \operatorname{Pr}[\text { bad }] .
$$

Now, we show that if bad happens, one can build an adversary $\mathscr{B}$ that retrieves pt*. The OW-CPA adversary $\mathscr{B}$ receives its own challenge ciphertext that encrypts pt*, which is a valid KEM ciphertext. Therefore, $\mathscr{B}$ can simply run $\mathscr{A}$ with $\mathrm{ct}^{*}$ and a random key $K$. It also manages $\mathscr{A}$ 's call to $H$ by simulating a random oracle by lazy sampling and managing a list $\mathscr{L}_{H}$, as shown in Figure 2.10. Note that this perfectly simulates $\Gamma^{\prime}$ for $\mathscr{A}$. Then, if bad happens, then $\mathrm{pt}^{*}$ is in the list $\mathscr{L}_{H}$ managed by $\mathscr{B}$, which can then simply sample a random query pt out of it and output it as its answer to the OW-CPA game. The pseudocode of $\mathscr{B}$ is given in Figure 2.11. Overall, $\mathscr{B}$ wins when its guess is correct and bad occurred. Thus,

$$
\operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{cpa}}(\mathscr{B})=\frac{1}{q_{H}} \operatorname{Pr}[\mathrm{bad}]
$$

Hence,

$$
\operatorname{Adv}_{\mathrm{KEM}}^{\mathrm{ind}-\mathrm{cpa}}(\mathscr{A})=\operatorname{Pr}[\Gamma]-\operatorname{Pr}\left[\Gamma^{\prime}\right] \leq \operatorname{Pr}[\mathrm{bad}]=q_{H} \cdot \operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{cpa}}(\mathscr{B})
$$

### 2.3 Quantum Computing and QROM

### 2.3.1 Quantum computation

Providing a complete introduction to quantum information theory and computation is obvioulsly out of the scope of this thesis and we present only the main concepts below.

Hilbert space and quantum states. Quantum states are vectors in a Hilbert space $\mathscr{H}$, which in our case will be the complex space $\mathbb{C}^{2^{n}}$ for some $n$ indicating the number of qbits in our system. These vectors are represented with a ket $|\cdot\rangle$ and their conjugate transpose with a bra $\langle\cdot|$. Moreover, $\langle x \mid y\rangle$ expresses the inner product between two vectors (i.e. states) $|x\rangle$ and $|y\rangle$.

Qbits. A qbit is simply a state in $\mathbb{C}^{2}$, the smallest space we are interested in (i.e. $n=1$ ). If we consider the following basis: $\{|0\rangle,|1\rangle\}$, where $|0\rangle=\binom{1}{0}$ and $|1\rangle=\binom{0}{1}$, then each qbit can be expressed as a linear combination of these vectors of norm 1. I.e. any qbit $|\psi\rangle$ can be expressed as $|\psi\rangle=\alpha_{0}|0\rangle+\alpha_{1}|1\rangle$ for $\alpha_{0}, \alpha_{1} \in \mathbb{C}$ s.t. $\left|\alpha_{0}\right|^{2}+\left|\alpha_{1}\right|^{2}=1$. If $\alpha_{0} \neq 0$ and $\alpha_{1} \neq 0$, we say the qbit is in superposition.

We can generalise the notion above to handle $n$ qbits. That is, one can combine $n$ systems of 1 qbit to form a system with $n$ qbits via the tensor product $\otimes$. More precisely, we write $\left|\psi_{1}, \ldots, \psi_{n}\right\rangle:=\left|\psi_{1}\right\rangle \otimes \cdots \otimes\left|\psi_{n}\right\rangle \in \mathbb{C}^{2^{n}}$ for any qbits $\left|\psi_{i}\right\rangle \in \mathbb{C}^{2}, i \in[n]$.

Quantum states. In general, any (pure) quantum state of $n$ qbits $|\phi\rangle \in \mathbb{C}^{2^{n}}$ can be expressed as a linear combination of a basis of the vector space, i.e. $|\phi\rangle=\sum_{x} \alpha_{x}|x\rangle$, where $\{|x\rangle\}_{x}$ is a basis of the Hilbert space and $\alpha_{x} \in \mathbb{C}$ with $\sum_{x}\left|\alpha_{x}\right|^{2}=1$. We will say the state is in superposition if there exist $x, x^{\prime}$ s.t. $x \neq x^{\prime}, \alpha_{x} \neq 0$ and $\alpha_{x^{\prime}} \neq 0$. In this thesis, we will use only the computational basis of $\mathbb{C}^{2^{n}}$, that is $\{|x\rangle\}_{x \in\{0,1\}^{n}}$.

Unitaries and computation. Quantum computation can be performed on quantum states through unitary transformations described as unitary matrices. A unitary matrix $U$ is s.t. its conjugate transpose $U^{*}$ is its inverse, i.e. $U U^{*}=U^{*} U=I$, for $I$ the identity. In particular, every unitary computation is invertible and linear (i.e. it is applied to every state in the superposition).

A famous example of a unitary is the quantum CNOT gate which, given two qbits $\left|b_{1}, b_{2}\right\rangle$ with $b_{1}, b_{2} \in\{0,1\}$, outputs $\left|b_{1}, b_{1} \oplus b_{2}\right\rangle$. More generally, applying the CNOT gate on a quantum state $\sum_{b_{1}, b_{2} \in\{0,1\}} \alpha_{b_{1}, b_{2}}\left|b_{1}, b_{2}\right\rangle$ results in the state being transformed to $\sum_{b_{1}, b_{2} \in\{0,1\}} \alpha_{b_{1}, b_{2}}\left|b_{1}, b_{1} \oplus b_{2}\right\rangle$. This illustrates the power of quantum computing: a unitary/gate can be applied on all states in the superposition at once.

In general, any function $f:\{0,1\}^{i} \mapsto\{0,1\}^{o}$ that can be computed classically can be implemented quantumly with a unitary that performs the map $|x, y\rangle \mapsto|x, y \oplus f(x)\rangle$, for $x \in\{0,1\}^{i}$ and $y \in\{0,1\}^{o}$.

Measurements. In practice, a state in superposition must be observed before any useful value can be extracted from it, this is where measurement comes into play. A state is measured according to a basis, which is the computational basis in our case. At measurement, a state
$|\phi\rangle=\sum_{x \in\{0,1\}^{n}} \alpha_{x}|x\rangle$ collapses into a state $\left|x^{\prime}\right\rangle$ with probability $\left|\alpha_{x^{\prime}}\right|^{2}$ for any $x^{\prime} \in\{0,1\}^{n}$. In addition, the measurement outputs the value $x^{\prime}$. Informally, this means that even if unitaries can be applied to all the states in the superposition at once, only one value can be retrieved at the end of some quantum computation.

Commutation. Let $A$ and $B$ be two quantum operations (i.e. unitaries or measurements). We say $A$ and $B$ commute if executing $A$ and then $B$ or $B$ and then $A$ in an algorithm does not affect the final result. We say they $\epsilon$-almost commute if executing $A$ and $B$ in a different order affects the probability of obtaining a given result by at most $\epsilon$. That is, let $\mathscr{A}$ be any algorithm where $A$ is followed by $B$ and let $\mathscr{A}^{\prime}$ be the same as $\mathscr{A}$ except $B$ is executed right before $A$. Then,

$$
\left|\operatorname{Pr}[\mathscr{A} \Rightarrow x]-\operatorname{Pr}\left[\mathscr{A}^{\prime} \Rightarrow x\right]\right| \leq \epsilon
$$

for any output $x$.

### 2.3.2 QROM

As stated above, any classically computable function $f$ can be implemented by a unitary and that includes hash functions. This led to the definition of the Quantum Random Oracle Model (QROM) [Bon+11], where parties have quantum access to a random oracle. Formally, it means that participants are given black-box access to a unitary

$$
U_{H}:|x, y\rangle \mapsto|x, y \oplus H(x)\rangle,
$$

where $x$ (resp. $y$ ) is in the domain of $x$ (resp. co-domain) and $H$ is a random oracle. We often write $\mathscr{A}^{|H\rangle}$ (or even $\mathscr{A}^{H}$ when it is clear from the context) to denote the fact that an algorithm $\mathscr{A}$ has black-box access to the unitary $U_{H}$ defined above.

As mentioned in the introduction, access to such a unitary makes QROM proofs more involved than their classical counterparts, and we present below several results that help overcome these difficulties.

One-Way to Hiding Lemma (OW2H). We first recall a variant of the well-known one-way to hiding lemma (OW2H) of Unruh [Unr15] as stated by Hofheinz et al. [HHK17]. Informally, this lemma states that if an adversary having quantum access to a RO $H$ can distinguish with high probability between $H(x)$ and a uniform value, then one can extract the value $x$ with high probability as well.

Lemma 2.3.1 (OW2H [HHK17]). Let $\mathscr{A}$ be a quantum adversary making at most $q_{H}$ queries to the quantum random oracle $|H\rangle$ with $H:\{0,1\}^{\ell} \mapsto\{0,1\}^{n}$ and outputting 0 or 1 . Let $\mathrm{Ext}_{q_{H}}^{\mathscr{A},|H\rangle}$ be
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Figure 2.12: Extractor Ext for the AOW2H lemma.
the algorithm in Figure 2.12. Then, for any algorithm F that does not call $H$,

$$
\begin{aligned}
& \mid \operatorname{Pr}\left[\mathscr{A}^{|H\rangle}(\text { inp }) \Rightarrow 1 \mid \sigma^{*} \leftarrow \$\{0,1\}^{\ell} ; \text { inp } \leftarrow \mathrm{F}\left(\sigma^{*}, H\left(\sigma^{*}\right)\right)\right] \\
& -\operatorname{Pr}\left[\mathscr{A}^{|H\rangle}(\text { inp }) \Rightarrow 1 \mid\left(\sigma^{*}, K\right) \leftarrow \$\{0,1\}^{n+\ell} ; \text { inp } \leftarrow \mathrm{F}\left(\sigma^{*}, K\right)\right] \mid \\
& \leq 2 q_{H} \sqrt{\operatorname{Pr}\left[\sigma^{*} \leftarrow \mathrm{Ext}^{\mathscr{A},|H\rangle}(\text { inp }) \mid\left(\sigma^{*}, K\right) \leftarrow \$\{0,1\}^{n+\ell} ; \operatorname{inp} \leftarrow \mathrm{F}\left(\sigma^{*}, K\right)\right]}
\end{aligned}
$$

Extractable random oracle. We also recall the notion of extractable RO-simulator introduced by Don et al. [Don+22], which is based on Zhandry's compressed oracle [Zha19].

The definition below is slightly simplified compared to the original version but it will be sufficient for the proofs presented in this dissertation; we refer the reader to Don et al.'s paper for more details.

Definition 2.3.1 (Theorem 4.3, Don et al. [Don+22]). We say two quantum queries are independent if the input of one does not depend on the output of the other. An extractable RO-simulator is a tuple $\mathrm{S}=(\mathrm{S} . \mathrm{RO}, \mathrm{S} . \mathrm{Ext})$, where $\mathrm{S} . \mathrm{RO}:\{0,1\}^{\ell} \mapsto\{0,1\}^{n}$ is a compressed RO andS.Ext is the extractor. Then, S satisfies the following properties:

1. As long as S.Ext is never called, S.RO is indistinguishable from a (standard) RO.
2. Subsequent independent queries to S.RO commute.
3. Subsequent independent queries to S.Ext commute.
4. Subsequent independent queries to S.RO and S.Ext $8 \sqrt{2 / 2^{n}}$-almost commute.
5. Making multiple identical classical queries to S.RO (resp. S.Ext) has the same effect on the state of S.RO as making one of these queries.
6. Let $\widehat{x} \leftarrow \operatorname{S.Ext}(t)$ for some $t$, and $\widehat{t} \leftarrow \mathrm{~S} . \mathrm{RO}(\widehat{x})$ be two subsequent classical queries. Then,

$$
\operatorname{Pr}[\widehat{t} \neq t \wedge \widehat{x} \neq \perp] \leq 2 / 2^{n}
$$

```
\(\operatorname{COLL}(\mathscr{A})\)
\(\left(x_{1}, t_{1}\right), \ldots,\left(x_{m}, t_{m}\right) \leftarrow \mathscr{A}^{\mathrm{S}} \mathrm{RO}\)
for \(i \in\{1, \ldots, m\}: t_{i}^{\prime} \leftarrow \mathrm{S} . \mathrm{RO}\left(x_{i}\right)\)
for \(i \in\{1, \ldots, m\}: \widehat{x}_{i} \leftarrow \mathrm{~S} . \operatorname{Ext}\left(t_{i}\right)\)
if \(\exists i: \widehat{x}_{i} \neq x_{i}\) and \(t_{i}=t_{i}^{\prime}\) :
    return 1
return 0
```

Figure 2.13: Collision game for Definition 2.3.1.

\[

\]

Figure 2.14: Early extraction games for Lemma 2.3.2.
7. Let $t \leftarrow \mathrm{~S} . \mathrm{RO}(x)$ for some $x$, and $\widehat{x} \leftarrow \mathrm{~S} . \operatorname{Ext}(t)$ be two subsequent classical queries. Then,

$$
\operatorname{Pr}[\widehat{x}=\perp] \leq 2 / 2^{n} .
$$

8. We consider the collision game in Figure 2.13. Then, for any $\mathscr{A}$ making at most $q$ queries to S.RO and outputting $m$ tuples we have

$$
\operatorname{Pr}[\operatorname{COLL}(\mathscr{A}) \Rightarrow 1] \leq \frac{40 e^{2}(q+m+1)^{3}+2}{2^{n}}
$$

Finally, the following lemma will be useful.
Lemma 2.3.2 (Early Extraction). Let $\Gamma$ and $\Gamma^{\prime}$ be the games described in Figure 2.14. Then,

$$
\operatorname{Pr}[\Gamma \Rightarrow 1]-\operatorname{Pr}\left[\Gamma^{\prime} \Rightarrow 1\right] \leq \frac{2}{2^{n}}+8 \sqrt{2 / 2^{n}}+\frac{40 e^{2}\left(q_{H}+2\right)^{3}+2}{2^{n}} .
$$

Proof. This follows from Corollary 4.7 in Don et al. [Don +22 ] and the fact that if $h=t$, where $h=\operatorname{S.RO}(x)$, then $\operatorname{Pr}\left[x^{\star}=\perp\right] \leq \frac{2}{2^{n}}$.

### 2.4 FO-like Transforms

Fujisaki and Okamoto introduced one of the first generic IND-CPA to IND-CCA transforms for PKE [FO99; FO13] in 1999, which is detailed in Figure 2.15. This construction illustrates the

| $\operatorname{Gen}\left(1^{\lambda}\right)$ |  |
| :--- | :--- |
| 1: | $(\mathrm{pk}, \mathrm{sk}) \leftarrow \$ \operatorname{Gen}^{\prime}\left(1^{\lambda}\right)$ |
| 2: | return $(\mathrm{pk}, \mathrm{sk})$ |


| $E n c(p k, p t)$ |  |
| :--- | :--- |
| $1:$ | $k \leftarrow \$ \mathscr{K}$ |
| $2:$ | $\mathrm{ct}_{1} \leftarrow E_{k}(\mathrm{pt})$ |
| $3:$ | $\mathrm{ct}_{2} \leftarrow \mathrm{Enc}^{\prime}\left(\mathrm{pk}, k ; G\left(k, \mathrm{ct}_{1}\right)\right)$ |
| $4:$ | return $\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right)$ |

$\frac{\operatorname{Dec}\left(\mathrm{sk},\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right)\right)}{1: k^{\prime} \leftarrow \operatorname{Dec}^{\prime}\left(\mathrm{sk}^{\prime} \mathrm{ct}_{2}\right)}$
$\frac{\operatorname{Dec}\left(\mathrm{sk},\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right)\right)}{1: k^{\prime} \leftarrow \operatorname{Dec}^{\prime}\left(\mathrm{sk}^{\prime} \mathrm{ct}_{2}\right)}$
if $\mathrm{ct}_{2} \neq \mathrm{Enc}^{\prime}\left(\mathrm{pk}, k^{\prime} ; G\left(k^{\prime}, \mathrm{ct}_{1}\right)\right):$
if $\mathrm{ct}_{2} \neq \mathrm{Enc}^{\prime}\left(\mathrm{pk}, k^{\prime} ; G\left(k^{\prime}, \mathrm{ct}_{1}\right)\right):$
return $\perp$
return $\perp$
$\mathrm{pt}^{\prime} \leftarrow D_{k^{\prime}}\left(\mathrm{ct}_{1}\right)$
$\mathrm{pt}^{\prime} \leftarrow D_{k^{\prime}}\left(\mathrm{ct}_{1}\right)$
return $\mathrm{pt}^{\prime}$
return $\mathrm{pt}^{\prime}$

Figure 2.15: The original Fujisaki-Okamoto (FO) transform, where ( $\mathrm{Gen}^{\prime}$, $\mathrm{Enc}^{\prime}$, $\mathrm{Dec}^{\prime}$ ) is the underlying PKE, $G$ is a hash function modelled as a random oracle, and $\mathcal{K}$ is the keyspace of the underlying symmetric cipher ( $E, D$ ). The resulting PKE is (Gen, Enc, Dec).

| $\operatorname{Gen}\left(1^{\lambda}\right)$ | Enc(pk, pt) | Dec(sk, ct) |
| :---: | :---: | :---: |
| 1: return $\operatorname{Gen}^{\prime}\left(1^{\lambda}\right)$ | 1: coins $\leftarrow G(\mathrm{pt})$ | 1: $\mathrm{pt}^{\prime} \leftarrow \operatorname{Dec}^{\prime}(\mathrm{sk}, \mathrm{ct})$ |
|  | 2: return Enc' ${ }^{\prime}$ pk, pt;coins) | ```if pt'}=\perp\mathrm{ or Enc(pk,pt')}\not=\textrm{ct return \perp return pt'``` |

Figure 2.16: T transform, where ( $\mathrm{Gen}^{\prime}, E \mathrm{Enc}^{\prime}, \mathrm{Dec}^{\prime}$ ) is the underlying PKE, $G$ is a hash function modelled as a random oracle, and (Gen, Enc, Dec) is the resulting PKE.

KEM/DEM paradigm, where a PKE transformed into a KEM is used to transport a symmetric key, which is itself used to encrypt a message of arbitrary length.

Other transforms were introduced in the following years (e.g. [Jea+02; OP01]) but the topic only took off recently, due to the heavy use of CPA-to-CCA transforms in the NIST PQ proposals. In particular, several variants of the Fujisaki-Okamoto (FO) transform that build IND-CCA KEMs out of CPA-secure PKEs have been proposed [SXY18; TU16; Bin+19b]. We recall here four constructions of Hofheinz et al. [HHK17], which generalise and decompose FO-like transforms in smaller parts.
T. The first one is the T transform (presented in Figure 2.16), which takes an OW/IND-CPA PKE PKE $=\left(\mathrm{Gen}^{\prime}, \mathrm{Enc}^{\prime}, \mathrm{Dec}^{\prime}\right)$ and outputs a rigid OW-PVCA PKE scheme PKE $=(\mathrm{Gen}, \mathrm{Enc}, \mathrm{Dec})$, where $G:\{0,1\}^{*} \mapsto\{0,1\}^{\lambda}$ is a hash function modelled as a RO. Informally, the transform derandomises the underlying scheme by computing the random coins as the hash of the message. Then, the decryption function checks that the ciphertexts are well-formed by re-encrypting the decrypted message.

Then, the following theorems formally state the security of the T transform in the ROM and QROM, respectively.

Theorem 2.4.1 (OW-CPA $\stackrel{\text { ROM }}{\Longrightarrow}$ OW-PVCA, Theorem 3.1 [HHK17]). Let $G$ be a hash function modelled as a random oracle, $\mathrm{PKE}^{\prime}$ a $\gamma$-spread and $\delta\left(q_{G}\right)$-correct PKE scheme, and PKE the
resulting PKE after applying $T$. Then, for any $O W$ - $P V C A$ adversary $\mathscr{A}$ issuing at most $q_{G}, q_{V}, q_{P}$ queries to $G, \mathscr{O}^{\mathrm{VCO}}$, and $\mathscr{O}^{\mathrm{PCO}}$, respectively, there exists an $O W-C P A$ adversary $\mathscr{B}$ s.t.

$$
\operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{pvca}}(\mathscr{A}) \leq\left(q_{G}+q_{P}\right) \cdot \delta+q_{V} \cdot 2^{-\gamma}+\left(q_{G}+q_{P}+1\right) \cdot \operatorname{Adv}_{\mathrm{PKE}^{\prime}}^{\mathrm{ow}-\mathrm{cpa}}(\mathscr{B})
$$

where the running time and the number of queries of $\mathscr{B}$ are similar to the ones of $\mathscr{A}$. Moreover, PKE is rigid (and deterministic).

Theorem 2.4.2 (OW-CPA $\stackrel{\text { QROM }}{\Longrightarrow}$ OW-PCA, Theorem 3.1 [HHK17]). Let $G$ be a hash function modelled as a quantumly accessible random oracle, PKE' a $\delta\left(q_{G}\right)$-correct PKE scheme, and PKE the resulting PKE after applying T . Then, for any $O W-P V C A$ adversary $\mathscr{A}$ issuing at most $q_{G}, q_{P}$ queries to $G$ and $\mathscr{O}^{\mathrm{PCO}}$, respectively, there exists an $O W-C P A$ adversary $\mathscr{B}$ s.t.

$$
\operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{pca}}(\mathscr{A}) \leq 8 \cdot\left(q_{G}+q_{P}+1\right)^{2} \cdot \delta+\left(1+2 q_{G}\right) \cdot \sqrt{\operatorname{Adv}_{\mathrm{PKE}^{\prime}}^{\mathrm{oW}-\mathrm{cpa}}(\mathscr{B})}
$$

where the running time and the number of queries of $\mathscr{B}$ are similar to the ones of $\mathscr{A}$. Moreover, PKE is rigid (and deterministic).

In addition, the following theorem gives an upper bound on the correctness of the resulting PKE in the QROM.

Theorem 2.4.3 (Lemma 4.3, [HHK17]). Let $\mathrm{PKE}^{\prime}$ be $\delta^{\prime}$-correct and PKE be the PKE obtained from applying T to $\mathrm{PKE}^{\prime}$. Then, PKE is $\delta$-correct with

$$
\delta \leq 8 \cdot \delta^{\prime} \cdot\left(q_{G}+1\right)^{2}
$$

where $q_{G}$ is the number of quantum queries one can make to the random oracle.
$U^{\perp}$ and $U^{\perp ㇒}$. We present now two other transforms called $U^{\perp}$ and $U^{\not \perp}$. These transforms convert an OW-PVCA (resp. OW-PCA) PKE into an IND-CCA KEM. The transforms are shown in Figure 2.17. The only difference between both transforms is that in $U^{\not 又 \not}$ the rejection is implicit, i.e. when an error occurs during decryption a random key is returned instead of the error symbol. The ROM security of these constructions is formally stated in the following theorems.

Theorem 2.4.4 (PKE OW-PVCA $\xlongequal{\text { ROM }}$ KEM IND-CCA, Theorem 3.3 [HHK17]). Let $H$ be $a$ random oracle, PKE a $\delta$-correct PKE scheme, and KEM the resulting KEM after applying $\mathrm{U}^{\perp}$ on PKE. Then, for any IND-CCA adversary $\mathscr{A}$ issuing at most $q_{H}, q_{D}$ queries to $H$ and $\mathscr{O}^{\text {Dec }}$, respectively, there exists an OW-PVCA adversary $\mathscr{B}$ s.t.

$$
\operatorname{Adv}_{\mathrm{KEM}}^{\text {ind-cca }}(\mathscr{A}) \leq \operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{pvca}}(\mathscr{B})
$$

where $\mathscr{B}$ has roughly the same running time as $\mathscr{A}$ and $\mathscr{B}$ makes at most $q_{H}$ queries to both $\mathscr{O}^{\mathrm{PCO}}$ and $\mathscr{O}^{\mathrm{VCO}}$.

| $\operatorname{Gen}\left(1^{\lambda}\right)$ | Encaps(pk) | Decaps(sk, ct) |
| :---: | :---: | :---: |
| 1: $\quad(\mathrm{pk}, \mathrm{sk}) \leftarrow \mathrm{Gen}^{\prime}\left(1^{\lambda}\right)$ | 1: pt $\leftarrow \$ \mathcal{M}$ | 1: $\mathrm{pt}^{\prime} \leftarrow \mathrm{Dec}^{\prime}(\mathrm{sk}, \mathrm{ct})$ |
| 2: return ( $\mathrm{pk}, \mathrm{sk}$ ) | 2: ct $\leftarrow E n c^{\prime}(\mathrm{pk}, \mathrm{pt})$ | 2: if $\mathrm{pt}^{\prime}=\perp$ : return $\perp$ |
|  | 3: $K \leftarrow H(\mathrm{pt}, \mathrm{ct})$ | 3 : return $H\left(\mathrm{pt}^{\prime}, \mathrm{ct}\right)$ |
|  | 4: return $\mathrm{ct}, \mathrm{K}$ |  |


| $\operatorname{Gen}\left(1^{\lambda}\right)$ | Encaps(pk) | Decaps(sk, ct) |
| :---: | :---: | :---: |
| 1: (pk,sk) ¢\$ $\mathrm{Gen}^{\prime}\left(1^{\lambda}\right)$ | 1: pt $\leftarrow \$ \mathcal{M}$ | 1: parse sk, $s \leftarrow \mathrm{sk}$ |
| 2: $s \leftarrow \$ \mathscr{M}$ | 2: ct $\leftarrow E \mathrm{Enc}^{\prime}(\mathrm{pk}, \mathrm{pt})$ | 2: $\mathrm{pt}^{\prime} \leftarrow \operatorname{Dec}^{\prime}(\mathrm{sk}, \mathrm{ct})$ |
| 3: sk $\leftarrow(\mathrm{sk}, \mathrm{s})$ | $3: K \leftarrow H(\mathrm{pt}, \mathrm{ct})$ | 3: if $\mathrm{pt}^{\prime}=\perp$ : return $H(s, \mathrm{ct})$ |
| 4: return (pk,sk) | 4: return $\mathrm{ct}, \mathrm{K}$ | 4: return $H$ ( $\mathrm{pt}^{\prime}$, ct) |


| $\operatorname{Gen}\left(1^{\lambda}\right)$ | Encaps(pk) | Decaps(sk, ct) |
| :---: | :---: | :---: |
| 1: $\quad(\mathrm{pk}, \mathrm{sk}) \leftarrow \mathrm{Gen}^{\prime}\left(1^{\lambda}\right)$ | 1: $\mathrm{pt} \leftarrow ¢ M$ | 1: parse ct,tag $\leftarrow \mathrm{ct}$ |
| 2: return (pk, sk) | 2: ct $\leftarrow \mathrm{Enc}^{\prime}(\mathrm{pk}, \mathrm{pt})$ | 2: $\mathrm{pt}^{\prime} \leftarrow \operatorname{Dec}^{\prime}(\mathrm{sk}, \mathrm{ct})$ |
|  | 3: tag $\leftarrow H^{\prime}(\mathrm{pt})$ | 3: if $\mathrm{pt}^{\prime}=\perp$ or $H^{\prime}\left(\mathrm{pt}^{\prime}\right) \neq \mathrm{tag}$ : |
|  | 4: ct $\leftarrow$ (ct,tag) | 4: return $\perp$ |
|  | 5: $K \leftarrow H$ (pt) | 5: return $H$ (pt') |
|  | 6: return $\mathrm{ct}, \mathrm{K}$ |  |

Figure 2.17: $\mathrm{U}^{\perp}$ (top), $\mathrm{U}^{\perp}$ (middle), and $\mathrm{QU}_{m}^{\perp}$ (bottom) transforms from Hofheinz et al. [HHK17]. $\mathrm{PKE}^{\prime}=\left(\mathrm{Gen}^{\prime}, \mathrm{Enc}^{\prime}, \mathrm{Dec}^{\prime}\right)$ is the underlying PKE that is transformed into a KEM $\mathrm{KEM}=\left(\right.$ Gen, Encaps, Decaps), and $H, H^{\prime}$ are hash functions modelled as random oracles.

Theorem 2.4.5 (PKE OW-PCA $\stackrel{\text { ROM }}{\Longrightarrow}$ KEM IND-CCA, Theorem 3.4 [HHK17]). Let $H$ be a random oracle, PKE a $\delta$-correct PKE scheme, and KEM the resulting KEM after applying $\mathrm{U}^{\not 又}$ on PKE. Then, for any IND-CCA adversary $\mathscr{A}$ issuing at most $q_{H}$ queries to $H$, there exists an OW-PCA adversary $\mathscr{B}$ s.t.

$$
\operatorname{Adv}_{\mathrm{KEM}}^{\mathrm{ind}-\mathrm{cca}}(\mathscr{A}) \leq \operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{pca}}(\mathscr{B})+\frac{q_{H}}{|\mathscr{M}|},
$$

where the running time of $\mathscr{B}$ is roughly the same as the one of $\mathscr{A}$ and $\mathscr{B}$ makes at most $q_{H}$ queries to $\mathscr{O}^{\mathrm{PCO}}$.

QU ${ }_{m}^{\perp}$. The last transform we present is the one called $\mathrm{QU}_{m}^{\perp}$, presented at the bottom of Figure 2.17. The difference with $U^{\perp}$ and $U^{\perp}$ is that $Q U_{m}^{\perp}$ attaches a confirmation hash to the ciphertext, which is then checked at decapsulation. This allows for an easier proof in the QROM, and the security of the transform in this model is stated in the following theorem. We note that $\mathrm{QU}_{m}^{\perp}$ needs the underlying PKE to be rigid.

Theorem 2.4.6 (PKE OW-PCA $\xlongequal{\text { QROM }}$ KEM IND-CCA, Theorem 4.5 [HHK17]). Let $H, H^{\prime}$ be quantumly accessible random oracles, PKE a $\delta$-correct rigid PKE scheme, and KEM the resulting


Figure 2.18: Transforms and results from Hofheinz et al. [HHK17]. Solid arrows denote QROM (thus ROM) security, dashed arrows denote ROM security.

KEM after applying $\mathrm{QU}_{m}^{\perp}$ on PKE . Then, for any IND-CCA adversary $\mathscr{A}$ issuing at most $q_{H}$ (resp. $q_{H^{\prime}}$ ) queries to $H$ (resp. $H^{\prime}$ ), there exists an OW-PCA adversary $\mathscr{B}$ s.t.

$$
\operatorname{Adv}_{\mathrm{KEM}}^{\mathrm{ind}-\mathrm{cca}}(\mathscr{A}) \leq\left(2 q_{H^{\prime}}+q_{H}+2 q_{D}\right) \cdot \sqrt{\operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{oW}-\mathrm{pca}}(\mathscr{B})}+\delta,
$$

where the running time of $\mathscr{B}$ is roughly the same as the one of $\mathscr{A}$ and $\mathscr{B}$ makes at most $q_{D} q_{H^{\prime}}$ queries to $\mathscr{O}^{\mathrm{PCO}}$.

Summary. We present an illustration of the different transforms in Figure 2.18. In short, the $T$ construction builds a rigid OW-P(V)CA PKE from a OW-CPA PKE in both the ROM and the QROM. Then, in the ROM, both $U^{\perp}$ and $U^{\not ㇒}$ can be used to build an IND-CCA KEM from the PKE output by T , while in the QROM the $\mathrm{QU}_{m}^{\perp}$ transform can be employed.

## 3 Classical Misuse Attacks on NIST Round 2 PQC: The Power of Rankbased Schemes

In this chapter, we study the resistance against KR-PCA attacks of the CPA-secure PKEs underlying several NIST proposals. That is, most PQ IND-CCA KEMs are built applying a FO-like transform to a IND/OW-CPA PKE; however, while the CPA scheme is not meant to be secure if the secret key is used more than once, it is usually simpler and more efficient than its strongly secure counterpart. Therefore, the threat of misuse of the weaker construction by non-experts in the implementation stage is high. For instance, if the CPA-secure PKE is part of a key-exchange protocol and the secret key is reused, an adversary might be able to mount attacks by sending carefully crafted ciphertexts to the server and observe its behaviour while trying to establish a shared secret (e.g. the server might return errors when the shared secret on the server side does not match the adversary's). This type of attacks is sometimes called reaction attacks in the literature, and the plaintext-checking attack (PCA) model somewhat captures these.

Another concern is the mis-implementation of the FO transform. For example, it was mentioned by Lepoint [Lep18] that badly implemented KEMs could leak information about the underlying CPA construction via side channels. More precisely, these implementations leaked whether the decryption of a ciphertext was correct or not, and several timing attacks exploiting this flaw were subsequently proposed (e.g. [DAn+19b; Bet+19]). Again, these side-channel attacks can be abstracted as plaintext-checking attacks.

The content of this chapter is a joint work with Serge Vaudenay and was published at ACNS 2020 [HV20]. The technique used to mount our KR-PCA attacks is inspired by the one we developed in a previous work published at EUROCRYPT 2019 [Băe+19]. At the time of publication, the NIST had announced the proposals that passed to the second round of the standardisation process, and these are the schemes considered in this chapter. It is worth noting that parameters of the algorithms that passed to the third round and beyond (e.g. Kyber) might have changed, and therefore the attacks presented below might not apply as is to these newer versions.

## Chapter 3. Classical Misuse Attacks on NIST Round 2 PQC: The Power of Rank-based Schemes

Table 3.1: KR-PCA on NIST round 2 post-quantum cryptosystems. For each attack, we report the number of unknowns in the key, the number of oracle calls to recover the private key, and the expected number of oracle calls, respectively. Values are rounded to the closest power of 2. The results presented in this thesis are highlighted.

| Schemes | Unknowns | max. \#queries | $\mathbb{E}$ [\#queries] |
| :--- | :---: | :---: | :---: |
| CRYSTALS-Kyber-512 | $2^{10}$ | $2^{11}$ | $2^{10}$ |
| Frodo-640 [Băe+19] | $2^{12}$ | $2^{16}$ | - |
| HQC-128 | $2^{15}$ | $2^{16}$ | $2^{16}$ |
| LAC-128 | $2^{9}$ | $2^{11}$ | $2^{11}$ |
| NewHope1024 [QCD19a] | $2^{10}$ | - | $2^{20}$ |
| Round5 (HILA5) [Ber+18] | $2^{10}$ | - | $2^{13}$ |
| RQC-I | $2^{13}$ | $2^{67}$ | $\leq 2^{38}$ |
| SABER (LightSaber) | $2^{9}$ | $2^{11}$ | $2^{11}$ |

### 3.1 Contributions

We present several key-reuse attacks in the KR-PCA model (see Definition 2.2.7). More precisely, we design KR-PCA attacks against the following NIST round 2 proposals: HQC, LAC, CRYSTALSKyber, SABER, and RQC. In our attacks (except the one against RQC), only a few thousands queries to the oracle are needed to recover the private key. Moreover, the complexity is polynomial in the size of the parameters. The only exception is RQC [Mel+19a], a rankmetric proposal, for which our best attack is exponential (but still practical for the proposed parameters). We report our and other existing results against round 2 candidates in Table 3.1. We included external results only when the attack was in the same model as ours and targeted explicitly a version of a cryptosystem submitted to the NIST process. This does not mean that other round 2 candidates are not vulnerable to existing reaction attacks. Actually, apart from the schemes targeted in this thesis, nearly all round 2 candidates have existing reaction attacks against them or similar schemes (e.g. attacks against ROLLO [Sam+19], LEDACrypt [FHZ18], NTRU [How+03], the attack by Guo et al. [GJS16] probably works on BIKE, etc.). For each scheme, we indicate the number of unknowns in the secret key in $\mathbb{Z}_{q}$, the maximal and expected number of queries necessary to recover the key. Concretely, the number of oracle calls can be seen as the number of times the key must be reused before the adversary can recover it. As a proof-of-concept, we also implemented the attacks against CRYSTALS-Kyber and SABER.

In addition, we show that the learning problem is hard in the rank-metric for some parameters. As most key-reuse attacks solve an instance of the learning problem in order to recover the key, this result demonstrates that such a strategy is not applicable to rank-based schemes. We stress that this result does not prove that efficient KR-PCA are impossible in the rank-metric but that common techniques are not applicable, which is still significant. From a more informationtheoretical point of view, this confirms the intuition that the rank distance between a secret
and a given value leaks much less information on the secret than other distances such as Hamming.

### 3.2 Related Work

Reaction attacks is an old topic in cryptography and one of the most famous examples is Bleichenbacher's attack against RSA published in 1998 [Ble98]. The term reaction attack was probably first mentioned by Hall et al. in 1999 [HGS99]. In that paper, the authors showed that in the McEliece scheme, an adversary can recover a plaintext by observing decryption results of erroneous ciphertexts. In 2003, Howgrave-Graham et al. presented a reaction attack against the NTRU cryptosystem, which recovers the secret key [How+03]. More recently, several keyreuse and reaction attacks against post-quantum cryptosystems were published (e.g. attacks against QC-MDPC [GJS16], LEDApkc [FHZ18], NewHope [Bau+19], HILA5 [Ber+18], etc.). In 2016, Fluhrer [Flu16] and Ding et al. [Din+17] showed how key-reuse can be exploited against Ring-LWE based schemes.

In 2019, we introduced a framework capturing the similar structure shared by lattice-based proposals [Băe+19]. In the same paper, the notion of key-recovery under plaintext-checking attack (KR-PCA) was presented, which formalised the concept of reaction attacks. More notably, we designed several misuse attacks against NIST candidates. It was shown that with a few thousand queries, many proposals can be broken if the secret key is reused. The algorithms attacked were (R.)EMBLEM, Frodo, KINDI, LIMA, LOTUS and Titanium. However, results against several NIST round 2 candidates were missing and we complete the picture in this chapter.

In that same paper [Băe+19], we also introduced the concept of learning problem where an adversary tries to recover a secret value, having access to an oracle that returns whether the distance between the secret and a given input is below some threshold. It was shown that an efficient learning algorithm was sufficient to design a practical KR-PCA attack in most cases. Interestingly, many key-reuse attacks solve an instance of the learning problem in one way or another in order to recover the key (e.g. [Băe+19; Bau+19; Din+17]).

In an independent and concurrent work, D'Anvers et al. [DAn+19b] introduced a timing attack against LAC similar to our KR-PCA attack. Finally, in another independent and concurrent work, Qin et al. [QCD19b] presented a reaction attack against Kyber similar to ours. The performance of their best attack is similar to ours, even if our algorithm seems to perform slightly better on average, at least for Kyber512.

Subsequent work. Our results proved to be useful for designing side-channel attacks against the schemes we targeted. For instance, Ueno et al. [Uen+22] used our key-recovery algorithm against Lightsaber to perform a side-channel attack against that same algorithm. Another example is the fault-injection attack against Kyber by Xagawa et al. [Xag+21], which is inspired by our KR-PCA attack presented in Section 3.5.
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| $\frac{\operatorname{LEARN}_{\Psi, \rho,\\|\cdot\\|}(\mathscr{A})}{}$ |  | Oracle $\mathscr{O}^{\text {learn }}(x)$ |
| :--- | :--- | :--- |
| $1:$ | $\delta \leftarrow \Psi$ | return $1_{\\|\delta+x\\| \leq \rho}$ |
| $2:$ | $\delta^{\prime} \leftarrow \mathscr{A}^{\mathscr{C}^{\text {learn }}}$ |  |
| $3:$ | return $1_{\delta^{\prime}=\delta}$ |  |
|  |  |  |

Figure 3.1: Learning game.

### 3.3 The Learning Problem

The learning problem [Băe+19] is defined by the game detailed in Figure 3.1, which is parametrised by a threshold $\rho$, a secret value distribution $\Psi$, and a norm $\|\cdot\|$. The adversary has access to the public parameters and to the oracle $\mathscr{O}^{\text {learn }}$ and tries to guess the secret $\delta$.

We showed [Băe+19] that for most of the lattice-based schemes of the NIST competition, the KR-PCA game reduces to the LEARN game. In addition, for most common norms (e.g. Hamming, $L_{1}$ in $\mathbb{Z}_{q}, \ldots$ ) the learning game can be solved in a logarithmic number of queries in the size of the secret domain $D$ (i.e. $O\left(\log _{2}(|D|)\right)$ for $\left.\delta \in D\right)$. This led to the design of several efficient KR-PCA attacks.

### 3.4 KR-PCA Attack against LAC

### 3.4.1 The LAC-CPA algorithm

We start by explaining how the LAC cryptosystem [Lu+19] works. Let $\mathscr{R}_{q}:=\mathbb{Z}_{q}[X] /\left(X^{n}+1\right)$ for some parameter $n$. For $v \in \mathscr{R}_{q}, x \in \mathbb{Z}_{q}$, let $h(\nu, x):=\left|\left\{i: v_{i}=x, i \in[n]_{-}\right\}\right|$be the function that counts the number of coefficients set to $x$ in $v$. Then, let $S_{w}:=\left\{v: v \in \mathscr{R}_{q}, h(v,-1)=h(v, 1)=\right.$ $\left.\frac{w}{2}\right\}$ for some even parameter $w$ be the set of polynomials in $\mathscr{R}_{q}$ that contains exactly $\frac{w}{2}$ 1s and -1 s. In addition, we consider a centered binary distribution $\psi_{\sigma}$ on $\{-1,0,1\}$ with variance $\sigma$, a BCH code [Hoc59; BR60] of error-correcting capacity $t$ with codewords in $\mathbb{Z}_{q}^{\ell_{\nu}}$, and a message space $\mathscr{M}:=\{0,1\}^{k}$, where $\sigma, t, \ell_{\nu}$, and $k$ are given as parameters.

The scheme then works as follows:

- Gen: Sample (sk, $d) \leftarrow \$ S_{w}^{2}$ and $A \leftarrow \$ \mathscr{R}_{q}$. Set pk $=(A, B=A \times \mathrm{sk}+d)$.
- Enc(pk, pt $\left.\in\{0,1\}^{k}\right)$ : Sample $(t, e, f) \leftarrow \$ S_{w}^{2} \times \Psi_{\sigma}^{\ell_{v}}$ and output

$$
(U, V) \leftarrow\left(t \times A+e,(t \times B)_{\ell_{v}}+f+\left\lceil\frac{q}{2}\right\rfloor \times \operatorname{encode}_{\mathrm{BCH}}(\mathrm{pt})\right) .
$$

- $\operatorname{Dec}(\mathrm{sk}, U, V)$ : Compute $W \leftarrow V-(U \times \mathrm{sk})_{\ell_{\nu}}$ and output decode $(W)$, where decode com-
putes $W^{\prime}$ with

$$
W_{i}^{\prime}= \begin{cases}1, & \text { if }\left\lceil\frac{q}{4}\right\rfloor \leq W_{i}<\left\lceil\frac{3 q}{4}\right\rfloor  \tag{3.1}\\ 0, & \text { otherwise }\end{cases}
$$

and then outputs decode ${ }_{\mathrm{BCH}}\left(W^{\prime}\right)$.

### 3.4.2 KR-PCA

W.l.o.g. we use $\mathrm{pt}=0^{k}$ in the KR-PCA attack. Then, we have

$$
\operatorname{encode}_{\mathrm{BCH}}(\mathrm{pt})=0^{\ell_{v}} \in \mathbb{Z}_{q}^{\ell_{\nu}} .
$$

Now, since the BCH code can correct up to $t$ errors, the decryption of some ciphertexts $(U, V)$ will be incorrect (i.e. $\left.\mathscr{O}^{\mathrm{PCO}}(\mathrm{pt},(U, V))=0\right)$ iff for at least $t$ of the components of $W$ we have $W_{i} \in\left[\left\lceil\frac{q}{4}\right],\left\lceil\frac{3 q}{4}\right\rfloor\right)$ by Eq. (3.1). Therefore, we can consider the following plaintext-checking attack (see Figure 3.2 for the detailed pseudocode).

First, we set $U:=-\left(\left\lceil\frac{q}{4}\right\rfloor-1\right) \in \mathscr{R}_{q}$ (i.e. a constant polynomial). Then, we observe that

$$
\begin{gather*}
1+(-U \times \mathrm{sk})_{i} \notin\left[-\left\lceil\frac{q}{4}\right\rfloor,\left\lceil\frac{q}{4}\right\rfloor\right) \Leftrightarrow \mathrm{sk}_{i}=1  \tag{3.2}\\
-2+(-U \times \mathrm{sk})_{i} \notin\left[-\left\lceil\frac{q}{4}\right\rfloor,\left\lceil\frac{q}{4}\right\rfloor\right) \Leftrightarrow \mathrm{sk}_{i}=-1 . \tag{3.3}
\end{gather*}
$$

Next, let $V=\mathbf{1} \in \mathbb{Z}_{q}^{\ell_{v}}$ be the vector with 1 in every component. By Eq. (3.2), if there are more than $t$ ones in sk, $V-(U \times \mathrm{sk})_{\ell_{v}}$ will decode incorrectly and $\mathscr{O}^{\mathrm{PCO}}(\mathrm{pt},(U, V))$ will return a failure. Then, by iteratively cutting the number of 1 s in $V$ by half and querying the oracle, one can perform a binary search to find $\tilde{V}=\left(\tilde{V}_{0}, \ldots, \tilde{V}_{\ell_{v}}\right), \tilde{V}_{i} \in\{0,1\}$ s.t. $\tilde{V}-(U \times$ $\mathrm{sk} \ell_{\ell_{\nu}}$ contains exactly $t$ errors. Finally, given this vector $\tilde{V}$, one can perform the following algorithm.

1. Let $V:=\tilde{V}$ and $\mathscr{J}:=\left\{i: \tilde{V}_{i} \neq 1\right\}$ be the subset of indices $i$ for which $\tilde{V}_{i}\left(=V_{i}\right)$ is not 1 . Then, let's pick some $i \in \mathscr{J}$ and set $V_{i}=1$. If the plaintext-checking oracle returns an error on (pt, $(U, V)$ ), it means that $t+1$ errors have been detected and thus the decoding of the $i$ th component failed. In turn, that implies that condition in Eq. (3.2) is fulfilled. Hence, we know that $\mathrm{sk}_{i}=1$. Otherwise, if the oracle returns no error, we set $V_{i}=-2$ and query again. If an error is returned it means $\mathrm{sk}_{i}=-1$ by Eq. (3.3), otherwise $\mathrm{sk}=0$. One can iterate for every $i \in \mathscr{J}$. Thus, at the end of this step, we recovered all $\mathrm{sk}_{i}$ s.t. $i \in \mathscr{J}$.
2. To get the other components of sk, we set $V:=\tilde{V}$ as in the beginning of step 1 but we add an extra error such that $V-(U \times \mathrm{sk})_{\ell_{\nu}}$ contains $t+1$ errors (we can do it easily since we know some values $\mathrm{sk}_{i}$ ). Then, for each $i$ s.t. $V_{i}=1$ (i.e. $i \notin \mathscr{J}$ ), we proceed as follows. We set $V_{i}=0$ and query the oracle. If the oracle does not return an error, it means the $i$ th component was part of the $t+1$ errors (i.e. Eq. (3.2) was fulfilled) and therefore $\mathrm{sk}_{i}=1$.
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Otherwise, if the oracle returns an error, we thus know $\mathrm{sk}_{i} \in\{-1,0\}$. Let $\mathscr{I}$ be the indices of such components.
3. Set $V:=\tilde{V}$ (i.e. $V-(U \times \mathrm{sk}){ }_{\ell_{\nu}}$ contains $t$ errors). For each $i \in \mathscr{I}$, set $V_{i}=-2$. If the oracle returns an error, it means that Eq. (3.3) is fulfilled and thus $\mathrm{sk}_{i}=-1$, otherwise $\mathrm{sk}_{i}=0$. Hence, we can recover all components sk ${ }_{i}$ for $i \in\left\{1, \ldots, \ell_{\nu}\right\}$.

### 3.4.3 Remarks and results

Note that we assumed that $(\mathrm{sk})_{\ell_{\nu}}$ contained more than $t$ ones for the binary search to succeed in finding $\tilde{V}$. If this is not the case, we can still perform the attack by first looking for $\tilde{V}, \tilde{V}_{i} \in$ $\{-1,0\}$ s.t. the decryption contains $t$ errors and modify the signs in the attack. Note that for the parameters considered by LAC authors, it is very unlikely that sk contains less than $t$ 1s (same for -1 s ). For example, for LAC128 ( $n=512, w=256, \ell_{v}=400, t=16, \sigma=1$ ), the probability to have less than $t$ ones and minus ones in $(\mathrm{sk})_{\ell_{\nu}}$ if we assume each component i.i.d. with $\operatorname{Pr}\left[\mathrm{sk}_{i}=0\right]=\operatorname{Pr}\left[\mathrm{sk}_{i} \in\{-1,1\}\right]=\frac{1}{2}$ is

$$
\operatorname{Pr}\left[\left|\left\{i: \mathrm{sk}_{i}=0, \mathrm{sk}_{i} \in(\mathrm{sk})_{\ell_{v}}\right\}\right|>\ell_{\nu}-t\right]=\sum_{i=\ell_{\nu}-t+1}^{\ell_{\nu}} \frac{1}{2^{\ell_{v}}}\binom{\ell_{v}}{i} \approx 2^{-311} .
$$

In the worst case, we perform the binary search and query the oracle 2 times for each component, thus the total number of queries is $\log _{2}\left(\ell_{\nu}\right)+2 \times \ell_{\nu}$. Hence, since $\ell_{\nu}=400$, we can recover 400 unknowns of sk in at most $\log _{2}(400)+2 \times 400 \approx 2^{10}$ queries.

Now, the attack presented above can recover the $\ell_{\nu}$ leftmost coefficients. We can recover the $n-\ell_{\nu}$ remaining coefficients by applying the same attack using $U=\left(\left\lceil\frac{q}{4}\right\rceil-1\right) \times X^{n-\ell_{\nu}}$. This will shift the $n-\ell_{\nu}$ coefficients to the leftmost positions (note that $-X^{n}=1$ in $\mathscr{R}_{q}$ ). Hence, we need to apply at most two times the attack, resulting in a total number of queries smaller than $2^{11}$.

Also, in the round 2 specifications of LAC [Lu+19], each component of $V$ has its 4 least significant bits dropped after encryption. At decryption, each component is thus multiplied by $2^{4}$. This does not impact our attack as Eq. (3.2)-(3.3) still hold with $\pm 2^{4}$ instead of $1,-2$.

### 3.5 Misuse Attack against CRYSTALS-Kyber

### 3.5.1 Kyber-CPA

We first describe the CPA-secure PKE underlying Kyber, which is called Kyber-CPA. As in LAC, the scheme works in $\mathscr{R}_{q}:=\mathbb{Z}_{q}[X] /\left(X^{n}+1\right)$ for some prime parameter $q$. Elements are sampled from a distribution $\Psi_{\eta}$ which is computed as

```
LAC_KR_PCA(pk)
    \((A, B) \leftarrow \mathrm{pk}\)
    \(\mathrm{pt} \leftarrow 0^{k}\)
    \(U \leftarrow-\left(\left\lceil\frac{q}{4}\right\rfloor-1\right) \in \mathscr{R}_{q}\)
    Find \(\tilde{V}\) s.t. decode \((\tilde{V}-U \times \mathrm{sk})\) detects t errors.
    \(\mathscr{J} \leftarrow\left\{i: \tilde{V}_{i} \neq 1\right\}\)
    for \(i \in \mathscr{J}\) :
        \(V \leftarrow \tilde{V} ; V_{i} \leftarrow 1\)
        \(r \leftarrow \mathscr{O}^{\mathrm{PCO}}(\mathrm{pt},(U, V))\)
        if \(r=0\) :
        \(\mathrm{sk}_{i} \leftarrow 1\); continue
        \(V_{i} \leftarrow-2 ; r \leftarrow \mathscr{O}^{\mathrm{PCO}}(\mathrm{pt},(U, V))\)
        if \(r=0\) :
        \(\mathrm{sk}_{i} \leftarrow-1\); continue
        \(\mathrm{sk}_{i} \leftarrow 0\)
    Set \(\tilde{V}^{\prime}\) s.t. decode( \(V-U \times\) sk) detects \(\mathrm{t}+1\) errors
    \(\mathscr{I}=\varnothing\)
    for \(i \in\left[\ell_{\nu}\right]_{-} \backslash \mathscr{J}\) :
    \(V \leftarrow \tilde{V}^{\prime} ; V_{i} \leftarrow 0\)
    \(r \leftarrow \mathscr{O}^{\mathrm{PCO}}(\mathrm{pt},(U, V))\)
    if \(r=1\) :
        \(\mathrm{sk}_{i} \leftarrow 1\); continue
    \(\mathscr{I} \leftarrow \mathscr{I} \cup\{i\} \quad / / \mathrm{sk}_{i} \in\{-1,0\}\)
    for \(i \in \mathscr{I}\) :
    \(V \leftarrow \tilde{V} ; V_{i} \leftarrow-2\)
    \(r \leftarrow \mathscr{O}^{\mathrm{PCO}}(\mathrm{pt},(U, V))\)
    if \(r=0\) :
        \(\mathrm{sk}_{i} \leftarrow-1\); continue
    \(\mathrm{sk}_{i} \leftarrow 0\)
    return sk
```

Figure 3.2: KR-PCA adversary against LAC-CPA.
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$$
\begin{aligned}
& \Psi_{\eta} \\
& \left\{\left(a_{i}, b_{i}\right)\right\}_{i \in[\eta]} \leftarrow\{0,1\}^{2 \times \eta} \\
& \text { return } \sum_{i=1}^{\eta}\left(a_{i}-b_{i}\right)
\end{aligned}
$$

with $\eta=2$. Thus, $\Psi_{\eta}$ returns a value in $\{-2,-1,0,1,2\}$. For a polynomial $P \in \mathscr{R}_{q}$, we write $P \leftarrow \$ \Psi_{\eta}$ to denote that each component of $P$ is sampled independently from $\Psi_{\eta}$. Moreover, we define

$$
\begin{aligned}
\operatorname{compress}(x, d) & :=\left[\frac{2^{d}}{q} \times x\right] \bmod 2^{d} \\
\operatorname{decompress}(x, d) & :=\left[\frac{q}{2^{d}} \times x\right] .
\end{aligned}
$$

Such functions guarantee that for any $x \in \mathbb{Z}_{q}$, we have

$$
\mid\langle x-\text { decompress(compress }(x, d), d)\rangle_{q} \left\lvert\, \leq\left\lceil\frac{q}{2^{d+1}}\right\rfloor .\right.
$$

When we apply these functions to vectors or polynomials in $\mathscr{R}_{q}$, we assume they are applied to each coefficient. Then, Kyber-CPA works as follows, where $n, k, d_{u}, d_{V} \in \mathbb{Z}$ are parameters.

- Gen: Sample $A \leftarrow \$ \mathscr{R}_{q}^{k \times k}$ and (sk, $\left.d\right) \leftarrow \$\left(\Psi_{\eta}^{k}\right)^{2}$. Set pk $\leftarrow(A, B)=(A, A \times \mathrm{sk}+d)$.
- Enc(pk, pt $\left.\in\{0,1\}^{n}\right)$ : Sample $(t, e, f) \leftarrow \$\left(\Psi_{\eta}^{k}\right)^{2} \times \Psi_{\eta}$. Compute $(U, V) \leftarrow(t \times A+e, t \times B+$ $\left.f+\left\lceil\frac{q}{2}\right\rfloor \times \mathrm{pt}\right) \in \mathscr{R}_{q}^{k} \times \mathscr{R}_{q}$. Output (compress $\left(U, d_{U}\right)$, compress $\left(V, d_{V}\right)$ ).
- Dec (sk, $\left.U^{\prime}, V^{\prime}\right)$ : Compute $(U, V) \leftarrow$ (decompress $\left(U^{\prime}, d_{U}\right)$, decompress $\left(V^{\prime}, d_{V}\right)$ ). Return compress $(V-U \times$ sk, 1$)$.

We note that with the parameters proposed by the authors, we have

$$
\operatorname{compress}(x, 1)= \begin{cases}0, & \text { if }-\left\lceil\frac{q}{4}\right\rfloor \leq\langle x\rangle_{q} \leq\left\lceil\frac{q}{4}\right\rfloor  \tag{3.4}\\ 1, & \text { otherwise }\end{cases}
$$

Finally, we define $\delta$ as $V-U \times \mathrm{sk}=\delta+$ encode(pt).

### 3.5.2 KR-PCA

From now on, we consider the parameters proposed by the authors for the round 2 version of Kyber512, namely $n=256, q=3329, \eta=2, d_{U}=10$, and $d_{V}=3$. Let's also assume $k=1$ for now. In the plaintext-checking attack, we use the message with all components set to 0 (i.e. pt $=0 \in \mathscr{R}_{q}$ ) for the sake of simplicity, although some minor changes would allow the attack
to work for any pt. In addition, we let $\rho:=\left\lceil\frac{q}{4}\right\rfloor$. Then, by the definition of Dec and Eq. (3.4), we know the plaintext-checking oracle (PCO) will return 1 (i.e. success) iff $\left\langle\left\langle\delta_{i}\right\rangle_{q}\right| \leq \rho, \forall i \in[n]$. First, we state the following lemma.

Lemma 3.5.1. Let $U:=-\left\lceil\frac{q}{4}\right\rfloor / 2=-\rho / 2$ be a constant polynomial and $U^{\prime}:=\operatorname{compress}\left(U, d_{U}\right)$. Given $k_{i} \in\{-3, \ldots, 4\}, i \in[n]$, let $V^{\prime}:=\left(0, \ldots, k_{i}, \ldots, 0\right)$ be the polynomial with $k_{i}$ in the $i$-th coefficient and 0 elsewhere. Then, for $\mathrm{pt}=0$ and the parameters of Kyber512, we have

$$
\mathscr{O}^{\mathrm{PCO}}\left(\mathrm{pt},\left(U^{\prime}, V^{\prime}\right)\right)=1 \Leftrightarrow\left|\left\langle\mathrm{sk}_{i} \times \frac{\rho}{2}+k_{i} \times \frac{\rho}{2}\right\rangle_{q}\right| \leq \rho .
$$

Proof. First, we observe that for the given parameters, decompress $\left(U^{\prime}, d_{U}\right)=U$.
Then, for $V^{\prime}=\left(0, \ldots, k_{i}, \ldots, 0\right), k_{i} \in\{-3, \ldots, 4\}$ we have $V:=\operatorname{decompress}\left(V^{\prime}, d_{V}\right)=\left(0, \ldots, k_{i} \times\right.$ $\frac{\rho}{2}, \ldots, 0$ ) because

$$
\begin{equation*}
\text { decompress }\left(k_{i}, d_{V}\right)=\left\lceil\frac{q}{8} \times k_{i}\right\rfloor \stackrel{*}{=} k_{i} \times\left\lceil\frac{q}{4}\right\rfloor / 2=k_{i} \times \frac{\rho}{2}, \tag{3.5}
\end{equation*}
$$

where the $*$ equality holds with the parameters $q=3329$ and $k_{i} \in\{-3, \ldots, 4\}$.
Let $\delta=V-U \times$ sk. Then, for all $j \in[n], j \neq i$

$$
\delta_{j}=0-\mathrm{sk}_{j} \times U=\mathrm{sk}_{j} \times \frac{\rho}{2} \in[-\rho, \rho]
$$

since $\mathrm{sk}_{j} \in\{-2, \ldots, 2\}$ and $U=-\rho / 2$ is a constant polynomial. For $j=i$ we have $\delta_{i}=k_{i} \times \frac{\rho}{2}+$ $\mathrm{sk}_{i} \times \frac{\rho}{2}$. Now, since $\delta_{j} \in[-\rho, \rho]$ for all $j \neq i$, an error in the decoding can only happen in the $i$-th component. Hence, querying $\mathscr{O}^{\mathrm{PCO}}\left(\mathrm{pt},\left(U^{\prime}, V^{\prime}\right)\right)$ is equivalent to querying some oracle $\mathscr{O}^{\text {learn }}\left(k_{i}\right)=\mathbf{1}_{\left|\left\langle\alpha_{i}+k_{i} \times \frac{\rho}{2}\right\rangle_{q}\right| \leq \rho}$, where $\alpha_{i}=\mathrm{sk}_{i} \times \frac{\rho}{2} \in[-\rho, \rho]$.

Note that the oracle $\mathscr{O}^{\text {learn }}\left(k_{i}\right)$ in the proof above is similar to the one in the learning game defined in Figure 3.1. Now, we set $k_{i}:=-\left(k_{i}^{\prime}+2\right)$ for some $k_{i}^{\prime} \in\{-2, \ldots, 1\}, \alpha_{i}:=\mathrm{sk}_{i} \times \frac{\rho}{2}$ and $\left(U^{\prime}, V^{\prime}\right)$ as in Lemma 3.5.1. Then, if the condition

$$
\begin{equation*}
\left|\alpha_{i}+k_{i}\right|=\left|\alpha_{i}-\rho-k_{i}^{\prime} \times \frac{\rho}{2}\right| \leq\lceil q / 2\rfloor \tag{3.6}
\end{equation*}
$$

holds, then

$$
\begin{gathered}
\mathscr{O}^{\mathrm{PCO}}\left(\mathrm{pt},\left(U^{\prime}, V^{\prime}\right)\right)=1 \Leftrightarrow\left|\left\langle\alpha_{i}-\rho-k_{i}^{\prime} \times \frac{\rho}{2}\right\rangle_{q}\right| \leq \rho \stackrel{(3.6)}{\Leftrightarrow} \\
\left|\alpha_{i}-\rho-k_{i}^{\prime} \times \frac{\rho}{2}\right| \leq \rho \Leftrightarrow-\rho \leq \alpha_{i}-\rho-k_{i}^{\prime} \times \frac{\rho}{2} \leq \rho \Leftrightarrow \\
k_{i}^{\prime} \times \frac{\rho}{2} \leq \alpha_{i} \leq 2 \rho+k_{i}^{\prime} \times \frac{\rho}{2} \Leftrightarrow k_{i}^{\prime} \times \frac{\rho}{2} \leq \alpha_{i} \Leftrightarrow k_{i}^{\prime} \leq \mathrm{sk}_{i}
\end{gathered}
$$

where the first equivalence follows from Lemma 3.5.1, the second to last equivalence follows
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from $\alpha_{i} \leq \rho$ and $k_{i}^{\prime} \times \frac{\rho}{2} \leq \rho$ (hence the upper bound on $\alpha_{i}$ always holds), and the last because $\alpha_{i}=-\mathrm{sk}_{i} \times U=\mathrm{sk}_{i} \times \frac{\rho}{2}$. Hence, by setting $k_{i}=-\left(k_{i}^{\prime}+2\right)$ and $\left(U^{\prime}, V^{\prime}\right)$ as in Lemma 1, one can perform a binary search and recover sk ${ }_{i}$ by querying $\mathscr{O}^{\mathrm{PCO}}\left(0,\left(U^{\prime}, V^{\prime}\right)\right)$ and varying $k_{i}^{\prime}$. In order for condition (3.6) to hold, we start with $k_{i}^{\prime}=0$. Then, in the further iterations the condition holds for any $\alpha_{i}, k_{i}^{\prime} \times \rho / 2 \in[-\rho, 0]$ or $\alpha_{i}, k_{i}^{\prime} \times \rho / 2 \in[0, \rho]$.

The last difficulty is in the case where the final interval is [1,2] (i.e. we know $\mathrm{sk}_{i} \in\{1,2\}$ after some iterations). In this case, we would need to pick $k_{i}^{\prime}=2$ and set $V_{i}^{\prime}=-\left(k_{i}^{\prime}+2\right)=-4$. However, in this case the $*$ equality in Equation (3.5) of the proof of Lemma 3.5.1 does not hold. A solution is to set $V_{i}^{\prime}=-1$ and $U^{\prime}=\operatorname{compress}\left(\frac{\rho}{2}, d_{U}\right)$ before querying $\mathscr{O}^{\mathrm{PCO}}\left(0^{n},\left(U^{\prime}, V^{\prime}\right)\right)$. Then, for $\mathrm{sk}_{i} \in\{1,2\}$ we have

$$
\left|-\frac{\rho}{2}-\mathrm{sk}_{i} \times \frac{\rho}{2}\right| \leq \rho \Leftrightarrow \mathrm{sk}_{i}=1
$$

Hence, if the query returns a success we can set sk ${ }_{i} \leftarrow 1$, otherwise $\mathrm{sk}_{i} \leftarrow 2$.
Finally, in the general case where $k>2$, one can simply iterate the attack $k$ times, moving $U^{\prime}$ around the vector in $\mathscr{R}^{k}$.

We give the full KR-PCA adversary in Figure 3.3.

### 3.5.3 Efficiency and implementation

Since we do 1 binary search with at most 3 queries and the total number of unknowns is $n \times k=256 \times 2=512$ in Kyber512, one can recover sk in at most $3 \times 512=1536$ queries. In addition, the number of queries in the binary search is only 2 when $\mathrm{sk}_{i} \in\{-2,-1,0\}$. The probability that happens given $\mathrm{sk}_{i} \leftarrow \$ \Psi_{\eta}$ is $\operatorname{Pr}\left[\mathrm{sk}_{i} \in\{-2,1,0\}\right]=\frac{11}{16}$. Hence, $\mathbb{E}[\# q u e r i e s]=$ $512 \times\left(\frac{11}{16} \times 2+\frac{5}{16} \times 3\right)=1184$. We implemented a proof of concept of the attack in Sage for $k=1$, which confirms these numbers.

Finally, we note that the only differences between Kyber512 and the more secure versions are the parameter $k$ and the compression factors $d_{U}, d_{V}$. For the higher security levels, the compression is less aggressive thus does not impact our attack and the number of queries required increases linearly with $k$.

### 3.6 Misuse Attack against SABER

### 3.6.1 SABER-CPA

SABER [DAn+19a] works with vectors and matrices where components are polynomials in $\mathscr{R}_{q}$ for some integer $q$, as in Kyber. Components of the secret key are sampled from a centered binomial distribution $\Psi_{\eta}$, where the sampled elements are in the range $[-\eta / 2, \eta / 2]$. We apply our attack to the weaker version of SABER, namely LightSaber. In this version, the parameters

```
KR_PCA_KYBER(pk)
    \((A, B) \leftarrow \mathrm{pk} ; \rho \leftarrow\left\lceil\frac{q}{4}\right\rfloor\)
    \(\mathrm{pt} \leftarrow 0 \in \mathscr{R}_{q}\)
    \(U^{\prime} \leftarrow \operatorname{compress}\left(-\rho / 2, d_{U}\right) ; U_{2}^{\prime} \leftarrow \operatorname{compress}\left(\rho / 2, d_{U}\right)\)
    for \(\ell \in[k]\)
    We write \(U^{\prime}\) (resp. \(U_{2}^{\prime}\) ) for the vector in \(\mathscr{R}_{q}^{k}\) with polynomial \(U^{\prime}\) (resp. \(U_{2}^{\prime}\) )
    at position \(\ell\) and \(0 \in \mathscr{R}_{q}\) elsewhere.
        for \(i \in[n]\) :
            \(V^{\prime} \leftarrow 0 \in \mathscr{R}_{q}\)
            \(a \leftarrow-2 ; b \leftarrow 2\)
            while \(b>a\) : // Binary search to find sk \(_{i}\)
            \(c \leftarrow\left\lceil\frac{b+a}{2}\right\rceil ; V_{i}^{\prime} \leftarrow-2-c \quad / /\) decompress \(\left(V, d_{V}\right)=-\rho-c \times \frac{\rho}{2}\)
            if \(c=2\) : \(/ /\) special case
                    \(V_{i}^{\prime} \leftarrow-1 ; r \leftarrow \mathscr{O}^{\mathrm{PCO}}\left(\mathrm{pt},\left(U_{2}^{\prime}, V^{\prime}\right)\right)\)
                    if \(r=1: a \leftarrow 1\)
                    else : \(a \leftarrow 2\)
                    continue
            \(r \leftarrow \mathscr{O}^{\mathrm{PCO}}\left(\mathrm{pt},\left(U^{\prime}, V^{\prime}\right)\right)\)
            if \(r=1: \quad / / \mathrm{sk}_{i} \geq c\)
                    \(a \leftarrow c\)
            else :
                    \(b \leftarrow c-1\)
        \(\mathrm{sk}_{\ell, i} \leftarrow a\)
    return sk
```

Figure 3.3: KR-PCA adversary against Kyber-CPA.

## Chapter 3. Classical Misuse Attacks on NIST Round 2 PQC: The Power of Rank-based Schemes

are $e_{q}=13, e_{p}=10, e_{T}=3, q=2^{e_{q}}, p=2^{e_{p}}, T=2^{e_{T}}, \eta=10, n=256$ and $k=2$. We also define the polynomial $h \in \mathscr{R}_{p}$ with all coefficients equal to $2^{e_{p}-2}+2^{e_{p}-e_{T}-1}+2^{e_{q}-e_{p}-1}=196$ and the polynomial $h^{\prime} \in \mathscr{R}_{p}$ with all coefficients set to $2^{e_{q}-e_{p}-1}=4$. The $\times$ operation here is the standard vector/matrix multiplication with component-wise polynomial multiplication (most elements are matrices or vectors of polynomials). The CPA-secure PKE underlying SABER (that we call SABER-CPA) works as follows.

- Gen: Sample sk $\leftarrow\left(\Psi_{\eta}^{n}\right)^{k} \in \mathscr{R}_{q}^{k}, A \leftarrow \$ \mathscr{R}_{q}^{k \times k}$ and set $d \in \mathscr{R}_{q}^{k}$ as the vector with each coefficient set to $h^{\prime}$. Then, compute $B \leftarrow(A \times \mathrm{sk}+d) \gg\left(e_{q}-e_{p}\right) \in \mathscr{R}_{p}^{k}$ where $\gg$ is the component-wise bitshift operation. Then, set pk:= $(A, B)$.
- Enc(pk, $m \in\{0,1\}^{n}$ ): Sample $t \leftarrow \$\left(\Psi_{\eta}^{n}\right)^{k}$, set $e \in \mathscr{R}_{q}^{k}$ as the vector with each coefficient set to $h^{\prime}$, and compute $U \leftarrow(A \times t+e) \gg\left(e_{q}-e_{p}\right) \in \mathscr{R}_{p}^{k}$. Set $V \leftarrow\left(B^{T} \times t+h-2^{e_{p}-1} m\right) \gg$ $\left(e_{p}-e_{T}\right) \in \mathscr{R}_{T}$ and output $(U, V)$.
- Dec $(\mathrm{sk},(U, V))$ : Output $\left(U^{T} \times \mathrm{sk}-2^{e_{p}-e_{T}} V+h\right) \gg\left(e_{p}-1\right) \in \mathscr{R}_{2}$.

Let $W_{i}:=(U \times \mathrm{sk})_{i}-128 \times V_{i}+196$. Then, a decrypted component can be written as

$$
\operatorname{Dec}(\mathrm{sk},(U, V))_{i}= \begin{cases}0, & \text { if } W_{i}<2^{e_{p}-1}=2^{9} \\ 1, & \text { if } W_{i} \geq 2^{e_{p}-1}=2^{9}\end{cases}
$$

### 3.6.2 KR-PCA

The idea of the Plaintext-Checking attack is similar to the one used in the previous section. However, here we have to deal with the addition of the polynomial $h=196+\ldots+196 \cdot X^{n-1}$. Moreover, the domain of the components of the secret key is $\{-5, \ldots, 5\}$, which is much larger than in Kyber.

First, we consider $k=1$, pt $=0^{n}$ and $V=0 \in \mathscr{R}_{T}$. Then, for any constant polynomial $U \in$ $\left[-\left\lfloor\frac{196}{5}\right\rfloor,\left\lfloor\frac{196}{5}\right\rfloor\right]$ and $\mathrm{sk}_{i} \in\{-5, \ldots, 5\}$, we have

$$
W_{i}=(U \times \mathrm{sk})_{i}+196<2^{9} \forall i \in[n]_{-} \Longleftrightarrow \mathscr{O}^{\mathrm{PCO}}(\mathrm{pt},(U, V))=1
$$

This means that if we set $V=v_{i} \cdot X^{i}$ (i.e. only the $i$-th term is non-null), we have the following equivalence

$$
\mathscr{O}^{\mathrm{PCO}}(\mathrm{pt},(U, V))=0 \Longleftrightarrow(U \times \mathrm{sk})_{i}-2^{e_{p}-e_{T}} v_{i}+196 \geq 2^{9} .
$$

In other words, an error can occur only in the $i$-th component. Let $v_{i}=2$, then $-2^{e_{p}-e_{T}} v_{i}+196$ $(\bmod p)=964$. Now for $c \in\{2,3,4,5\}$, we have

$$
\mathscr{O}^{\mathrm{PCO}}\left(\mathrm{pt},\left(\frac{60}{c}, 2 X^{i}\right)\right)=1 \Longleftrightarrow 964+\mathrm{sk}_{i} \times \frac{60}{c} \quad(\bmod p)<512 \Longleftrightarrow \mathrm{sk}_{i} \geq c .
$$

similarly, for $c \in\{-5, \ldots,-2\}$

$$
\mathscr{O}^{\mathrm{PCO}}\left(\mathrm{pt},\left(\frac{60}{c}, 2 X^{i}\right)\right)=1 \Longleftrightarrow 964+\mathrm{sk}_{i} \times \frac{60}{c} \bmod p<512 \Longleftrightarrow \mathrm{sk}_{i} \leq c .
$$

Hence, by querying $\mathscr{O}^{\mathrm{PCO}}\left(\mathrm{pt},\left(U, v_{i} \cdot X^{i}\right)\right)$ with $U=\frac{60}{c}$ one can perform a binary search to find all $\mathrm{sk}_{i}$ s.t. $\mathrm{sk}_{i} \in\{-5, \ldots,-2,2, \ldots, 5\}$. Let $\mathscr{I}$ be the set of indices of such components.

In a second step, we want to find all $\mathrm{sk}_{i} \in\{-1,0,1\}$. As in the previous step, we can set $U= \pm \frac{60}{1}, V=2 X^{i}$. The problem is that in this case $U \notin\left[-\left\lfloor\frac{196}{5}\right\rfloor,\left\lfloor\frac{196}{5}\right\rfloor\right]$ and therefore it is not guaranteed that an error will occur only in the $i$-th component. However, since we know every $\mathrm{sk}_{j}, j \in \mathscr{I}$, we can find two vectors $\tilde{V}^{ \pm}=\sum_{j \in \mathscr{I}} v_{j}^{ \pm} \cdot X^{j}$ s.t. $\mathscr{O}^{\mathrm{PCO}}\left(\mathrm{pt},\left( \pm 60, \tilde{V}^{ \pm}\right)\right)=1$. Hence, by setting $U= \pm 60$ and $V=\tilde{V}^{ \pm}+2 X^{i}$, one can find the remaining $\operatorname{sk}_{i} \in\{-1,0,1\}$. Finally, for $k>1$, we can simply shift the polynomial $U$ in a vector of size $k$ and apply the same algorithm $k$ times. The full algorithm is given in Figure 3.4.

### 3.6.3 Efficiency and implementation

The binary search for one secret component takes at most $[\log (\eta)\rceil$ queries and there are $k \times n$ components. For LightSaber, it means that one can recover sk in at most $4 \times 512=2^{11}$ queries. The higher security levels for SABER require a less aggressive compression (as in Kyber) and a smaller domain for the components of the secret key. It means that a similar attack can be applied. For Saber and FireSaber, $3 \times 768 \approx 2^{11}$ and $3 \times 1024=3072$ queries would be needed, respectively. Interestingly, the maximal number of queries required for Saber would be roughly the same as for LightSaber. As a proof of concept, we implemented the attack against LightSaber using the reference implementation in C.

Finally, we leave as a future improvement the optimisation of the way the value $c$ is picked in the binary search. Following the results presented in [Băe+19], it should be feasible to design a binary search algorithm with an expected number of queries close to $H\left(\mathrm{sk}_{i}\right)$, where $H(\cdot)$ is the Shannon entropy. For instance, in LightSaber we have $H\left(\mathrm{sk}_{i}\right) \approx 2.7$.

### 3.7 Misuse Attack against HQC

We briefly explain here how the attack against Lepton presented in our previous work [Băe+19] can be applied to HQC. The HQC [Mel+19b] scheme works mainly in $\mathscr{R}_{2}$ and with the Hamming weight $\|x\|=\left|\left\{i: x_{i} \neq 0\right\}\right|$. In addition, let $w_{s k}, w_{t}, w_{f}$ be some integers given as parameters and $S_{w}=\left\{v: v \in \mathscr{R}_{2},\|v\|=w\right\}$ be the set of polynomials in $\mathscr{R}_{2}$ with Hamming weight $w$. Then, the CPA-secure PKE underlying HQC is defined as follows.

- Gen: Sample (sk, $d) \leftarrow S_{w_{s k}}^{2}$ and $A \leftarrow \mathscr{R}_{2}$. Set pk $=(A, B=A \times \mathrm{sk}+d)$.
- Enc(pk, $\left.m \in\{0,1\}^{k}\right)$ : Sample $(t, e, f) \leftarrow S_{w_{t}}^{2} \times S_{w_{f}}$. Then, the ciphertext is $(U, V)=(t \times$

```
KR_PCA_SABER(pk)
    \((A, B) \leftarrow \mathrm{pk} ; \rho \leftarrow\left\lceil\frac{q}{4}\right\rfloor\)
    pt \(\leftarrow 0^{256}\)
    for \(\ell \in[k]\) :
    We write \(U\) for the vector in \(\mathscr{R}_{p}^{k}\) with polynomial \(U\)
    at position \(\ell\) and \(0 \in \mathscr{R}_{p}\) elsewhere.
    \(\mathscr{I} \leftarrow \varnothing\)
    for \(i \in[n]_{-}\):
        \(V \leftarrow 2 \cdot X^{i} \in \mathscr{R}_{T}\)
        \(a \leftarrow-5 ; b \leftarrow 5\)
        if \(\mathscr{O}^{\mathrm{PCO}}(\mathrm{pt},(30, V))=1: a \leftarrow 2\)
        else :
            if \(\mathscr{O}^{\mathrm{PCO}}(\mathrm{pt},(-30, V))=1\) :
                \(b \leftarrow-2\)
            else :
                \(\mathscr{I} \cup\{i\} ;\) continue
    while \(b>a\) : // Binary search to find \(\mathrm{sk}_{\ell, i}\)
                \(c \leftarrow \operatorname{sgn}(a+b)\left\lceil\frac{|b+a|}{2}\right\rceil ; \left.U \leftarrow \frac{60}{c} \quad \| c \right\rvert\, 60\) for all \(c \in\{-5, \ldots, 5\}\)
        if \(\mathscr{O}^{\mathrm{PCO}}(\mathrm{pt},(U, V))=1\) :
            if \(c>0: a \leftarrow c\)
            else : \(b \leftarrow c\)
        else :
            if \(c>0: b \leftarrow c-1\)
            else : \(a \leftarrow c+1\)
        \(\mathrm{sk}_{\ell, i} \leftarrow a\)
        find two vectors \(\tilde{V}^{ \pm}\)s.t. \(\mathscr{O}^{\mathrm{PCO}}\left(0^{256},\left( \pm 60, \tilde{V}^{ \pm}\right)\right)=1\)
        for \(i \in \mathscr{I}\)
            \(V \leftarrow \tilde{V}^{+}+2 X^{i}\)
            if \(\mathscr{O}^{\mathrm{PCO}}(\mathrm{pt},(60, V))=1\) :
                \(\mathrm{sk}_{\ell, i} \leftarrow 1\); continue
        \(V \leftarrow \tilde{V}^{-}+2 X^{i}\)
        if \(\mathscr{O}^{\mathrm{PCO}}(\mathrm{pt},(-60, V))=1\) :
                \(\mathrm{sk}_{\ell, i} \leftarrow-1\); continue
        \(\mathrm{sk}_{\ell, i} \leftarrow 0\)
    return sk
```

Figure 3.4: KR-PCA adversary against SABER-CPA.
$A+e, t \times B+f+m G)$ where $G$ is a generator matrix in $\mathbb{Z}_{2}^{k, n}$ for some linear [ $\left.k, n\right]$-code $\mathscr{C}$.

- Dec(sk, $U, V)$ : output decode $(V-U \times$ sk) where decode is the decoding function of the code $\mathscr{C}$ generated by $G$.

Now, we have $V-U \times \mathrm{sk}=m G+\delta$ with $\delta=t \times d+f-e \times$ sk. Thus, the decoding (hence the decryption) is correct iff $\|\delta\|=\|t \times d+f-e \times \operatorname{sk}\|<\rho$ for some $\rho$. The goal is to recover $\delta$ and use the known relation $B=A \times \mathrm{sk}+d$. Then, $(t \times A+e) \times \mathrm{sk}=t \times B+f-\delta$ gives $n$ linear equations in $n$ unknowns in $\mathbb{Z}_{q}$ and we can solve for sk.

The code used in HQC is a composition of a $d$-repetitions code and BCH code. Namely,

$$
\text { decode }=\operatorname{decode}_{\mathrm{BCH}}\left(\operatorname{decode}_{\mathrm{REP}}(c)\right) .
$$

This is the same decoding function as the one in Lepton [YZ17] and therefore one can use the same learning algorithm [Băe +19$]$ to deduce $\delta$ and thus obtain $n$ linear equations in sk. For parameters of HQC-128, it requires

$$
n+\frac{n}{d} \log _{2} d+\frac{n}{d}+\log _{2} \frac{n}{d} \approx 2^{15}
$$

oracle queries to recover sk, with $n=24677$ and $d=31$. In the revised version of HQC for the second round of the NIST standardisation process, the polynomial $V$ is truncated to fit into $n_{c}$ coefficients at the end of the encryption, where $n_{c}$ is the length of the code. Similarly, it is expanded by $\ell$ coefficients set to 0 before decryption, with $\ell=n-n_{c}$. As $n$ is picked as the least prime larger than $n_{c}$, the value $\ell$ is typically very small (e.g. $\ell=1$ for HQC-128). Still, this implies that we can only get $n_{c}$ equations for $n$ unknowns at the end of the attack. However, one can run twice the attack to obtain enough equations or use a bruteforce technique (if $\ell$ is small) to recover the full key sk.

### 3.8 RQC: Misuse Attack and Impossibility Result

### 3.8.1 Rank-based cryptography

The RQC cryptosystem [Mel+19a] is similar to HQC [Mel+19b] but uses the rank metric instead of the Hamming distance. Let $q$ be a prime and consider the finite field $\mathbb{F}_{q^{m}}$ for some parameter $m \in \mathbb{Z}$. Let $g \in \mathbb{F}_{q}[X]$ be an irreducible polynomial of degree $m$. Then, we have $\mathbb{F}_{q^{m}} \simeq \mathbb{F}_{q}[X] /\langle g\rangle \simeq \mathbb{F}_{q}^{m}$. Now, let $\mathbb{F}_{q^{m}}^{n}$ be the vector space over the finite field $\mathbb{F}_{q^{m}}$ for some parameter $n \in \mathbb{Z}$. Each element of this vector space can be seen as a polynomial in $\mathbb{F}_{q^{m}}[X] /\langle f\rangle$ where $f \in \mathbb{F}_{q}[X]$ is an irreducible polynomial of degree $n$, using the trivial isomorphism

$$
\phi: v \in \mathbb{F}_{q^{m}}^{n} \mapsto \sum_{i=0}^{n-1} v_{i} X^{i} \quad(\bmod f)
$$
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For elements in $\mathbb{F}_{q^{m}}^{n}$, the multiplication $\times$ is defined as the polynomial multiplication in $\mathbb{F}_{q^{m}}[X] /\langle f\rangle$. More formally, for any $a, b \in \mathbb{F}_{q^{m}}^{n}$

$$
a \times b:=\phi^{-1}(\phi(a) \cdot \phi(b)),
$$

where $\cdot$ denotes the multiplication in $\mathbb{F}_{q^{m}}[X] /\langle f\rangle$. Similarly, the multiplication in $\mathbb{F}_{q^{m}}$ is defined as the polynomial multiplication in $\mathbb{F}_{q}[X] /\langle g\rangle$. In RQC-I, as $m=97$ and $n=67$, the two polynomials are $f=X^{67}+X^{5}+X^{2}+X+1$ and $g=X^{97}+X^{6}+1$.

Rank metric and support. Let $v=\left(v_{0}, v_{1}, \ldots, v_{n-1}\right) \in \mathbb{F}_{q^{m}}^{n}$ and $\left\{\beta_{i}\right\}_{i \in[m]}$ be a basis of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$. Then, each component $v_{i} \in \mathbb{F}_{q^{m}}$ can be written as a vector in $\mathbb{F}_{q}^{m}$ using the basis representation. Hence, $v$ can be represented as a $m \times n$ matrix with elements in $\mathbb{F}_{q}$. We denote this matrix by $\mathscr{M}(\nu)$, which is of the form

$$
\mathscr{M}(\nu):=\left(\begin{array}{ccc}
v_{0,0} & \cdots & v_{n-1,0} \\
\vdots & \ddots & \vdots \\
v_{0, m-1} & \cdots & v_{n-1, m-1}
\end{array}\right)
$$

with $v_{i, j} \in \mathbb{F}_{q}$ s.t. $v_{i}=\sum_{j \in[m]} v_{i, j} \beta_{j}$. While not important, the choice of basis of $\mathbb{F}_{q^{m}}$ impacts the matrix representation. In what follows, we consider the canonical basis. That is, we consider $v \in \mathbb{F}_{q^{m}}$ as a polynomial in $\mathbb{F}_{q}[X] /\langle g\rangle$ and take the trivial representation of this polynomial as a vector in $\mathbb{F}_{q}^{m}$.

Definition 3.8.1 (Rank in $\mathbb{F}_{q^{m}}^{n}$ ). Let $v \in \mathbb{F}_{q^{m}}^{n}$ be a vector and $\mathscr{M}(\nu) \in \mathbb{F}_{q}^{m \times n}$ be its matrix representation as defined above. Then, we define the rank of $v$ as

$$
\|\nu\|:=\operatorname{rank}(\mathscr{M}(\nu))
$$

that is, the rank of the matrix representation of $v$. Then, the distance between $v, w \in \mathbb{F}_{q^{m}}^{n}$ is defined as

$$
\|v-w\|=\operatorname{rank}(\mathscr{M}(\nu)-\mathscr{M}(w)) .
$$

For an arbitrary matrix $A$, let span $(A)$ be the vector space spanned by the columns of $A$. Then, the support of a vector is defined as follows.

Definition 3.8.2 $\left(\right.$ Support in $\left.\mathbb{F}_{q^{m}}^{n}\right)$. Let $v \in \mathbb{F}_{q^{m}}^{n}$. Then, the support is

$$
\operatorname{supp}(\nu):=\operatorname{span}(\mathscr{M}(\nu))
$$

i.e. the vector space spanned by the columns of $\mathscr{M}(\nu)$. Similarly, we write $\operatorname{supp}\left(\nu^{T}\right)$ for the vector space spanned by the rows of $\mathscr{M}(\nu)$. Finally, by the definition of the rank of a matrix, we have $\operatorname{dim}(\operatorname{supp}(\nu))=\operatorname{dim}\left(\operatorname{supp}\left(v^{T}\right)\right)=\|\nu\|$.

A useful tool when dealing with vector subspaces is the $q$-binary coefficient (also called

Gaussian coefficient), which counts the number of subspaces of dimension $r$ in a vector space of dimension $n$ over a field of cardinality $q$. It is defined as

$$
\left[\begin{array}{c}
n \\
r
\end{array}\right]_{q}:=\prod_{i=0}^{r-1} \frac{q^{n}-q^{i}}{q^{r}-q^{i}}
$$

### 3.8.2 RQC scheme

Let $w, w^{\prime}, k \in \mathbb{Z}$ be parameters, $S_{w}^{n}:=\left\{v \in \mathbb{F}_{q^{m}}^{n}:\|v\|:=w\right\}$, and $S_{1, w}^{n}:=\left\{v \in \mathbb{F}_{q^{m}}^{n}:\|v\|=w, 1 \in\right.$ $\operatorname{supp}(\nu)\}$. RQC uses a random Gabidulin code [Gab85] defined by a generating matrix $G \in \mathbb{F}_{q^{m}}^{k \times n}$ and with decoding capacity $\rho=\left\lfloor\frac{n-k}{2}\right\rfloor$. We denote the corresponding decoding algorithm by decode $_{\text {gab }}$. Then, RQC-CPA, the PKE underlying RQC, works as follows.

- Gen: Sample (sk, $d$ ) $\leftarrow \$ S_{1, w}^{2 n}$ and $A \leftarrow \$ \mathbb{F}_{q^{m}}^{n}$. Set $B \leftarrow A \times \mathrm{sk}+d$. Pick a random generating matrix $G \in \mathbb{F}_{q^{m}}^{k \times n}$ for some Gabidulin code. Output (pk:= $(A, B, G)$, sk).
- Enc(pk, $\left.m \in\{0,1\}^{k}\right)$ : Sample $(t, e, f) \leftarrow \$ S_{w^{\prime}}^{3 n}$. Compute $U \leftarrow A \times t+e$ and $V \leftarrow B \times t+$ $m G+f$. Output $(U, V)$.
- Dec(sk, $U, V)$ : Output decode ${ }_{\text {gab }}(V-U \times \mathrm{sk})$.

Correctness. Let $\delta:=t \times d+f-e \times s \mathrm{sk}$. Then, for any honestly generated ciphertext ( $U, V$ ) (i.e. $(U, V)=\operatorname{Enc}(\mathrm{pk}, m)$ for some $\mathrm{pk}, m)$ we have $V-U \times \mathrm{sk}=m G+\delta$. Since the decoding capacity of the code is $\rho$, we assume $\operatorname{Dec}($ sk, $U, V)=m \Longleftrightarrow\|\delta\| \leq \rho$ thus,

$$
\mathscr{O}^{\mathrm{PCO}}(\mathrm{pt}, U, V)=1 \Longleftrightarrow\|\delta\| \leq \rho .
$$

### 3.8.3 KR-PCA against RQC-CPA

We give a Key-Recovery under Plaintext-Checking attack that works with $O\left(w q^{\min \{m, n\}-\rho+1}\right)$ queries in expectation. As $q=2, w=5, m=97, n=67$ and $\rho=31$ for RQC-I, we obtain a complexity of $O\left(2^{39}\right)$.

First, we state a useful theorem and two lemmas.
Theorem 3.8.1 (Lemma 1, [Car75] or Theorem 11, [MS74]). Let $X, Y \in \mathbb{F}^{m \times n}$ be two $m \times n$ matrices over an arbitrary field $\mathfrak{F}$. Then,

$$
\operatorname{rank}(Y+X)=\operatorname{rank}(Y)+\operatorname{rank}(X)
$$

iff

$$
\operatorname{span}(Y) \cap \operatorname{span}(X)=\{0\} \text { and } \operatorname{span}\left(Y^{T}\right) \cap \operatorname{span}\left(X^{T}\right)=\{0\} .
$$
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In other words, for two matrices over a field, the rank of their sum is equal to the sum of their rank iff their column space (resp. their row space) trivially intersect.

Lemma 3.8.1. We consider the $R Q C-C P A$. Let $B=A \times \mathrm{sk}+d, \mathrm{sk}, d \in \mathbb{F}_{q^{m}}^{n}$, $\operatorname{supp}(\mathrm{sk})=\operatorname{supp}(d)$ and $\|\mathrm{sk}\|=\|d\|=w$. Then, finding $a$ subspace $F \subset \mathbb{F}_{q^{m}}$ s.t. $z=\operatorname{dim}(F) \leq \frac{m}{2}$ and $\operatorname{supp}(\mathrm{sk})=$ $\operatorname{supp}(d) \subseteq F$ is sufficient to recoversk and d. Similarly, let $z=\operatorname{dim}(F), z^{\prime}=\operatorname{dim}\left(F^{\prime}\right)$, then finding $F, F^{\prime} \subset \mathbb{F}_{q}^{n}$ s.t. $z+z^{\prime} \leq n, \operatorname{supp}\left(\mathrm{sk}^{T}\right) \subseteq F$ and $\operatorname{supp}\left(d^{T}\right) \subseteq F^{\prime}$ is sufficient to recover sk and d.

Proof sketch. We give here an informal argument. A complete discussion can be found in a paper by Aragon et al. [Ara+18]. If one can find a subspace $F$ s.t. the support of sk (and $d$ ) is contained in it, one can compute a basis $\left\{\beta_{i}\right\}_{i \in[z]}$. for the subspace $F$. Then, one can write sk ${ }_{i}=\sum_{j=0}^{z-1} a_{i, j} \beta_{j}$ and $d_{i}=\sum_{j=0}^{z-1} b_{i, j} \beta_{j}$, where the $2 n z$ coefficients $a_{i, j}, b_{i, j}$ are unknown. Then, $B=(A, 1) \cdot(\mathrm{sk}, d)^{T} \in \mathbb{F}_{q^{m}}^{n}$ can be seen as a system of $n m$ linear equations in $\mathbb{F}_{q}$ with $2 n z$ unknown coefficients. Hence, as long as $n m \geq 2 n z \Longleftrightarrow z \leq \frac{m}{2}$, one can solve the system of equations to recover sk, $d$.

Similarly, if one can find a basis for a subspace containing the row space of $\mathscr{M}$ (sk) and another for the row space of $\mathscr{M}(d)$, one can write the system of $m n$ equations in $\mathbb{F}_{q}$ given by $B$ as a system with $m\left(z+z^{\prime}\right)$ unknown coefficients. In this case, the system is solvable for $z+z^{\prime} \leq n$.

Lemma 3.8.2. Let $p_{k, w}^{n}$ the probability that a random subspace of dimension $k$ non-trivially intersects a given subspace of dimension $w$ in $\mathbb{F}_{q}^{n}$, with $k+w \leq n$. Then,

$$
p_{k, w}^{n} \leq\left(q^{k}-1\right) \frac{\left(q^{w}-1\right)}{\left(q^{n}-1\right)} \leq q^{w+k-n}
$$

Proof. The proof of the first inequality is a simple union bound. The probability that a random non-zero random vector is in the subspace of dimension $w$ is $\frac{\left(q^{w}-1\right)}{\left(q^{n}-1\right)}$ (i.e. the number of nonzero vectors in the subspace over the number of non-zero vectors in $\mathbb{F}_{q}^{n}$ ). Then, the probability that at least one of the $q^{k}-1$ non-zero vectors of the random subspace is in the given subspace is upper bounded by $\left(q^{k}-1\right) \frac{\left(q^{w}-1\right)}{\left(q^{n}-1\right)}$. The second bound is straightforward analysis: one can compute the following equivalence

$$
\left(q^{k}-1\right) \frac{\left(q^{w}-1\right)}{\left(q^{n}-1\right)} \leq q^{w+k-n} \Longleftrightarrow q^{w}+q^{k}-1 \geq \frac{q^{w+k}}{q^{n}}
$$

which holds with $k+w \leq n$.

The attack. Let $V:=x$ for some $x \in \mathbb{F} q_{q^{m}}^{n}$ and $U:=-1 \in \mathbb{F}_{q^{m}}^{n}$. Then,

$$
\mathscr{O}^{\mathrm{PCO}}(0,(U, V))=1 \Longleftrightarrow\|\mathrm{sk}+x\| \leq \rho .
$$

Let's pick $x \in \mathbb{F}_{q^{m}}^{n}$ at random s.t. $\|x\|=\rho-w$. Then, by Theorem 3.8.1, we have $\|$ sk $+x \|=\rho$ iff the column spaces (resp. the row spaces) of sk and $x$ do not intersect (i.e. trivially intersect). By

Lemma 3.8.2, the probability an intersection occurs in the column space or in the row space is upper bounded by $p_{\rho-w, w}^{m}+p_{\rho-w, w}^{n} \leq q^{\rho-m}+q^{\rho-n}$. Since $m \geq n$ and $\rho<\frac{n}{2}$ in RQC, this can be further bounded by $O\left(q^{-n / 2}\right)$, which is negligible in $n$. Hence, we assume this does not occur and $\|$ sk $+x \|=\rho$. In this case, supp (sk) $\subset \operatorname{supp}(\mathrm{sk}+x)$ and supp $\left(\mathrm{sk}^{T}\right) \subset \operatorname{supp}\left((\mathrm{sk}+x)^{T}\right)$. Indeed, each vector in supp (sk $+x$ ) can be written as a linear combination of vectors in the union of the basis of sk and $x$. Clearly, the union of the two basis is then a basis for supp (sk $+x$ ) since $\|$ sk $+x \|=w+(\rho-w)$. The same argument works for the row space. Hence, the attack consists of finding a basis of supp $(\mathrm{sk}+x)$ or supp $\left((\mathrm{sk}+x)^{T}\right)$ and then finding sk by Lemma 3.8.1. We focus on finding the first one.

Let $u:=\mathrm{sk}+x$ with $\|u\|=\rho$ and $y:=(\alpha, 0, \ldots, 0) \in \mathbb{F}_{q^{m}}^{n}$ for some $\alpha \in \mathbb{F}_{q^{m}}$. Then,

$$
\mathscr{M}(y)=\left(\begin{array}{cccc}
\alpha_{0} & 0 & \cdots & 0 \\
\alpha_{1} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{m-1} & 0 & \cdots & 0
\end{array}\right) .
$$

We observe that for $\|y\|=1$

$$
\operatorname{supp}(u) \cap \operatorname{supp}(y) \neq\{0\} \Longleftrightarrow \alpha \in \operatorname{supp}(u)
$$

Therefore, by Theorem 3.8.1, $\|u+y\|=\rho$ iff $y \in \operatorname{supp}(u)$ or $(1,0, \ldots, 0) \in \operatorname{supp}\left(u^{T}\right) \subset \mathbb{F}_{q}^{n}$. Now, if we consider supp $\left(u^{T}\right)$ as a random subspace of dimension $\rho$ in $\mathbb{F}_{q}^{n}$, the probability that $(1,0, \ldots 0) \in \operatorname{supp}\left(u^{T}\right)$ can be upper bounded by $q^{\rho+1-n} \leq q^{-n / 2+1}$ by Lemma 3.8.2, which is negligible. Hence, one can iterate over all $\alpha \in \mathbb{F}_{q^{m}}$ and mark $\alpha$ whenever $\|u+y\| \leq \rho$. At the end, all marked $\alpha$ 's form the vector space supp $(u)$. Then, one can find a basis for this subspace and recover the secret key sk by Lemma 3.8.1, since $\rho<\frac{n}{2}<\frac{m}{2}$. In this case, the total number of queries needed is $O\left(q^{m}\right)$. Note that the strategy of querying $y$ with only one non-null component is similar to an independent and concurrent timing attack against RQC [Bet+19].

Improved attack. Now, instead of marking all $\alpha$ 's in the vector space supp $(u)$, one can mark $\alpha$ s.t. $\alpha$ is not in the subspace spanned by the already marked $\alpha$ 's. More formally, in the $i$-th step, if we know that $\alpha^{(1)}, \ldots, \alpha^{(i-1)} \in \operatorname{supp}(u)$, we do not mark $\alpha^{(i)}$ s.t. $\alpha^{(i)} \in \operatorname{span}\left(\alpha^{(1)}, \ldots, \alpha^{(i-1)}\right)$. In that way, the expected number of queries needed is lowered since we recover only a basis of $\operatorname{supp}(u)$ and not the whole subspace. Note that we could check for linear independence of $\alpha^{(i)}$ before querying it, sparing a few queries but increasing the amount of offline work.

The expected number of queries needed can be approximated as follows. Let $X_{i}$ be the number of queries needed to find a new basis vector in supp ( $u$ ), knowing we already found $\alpha^{(1)}, \ldots, \alpha^{(i)} \in \operatorname{supp}(u)$. We refer to the vectors which are not a new basis vector as bad. In each step, we assume we did not query any bad vectors. Thus, the number of potential basis vectors is $q^{\rho}-q^{i}$ and the total number of vectors left to query is $q^{m}-i$. The expected number of
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```
RQC_KR_PCA(pk)
    \((A, B) \leftarrow \mathrm{pk}\)
    \(\mathrm{pt} \leftarrow 0^{k}\)
    \(U \leftarrow-1\)
    \(x \leftarrow \$ S_{\rho-w}^{n}\)
    compute basis \(\left\{\beta_{i}\right\}_{i \in[\rho-w]_{-}}\)of \(\operatorname{span}(x)\)
    \(\mathscr{W} \leftarrow\left\{\beta_{i}\right\}_{i \in[\rho-w]_{-}}\)
    for \(\alpha \in \mathbb{F}_{q^{m}}\)
        \(y \leftarrow(\alpha, 0, \ldots, 0) \in \mathbb{F}_{q^{m}}^{n}\)
        \(V \leftarrow x+y\)
        \(r \leftarrow \mathscr{O}^{\mathrm{PCO}}(\mathrm{pt},(U, V))\)
        if \(r=1\) :
            if \(\alpha\) not in subspace spanned by the elements of \(\mathscr{W}\) :
                \(\mathscr{W}=\mathscr{W} \cup\{\alpha\}\)
        if \(|\mathscr{W}|=\rho\) : break
    Set sk \({ }_{i}=\sum_{i=0}^{\rho-1} a_{i, j} \gamma_{i}\) and \(d_{i}=\sum_{i=0}^{\rho-1} b_{i, j} \gamma_{i}\) with \(\gamma_{i} \in \mathscr{W}\)
    Solve \(B=(A, 1) \cdot(\mathrm{sk}, d)^{T}\)
    return sk
```

Figure 3.5: KR-PCA adversary against RQC-CPA.
draws before getting a good vector (i.e. a new basis vector) is therefore $\mathbb{E}\left[X_{i}\right]=\frac{q^{m}-i+1}{q^{\rho}-q^{i-1}+1}$. At the beginning, we already know that the basis of $x$ is a set of $\rho-w$ linearly independent elements of $\operatorname{supp}(u)$. Therefore, we set $\alpha^{(1)}, \ldots, \alpha^{(\rho-w)}$ as the basis of $x$ and only $w$ basis vectors need to be found. Hence, the expected total number of queries before getting the $\rho$ basis vectors is approximately

$$
\sum_{i=\rho-w}^{\rho-1} \frac{q^{m}-i+1}{q^{\rho}-q^{i}+1} \leq \sum_{i=\rho-w}^{\rho-1} \frac{q^{m}}{q^{\rho}-q^{i}} \leq w q^{m-\rho+1}
$$

Note that this is actually an upper bound on the real expectation, since we made an assumption that worsens the actual performance (i.e. we forget we already queried some bad vectors). The full attack is given in Figure 3.5. Hence, the expected total number of queries is $O\left(w q^{m-\rho+1}\right)$. The success probability of the algorithm is at least $1-O\left(q^{-n / 2+1}\right)$. Finally, observe that in RQC, sk, $d$ are picked uniformly at random from $\mathbb{F}_{q^{m}}^{n}$ s.t. $\|\mathrm{sk}\|=\|d\|=w$, $\operatorname{supp}(\mathrm{sk})=\operatorname{supp}(d)$ and $1 \in \operatorname{supp}(\mathrm{sk})=\operatorname{supp}(d)$. The fact that we know one vector of the subspace spanned by sk does not impact the attack but merely decreases the randomness of sk.

Row support recovery. The attack that recovers a vector subspace supp ( $u^{T}$ ) which contains the row space of sk is nearly identical to the one above. The only difference is that we it-
erate over all $\alpha \in \mathbb{F}_{q}^{n}$ by setting $y \in \mathbb{F}_{q^{m}}^{n}$ s.t. $y=\left(\alpha_{0} X, \alpha_{1} X, \ldots, \alpha_{n-1} X\right)$. We do not set $y=$ $\left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}\right)$, otherwise $1 \in \operatorname{supp}(y)$ and thus $\|u+y\| \leq \rho$ for all $\alpha$. Now, the row space of the secret key supp $\left(\mathrm{sk}^{T}\right)$ is not necessarily equal to the row space of $d$. However, one can recover a subspace containing the latter in the exact same way. Indeed, the only difference is that we set $U:=A, V:=B+x$ for any $x \in \mathbb{F}_{q^{m}}^{n}$ and then $\mathscr{O}^{\mathrm{PCO}}(\mathrm{pt},(U, V))=1 \Longleftrightarrow\|V-U \times \mathrm{sk}\|=\|d+x\| \leq \rho$. Note that Lemma 3.8.1 still applies since $\rho<\frac{n}{2}$. The expected number of queries is upper bounded by $w q^{n-\rho+1}$.

Total cost. Hence, the total number of queries needed to recover the key is upper bounded by $w q^{\min \{m, n\}-\rho+1}$. For the CPA version of RQC-I (which targets 128-bit security), this amounts to roughly $2^{39}$ queries.

### 3.8.4 Hardness of Learning in the rank metric

As the KR-PCA attack against RQC given above has an exponential complexity, one could wonder whether a polynomial attack would be possible. While not proving the hardness of the KR-PCA game in the RQC setting, we show below that the learning game is hard for small errors.

First, we state useful theorems and lemmas.
Lemma 3.8.3 (Corollary 8.1, [MS74]). Let $X, Y \in \mathbb{F}^{m \times n}$ be two $m \times n$ matrices over a field $\mathbb{F}$, $c:=\operatorname{dim}(\operatorname{span}(X) \cap \operatorname{span}(Y))$ and $d:=\operatorname{dim}\left(\operatorname{span}\left(X^{T}\right) \cap \operatorname{span}\left(Y^{T}\right)\right)$. Then,

$$
\operatorname{rank}(X)+\operatorname{rank}(Y)-c-d \leq \operatorname{rank}(X+Y) \leq \operatorname{rank}(X)+\operatorname{rank}(Y)-\max (c, d)
$$

Lemma 3.8.3 directly implies the following corollary.
Corollary 3.8.1. Let $x, y \in \mathbb{F}_{q^{m}}^{n}$ s.t. $\|x\|=w,\|y\|=z$ and $z \geq w$. Let $c:=\operatorname{dim}(\operatorname{supp}(x) \cap \operatorname{supp}(y))$, $d:=\operatorname{dim}\left(\operatorname{supp}\left(x^{T}\right) \cap \operatorname{supp}\left(y^{T}\right)\right)$ and $\rho$ be some positive integer. Then, if $z>\rho+w$

$$
\|x+y\|>\rho
$$

Lemma 3.8.4 (Intersection of subspaces). Let $w, d, n \in \mathbb{N}$ and $W$ be some random secret subspace of $\mathbb{F}_{q}^{n}$ of dimension $w$. We consider the following game. A participant who does not know $W$ tries to find a subspace $X$ of $\mathbb{F}_{q}^{n}$ of dimensiond s.t. the intersection $W \cap X$ is non-trivial. The game stops when such a subspace is found. Then, the probability $p_{w, d}^{n, t}$ of success in trials is

$$
p_{w, d}^{n, t} \leq \frac{t}{q^{n-d-w}}
$$

Proof. By a union bound, the probability of finding an intersection with a subspace of dimension $d$ in a given trial is upper bounded by the probability of finding an intersection with a
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subspace of dimension 1 (i.e. a vector) in $q^{d}-1$ trials. Therefore, we have

$$
\begin{equation*}
p_{w, d}^{n, t} \leq p_{w, 1}^{n,\left(q^{d}-1\right) t} \leq p_{w, 1}^{n, t^{\prime}} \tag{3.7}
\end{equation*}
$$

for $t^{\prime}:=q^{d} t-1$ (and $t>0$ ). Then, in any of the $t^{\prime}$ trials, the probability that a given vector is in the secret subspace of dimension $w$ is upper bounded by $\frac{q^{w}-1}{q^{n}-t^{\prime}-1}$ (i.e. there are $q^{w}-1$ non-zero vectors in $W$ and at most $t^{\prime}$ non-zero vectors have already been tried). Hence,

$$
\begin{equation*}
p_{w, 1}^{n, t^{\prime}} \leq t^{\prime} \frac{q^{w}-1}{q^{n}-t^{\prime}-1} \leq \frac{t^{\prime}}{q^{n-w}}=\frac{t}{q^{n-d-w}} \tag{3.8}
\end{equation*}
$$

where the first inequality follows from a union bound and the second holds iff $t^{\prime}+1 \leq$ $q^{n-w} \Longleftrightarrow t \leq q^{n-w-d}$. As the theorem clearly holds for $t>q^{n-w-d}$ since $p_{w, d}^{n, t} \leq 1$, combining Eq. (3.7) and (3.8) concludes the proof.

Now we can prove the hardness of the learning game in the rank metric setting.
Theorem 3.8.2 (Hardness of learning in the rank metric). Let $q:=2, w, \rho, n, m$ and $d:=\rho+w$ be some positive integers s.t. $w+d=\rho+2 w<\min \{m, n\}$. In addition, we consider $S_{w}^{n}:=\{v \in$ $\left.\mathbb{F}_{q^{m}}^{n}:\|v\|=w\right\}, \Psi$ the uniform distribution over $S_{w}^{n}$ and $\|\cdot\|$ the rank distance. Then, for any learning adversary $\mathscr{A}_{t}$ restricted to $t$ number of queries with $t<q^{\min \{m, n\}-w-d}$, we have

$$
\operatorname{Adv}_{\Psi, \rho,\|\cdot\|}^{\text {learn }}\left(\mathscr{A}_{t}\right)=\operatorname{Pr}\left[L E A R N_{\Psi, \rho,\|\cdot\|}\left(\mathscr{A}_{t}\right) \Rightarrow 1\right] \leq \frac{t}{q^{n-w-d}}+\frac{t}{q^{m-w-d}}+\text { negl }
$$

where $\mathrm{negl}=\left(\left[\begin{array}{c}n \\ w\end{array}\right]_{q} \prod_{i=0}^{w-1}\left(q^{m}-q^{i}\right)\right)^{-1}$.

Proof. The idea of the proof is to show that the oracle of the learning game is useful only if the adversary can find a non-trivial intersection with the subspace spanned by the columns or the rows of $\mathscr{M}(\delta)$. We proceed by the game hopping technique.

First, consider the learning game of Figure 3.1 but we replace the oracle with the oracle $\mathscr{O}^{\mathrm{G}_{0}}$ of Figure 3.6. We call this new game $\mathrm{G}_{0}$. One can see that this game is the same as the learning game. Indeed, by Corollary 3.8.1, the condition in line 2 returns the same result as $1_{\|\delta+x\| \leq \rho}$. Then, if the column (and row) spaces of $\mathscr{M}(x)$ and $\mathscr{M}(y)$ trivially intersect, we have $\|\delta+x\|=\|\delta\|+\|x\|$ by Theorem 3.8.1. Hence, line 8 returns the correct result because the condition on lines 5 were not satisfied. Finally, if this condition did hold, the result is obviously the same as in the original oracle. Now, consider the game $G_{1}$ which is the same as $G_{0}$ except it returns $1_{\|\delta\|+\|x\| \leq \rho}$ when both $\|x\| \leq \rho+w$ and condition on line 5 holds. Let's call this event int. Clearly, $\mathrm{G}_{0}$ and $\mathrm{G}_{1}$ are the same except when int happens.

We want to compute $\operatorname{Pr}[i n t]$, that is, the probability that the adversary finds some $x$ s.t. $\|x\| \leq$ $\rho+w$ and a non-trivial intersection with the column or row space of $\delta$ in less than $t$ queries. Now, in the learning game, the oracle replies $1_{\|\delta\|+\|x\| \leq \rho}$ (which contains no extra information

```
Oracle \(\mathscr{O}^{\mathrm{G}_{0}}(x)\)
    \(w \leftarrow\|\delta\|\)
        Oracle \(\mathscr{O}^{\mathrm{G}_{1}}(x)\)
    : return \(1_{\|\delta\|+\|x\| \leq \rho}\)
    if \(\|x\|>\rho+w\) :
        return \(1_{\|\delta\|+\|x\| \leq \rho}=0\)
    end if
    if \(\operatorname{supp}(x) \cap \operatorname{supp}(\delta) \neq\{0\}\) or \(\operatorname{supp}\left(x^{T}\right) \cap \operatorname{supp}\left(\delta^{T}\right) \neq\{0\}\) :
        return \(1_{\|\delta+x\| \leq \rho}\)
    end if
    return \(1_{\|\delta\|+\|x\| \leq \rho}\)
```

Figure 3.6: Oracles of games $G_{0}$ and $G_{1}$.
about $\delta$ ) as long as int does not occur. Therefore, the probability of int to occur is upper bounded by the probability to find a non-trivial intersection in the row or column space in $t$ tries with $\|x\|=\rho+w$. Hence, by a union bound and Lemma 3.8.4, we have

$$
\operatorname{Pr}[\text { int }] \leq \frac{t}{q^{n-\rho-2 w}}+\frac{t}{q^{m-\rho-2 w}}
$$

In $\mathrm{G}_{1}$, the oracle gives no information to the adversary, as $\|\delta\|$ and $\|x\|$ are known. Therefore, one can remove the oracle and the probability of success of the adversary is simply the probability to guess the correct value $\delta$. The number of vectors in $S_{w}^{n}$ is $\left[\begin{array}{c}n \\ w\end{array}\right]_{q} \prod_{i=0}^{w-1}\left(q^{m}-q^{i}\right)$ (see Gadouleau et al. [GY06] for example). Therefore,

$$
\operatorname{Pr}\left[\mathrm{G}_{1}\left(\mathscr{A}_{t}\right) \Rightarrow 1\right] \leq\left(\left[\begin{array}{c}
n \\
w
\end{array}\right]_{q} \prod_{i=0}^{w-1}\left(q^{m}-q^{i}\right)\right)^{-1}
$$

Hence,

$$
\begin{aligned}
\operatorname{Adv}_{\Psi, \rho,\|\cdot\|}^{\text {learn }}\left(\mathscr{A}_{t}\right) & \leq\left|\operatorname{Pr}\left[\mathrm{G}_{0}\left(\mathscr{A}_{t}\right) \Rightarrow 1\right]-\operatorname{Pr}\left[\mathrm{G}_{1}\left(\mathscr{A}_{t}\right) \Rightarrow 1\right]\right|+\operatorname{Pr}\left[\mathrm{G}_{1}\left(\mathscr{A}_{t}\right) \Rightarrow 1\right] \\
& \leq \operatorname{Pr}[\mathrm{int}]+\operatorname{Pr}\left[\mathrm{G}_{1}\left(\mathscr{A}_{t}\right) \Rightarrow 1\right] \\
& \leq \frac{t}{q^{n-w-d}}+\frac{t}{q^{m-w-d}}+\left(\left[\begin{array}{c}
n \\
w
\end{array}\right]_{q} \prod_{i=0}^{w-1}\left(q^{m}-q^{i}\right)\right)^{-1}
\end{aligned}
$$

Discussion. While not proving the hardness of KR-PCA attacks, Theorem 3.8.2 shows that the learning game in the rank metric is difficult for some parameters. As many reaction attacks are based on the capability to solve an instance of the learning game, this result is still significant. Note that when the error weight $w$ is large, $q^{n-\rho-2 w} \leq 1$ and the bound becomes meaningless.

## Chapter 3. Classical Misuse Attacks on NIST Round 2 PQC: The Power of Rank-based Schemes

However, in most settings, the value $w$ is picked small enough. For example, in RQC-I, we have $w=5, \rho=31, m=97$ and $n=67$. Therefore, the advantage of a $t$-bounded adversary is roughly bounded by $\frac{t}{2^{26}}$. This means that a number of queries of the order of $2^{26}$ is necessary to win with good probability. While feasible, the cost is still exponential. More generally, if $\rho+2 w$ is smaller but proportional to $n$ (and $m$ ), the learning problem requires an exponential number of queries in the rank metric.

Overall, this result shows that the learning problem is harder in the rank metric than in other norms. Indeed, as we showed [Băe+19], the learning problem for other distances such as the Hamming distance, the $L_{\infty}$ norm in $\mathbb{Z}_{q}$ or some variants can be solved with a polynomial number of queries. One explanation is that the learning problem for other metrics can be solved component-wise. That is, by varying one component of $x$ in the query, one can extract information only about the corresponding component in the secret value. Then, it is sufficient to recover the secret component by component. In the rank metric though, this strategy is not possible as varying one entry in the value $x$ does not necessarily give information about a given component. More generally, this confirms the intuition that the rank leaks less information, as flipping one entry in a vector always changes the Hamming weight but not necessarily the rank.

This proof tends to show that the rank metric may be well suited to resist to key misuse and similar attacks.

## 4 FO-like Combiners and Hybrid PostQuantum Cryptography

While Fujisaki-Okamoto-like transforms can become security hazards if badly implemented, we show in this chapter that one can use similar constructions to boost security. More precisely, we study here how one can build KEMs that are based on several hardness assumptions. Indeed, most of the assumptions the PQ schemes are based on (e.g. learning with errors, syndrome decoding) have been less extensively studied than their classical counterparts. Therefore, combining several systems into one to increase security seems a sound idea. For example, one could combine both a classical PKE/KEM scheme such as RSA with a PQ one, and ideally the resulting cryptosystem should be secure as long as one of the underlying schemes is secure. Such systems have been popularised under the term hybrid schemes and the way the underlying systems are combined is called a combiner. Moreover, if the resulting hybrid scheme is secure as long as one of the underlying systems is secure, the combiner is said to be robust.

When it comes to PQ cryptography, hybrid schemes may offer many advantages (depending on how they are implemented), such as:

1. Providing trust regardless of the security of post-quantum assumptions.
2. Fulfilling the standards requirement by combining a standard scheme with another one which is not.
3. Allowing a smooth transition between classical and PQ cryptography in practice, i.e. hybrid cryptography can allow support of both classical and PQ schemes.
4. Combining multiple PQ schemes together might offer better confidence. Such hybrid schemes would come at the cost of efficiency, however combining two efficient schemes might result in a more efficient scheme than one inefficient one. Such ideas and issues were briefly discussed on the NIST PQC forum ${ }^{1}$. We focus mostly on this application of hybrid systems in this work.
[^0]Unfortunately, hybrid schemes do not offer much improvement in terms of theoretical security. Indeed, if both underlying schemes require $2^{\lambda}$ operations to be broken, the hybrid system would be broken in $2^{\lambda+1}$ operations (i.e. we gain only 1 bit of security). In practice however, the security gain might be better, depending on the underlying schemes. Indeed, one might reasonably argue that the probability of a major breakthrough in two different problems believed to be hard by the community is lower than the probability of one devastating breakthrough. In any case, while the practical security offered by hybrid cryptosystems obviously depends on many parameters, we think that such schemes offer a greater security boost than what can be deduced from the theoretical bounds only.

The results presented in this chapter are part of a joint work with Serge Vaudenay that was published at CANS 2021 [HV21]. As in the previous chapter, this research was conducted during the second round of the NIST PQ standardisation process.

### 4.1 Contributions

Several authors have considered KEM or signature combiners targeting post-quantum systems in recent years [Bin+17; Bin+19a; GHP18]. However, all the combiners introduced in these papers work in a black-box manner on IND-CCA KEMs. That is, these combiners take two KEMs (or signature schemes) as inputs and output the hybrid construction. Yet, we know that most PQ KEM proposals share a very similar structure: an OW/IND-CPA secure PKE is introduced and then the Fujisaki-Okamato (FO) transform or a variant is applied to give an IND-CCA KEM. Therefore, one could try to directly combine the IND-CPA schemes to give an IND-CCA KEM, hopefully getting better performances. Therefore, we present in this report several hybrid FO-like transforms which combine two OW-CPA PKEs into one IND-CCA KEM. We also generalise these constructions to $n$ schemes (i.e. $n$ PKEs are combined into one KEM).

Compared to previous work, our combiners are simpler as they do not require extra primitives such as special types of PRFs or MACs. As a result, they are slightly more efficient by removing calls to these primitives and by optimising the use of hash functions. Finally, our combiners follow a different paradigm as they replace FO transforms. Thus, they would likely be implemented in cryptographic libraries directly, whereas previous combiners would likely be implemented in applications/protocol libraries (e.g. openssl). Hence, our constructions offer another approach that might be useful to implementors, for example for optimisation or security purposes.

The main disadvantage of FO transforms is that they are only secure in the random oracle model (ROM) and we prove the security of our FO-like hybrid combiner in the ROM as well. However, as all PQ IND-CCA KEM submitted to the NIST process are only proven secure in the ROM, it does not add an extra assumption. We also prove that one of our combiners is secure in the Quantum Random Oracle Model (QROM). The results are summarised in Figure 4.1.

At a high level, our combiners share the same structure as a system that would apply a robust


Figure 4.1: Solid arrows indicate results implied by our combiners, bold arrows indicate QROM security. The dashed arrow indicates results from Hofheinz et al. [HHK17].

PKE combiner (e.g. concatenating ciphertexts) followed by a FO-like transform to get a KEM. However, having one scheme for the whole process allows a fine-grained control over the way key derivation and de-randomisation are performed, in turn offering better flexibility. For instance, we study how one can combine hash functions (i.e. random oracles) s.t. our main FO-like combiner is more efficient or secure. More precisely, we define the properties the functions $g$ (used to derive random coins in our construction) and $h$ (used to derive the shared key) should have in order for our construction to be secure. Such theoretical analysis is important, as it was demonstrated that Random Oracles in FO transforms are easily combined in an insecure way [BDG20]. Therefore, by presenting generic n-PKEs-to-KEM combiners with detailed security proofs and several examples of ROs combinations, we hope to offer clear flexibility and security guarantees to implementors.

As a proof of concept, we implemented a hybrid KEM based on the IND-CPA version of HQC and LAC, two round 2 proposals to the NIST PQ standardisation process. We call this hybrid KEM hqc_lac_128 and we report and analyse how this scheme compares to the other round 2 proposals. In particular, we show that the performance of the hybrid scheme is comparable to the performance of the least efficient underlying scheme (i.e. HQC in this case). Moreover, as our combiner is highly parallelisable, our tests show that a parallelised version of hqc_lac_128 is as efficient as HQC in terms of speed, excluding a negligible overhead (mainly due to the creation of an additional thread). We think this demonstrates that using a hybrid PQ system in place of a single PQ scheme may increase significantly the security at a small cost.

Finally, we compute the theoretical performance (based on the data from eBACS [Be20]) of every possible hybrid scheme based on two PQ IND-CPA schemes that are based on assumptions of a different type (e.g. a lattice-based scheme with a code-based scheme). We discuss the performance of the most efficient ones in two metrics, namely public key/ciphertext size and encapsulation/decapsulation speed. This analysis shows that a given hybrid scheme struggles to perform as well as an efficient non-hybrid one in both metrics.

### 4.2 Related Work

Many authors have considered robust combiners for different primitives, like combiners for PKEs [DK05; Zha+16], hash functions [AHV98; FL08; FLP08], commitment schemes [Her05], PQ signatures [Bin+17], AEAD [PR20]. Recently, robust combiners for KEMs have also been considered by Giacon et al. in [GHP18]. In that work, they propose various robust combiners in the standard model and in the random oracle model that take two IND-CCA KEMs and output another IND-CCA KEM. Similarly, Bindel et al. [Bin+19a] propose similar robust KEM combiners which are secure against quantum adversaries. Our combiners differ from these as we aim at building a monolithic IND-CCA KEM based on several IND-CPA (or OW-CPA) PKEs. In a way, we bypass the intermediate KEM constructions, as many KEMs are based on FO-transformed IND-CPA schemes.

### 4.3 FO-like Combiners

Compared to FO-like transforms, we wish to design constructions that take two (or more) IND/OW-CPA schemes instead of one and that output an IND-CCA KEM. Compared to blackbox combiners, this approach allows for lower-level combiners, which in turn can be more efficient. As more precise examples, we consider KEM combiners proposed by Bindel et al. [Bin+19a], given in Figure 4.2. These three constructions, namely XtM , dualPRF and N are based on special kinds of MACs and PRFs (we refer the interested reader to the original paper for the corresponding definitions). In the $\mathrm{XtM}_{t \mathrm{M}}$ combiner, the keys must be split and a tag on the ciphertexts is computed. Similarly, in the dualPRF and $N$ combiners, multiple passes on the keys and ciphertext must be performed to derive the key. All these operations add complexity and/or increase the ciphertext length while being redundant if the underlying KEMs are built using a FO-like transform. Thus, one could hope to remove several superfluous computations and primitives by looking at the actual implementation of the underlying KEMs. We apply this idea to construct several new combiners, which we call FO-like combiners. In addition of not being black-box, these combiners differ from other proposals in the fact that they take several PKEs as inputs and output a KEM.

### 4.3.1 $\mathrm{T}_{\|}$combiner

For our first construction, the idea is to apply twice the T transform of Hofheinz et al. [HHK17] (see Figure 2.16) to obtain an OW-PCA PKE from two OW-CPA PKEs PKE ${ }_{i}=\left(\mathrm{Gen}_{i}, \mathrm{Enc}_{i}, \mathrm{Dec}_{i}\right)$ with $i \in\{1,2\}$. We call this FO-like combiner $\mathrm{T}_{\|}$and we present it in Figure 4.3. Then, one can apply the $U^{\perp 又}$ transform (see Figure 2.17) and Theorem 2.4.5 to obtain an IND-CCA KEM. The message space $\mathscr{M}$ of the resulting PKE is $\mathscr{M}_{1} \times \mathscr{M}_{2}$ (i.e. the space product of the two message spaces). This construction is actually a useful intermediary step towards a more general OW-CPA to KEM IND-CCA combiner we present in the next section.

The following theorem shows that $\mathrm{T}_{\|}$is a robust combiner (as long as one of the two underlying

| Encaps $_{\mathrm{XtM}^{\text {m }}}\left(\mathrm{pk}_{1}, \mathrm{pk}_{2}\right)$ | Encaps $_{\text {dualPRF }}\left(\mathrm{pk}_{1}, \mathrm{pk}_{2}\right)$ | Encaps $_{N}\left(\mathrm{pk}_{1}, \mathrm{pk}_{2}\right)$ |
| :---: | :---: | :---: |
| 1: $\left(\mathrm{ct}_{1}, K_{k, 1} \\| K_{m, 1}\right) \leftarrow \mathrm{Encaps}_{1}\left(\mathrm{pk}_{1}\right)$ | 1: 2: $\left(\mathrm{ct}_{1}, K_{1}\right) \leftarrow \mathrm{Encaps}_{1}\left(\mathrm{pk}_{1}\right)$ | 1: $\left(\mathrm{ct}_{1}, K_{1}\right) \leftarrow \operatorname{Encaps}_{1}\left(\mathrm{pk}_{1}\right)$ |
| 2: (ct $\left.{ }_{2}, K_{k, 2} \\| K_{m, 2}\right)$ ¢ncaps $\left.{ }_{2} \mathrm{pk}_{2}\right)$ | 3: 4: $\left(\right.$ ct $\left._{2}, K_{2}\right)$ ¢ $\mathrm{Encaps}_{2}\left(\mathrm{pk}_{2}\right)$ | 2: ( $\left.\mathrm{ct}_{2}, K_{2}\right) \leftarrow \mathrm{Encaps}_{2}\left(\mathrm{pk}_{2}\right)$ |
| 3: $K_{k} \leftarrow K_{k, 1} \oplus K_{k, 2}$ | 5: 6: ct $\leftarrow\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right)$ | 3: ct $\leftarrow\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right)$ |
| 4: $K_{m} \leftarrow K_{m, 1} \\| K_{m, 2}$ | 7: 8: $K_{d} \leftarrow \operatorname{dPRF}\left(K_{1}, K_{2}\right)$ | 4: $K_{p} \leftarrow \operatorname{PRF}^{\prime}\left(0, K_{1}\right)$ |
| 5: ct $\leftarrow\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right)$ | 9: 10: $K \leftarrow \operatorname{PRF}\left(K_{d}, \mathrm{ct}\right)$ | 5: $K_{d} \leftarrow \operatorname{dPRF}\left(K_{p}, K_{2}\right)$ |
| 6: tag $\leftarrow \mathrm{MAC}_{K_{m}}(\mathrm{ct})$ | 11: 12: return (ct, $K$ ) | 6: $K \leftarrow \operatorname{PRF}\left(K_{d}, \mathrm{ct}\right)$ |
| 7: return ((ct, tag), $K_{k}$ ) | 13: | 7: return (ct, $K$ ) |
| Decaps $_{\text {XtM }}\left(\left(\mathrm{sk}_{1}, \mathrm{sk}_{2}\right), \mathrm{ct}\right)$ | Decaps $_{\text {dualPRF }}\left(\left(\mathrm{sk}_{1}, \mathrm{sk}_{2}\right), \mathrm{ct}\right)$ | $\operatorname{Decaps}_{N}\left(\left(\mathrm{sk}_{1}, \mathrm{sk}_{2}\right), \mathrm{ct}\right)$ |
| 1: parse ( $\mathrm{ct}_{1}, \mathrm{ct}_{2}$, tag $) \leftarrow \mathrm{ct}$ | 1: parse (ct $\left.{ }_{1}, \mathrm{ct}_{2}\right) \leftarrow \mathrm{ct}$ | 1: parse $\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right) \leftarrow \mathrm{ct}$ |
| 2: $K_{k, 1}^{\prime} \\| K_{m, 1}^{\prime} \leftarrow$ Decaps $_{1}\left(\mathrm{sk}_{1}, \mathrm{ct}_{1}\right)$ | 2: $K_{1}^{\prime} \leftarrow$ Decaps $_{1}\left(\mathrm{sk}_{1}, \mathrm{ct}_{1}\right)$ | 2: $K_{1}^{\prime} \leftarrow$ Decaps $_{1}\left(\mathrm{sk}_{1}, \mathrm{ct}_{1}\right)$ |
| 3: $K_{k, 2}^{\prime} \\| K_{m, 2}^{\prime} \leftarrow$ Decaps $_{2}\left(\right.$ sk $\left._{2}, \mathrm{ct}_{2}\right)$ | 3: $K_{2}^{\prime} \leftarrow \operatorname{Decaps}_{2}\left(\mathrm{sk}_{2}, \mathrm{ct}_{2}\right)$ | 3: $K_{2}^{\prime} \leftarrow \operatorname{Decaps}_{2}\left(\mathrm{sk}_{2}, \mathrm{ct}_{2}\right)$ |
| 4: $K_{k}^{\prime} \leftarrow K_{k, 1}^{\prime} \oplus K_{k, 2}^{\prime}$ | 4: $K_{d}^{\prime} \leftarrow \operatorname{dPRF}\left(K_{1}^{\prime}, K_{2}^{\prime}\right)$ | 4: $K_{p}^{\prime} \leftarrow \operatorname{PRF}^{\prime}\left(0, K_{1}^{\prime}\right)$ |
| 5: $K_{m}^{\prime} \leftharpoondown K_{m, 1}^{\prime} \\| K_{m, 2}^{\prime}$ | 5: $K^{\prime} \leftarrow \operatorname{PRF}\left(K_{d}^{\prime}, \mathrm{ct}\right)$ | 5: $K_{d}^{\prime} \leftarrow \operatorname{dPRF}\left(K_{p}^{\prime}, K_{2}^{\prime}\right)$ |
| 6: if $\operatorname{Ver}_{K_{m}^{\prime}}(\mathrm{ct})=0$ | 6: return $K^{\prime}$ | 6: $K^{\prime} \leftarrow \operatorname{PRF}\left(K_{d}^{\prime}, \mathrm{ct}\right)$ |
| 7: return $\perp$ |  | 7: return $K^{\prime}$ |
| 8: return $K_{k}^{\prime}$ |  |  |

Figure 4.2: KEM combiners from Bindel et al. [Bin+19a]. The underlying KEMs are $\left(\mathrm{Gen}_{1}, \mathrm{Enc}_{1}, \mathrm{Dec}_{1}\right)$ and $\left(\mathrm{Gen}_{2}, \mathrm{Enc}_{2}, \mathrm{Dec}_{2}\right)$. The key generation function of the resulting KEM is omitted as it is simply the concatenation of Gen ${ }_{1}$ and $\mathrm{Gen}_{2}$.

PKEs is OW-CPA, the resulting PKE is OW-PCA).
Theorem 4.3.1. Let PKE be the $P K E$ resulting from applying $\mathrm{T}_{\|}$on $\mathrm{PKE}_{1}$ and $\mathrm{PKE}_{2}$, which are respectively $\delta_{1}$ and $\delta_{2}$ correct. In addition, let $G$ be a hash function modelled as a random oracle. Then, for any efficient OW-PCA adversary $\mathcal{A}$ making at most $q_{G}$ queries to $G$ and $q_{P}$ queries to the plaintext-checking oracle, there exist adversaries $\mathscr{B}_{1}$ and $\mathscr{B}_{2}$ such that

$$
\operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{pca}}(\mathscr{A}) \leq\left(q_{G}+q_{P}\right) \cdot\left(\delta_{1}+\delta_{2}\right)+\left(q_{G}+1\right) \cdot \min \left\{\operatorname{Adv}_{\mathrm{PKE}_{1}}^{\mathrm{ow}-\mathrm{cpa}}\left(\mathscr{B}_{1}\right), \operatorname{Adv}_{\mathrm{PKE}_{2}}^{\mathrm{ow}-\mathrm{cpa}}\left(\mathscr{B}_{2}\right)\right\}
$$

where $\mathscr{B}_{1}$ and $\mathscr{B}_{2}$ run in about the same time as $\mathscr{A}$.

Proof. We first show that the trivial PKE combiner C in Figure 4.4 is a robust OW-PCA combiner. Let $\mathrm{PKE}=\mathrm{C}\left(\mathrm{PKE}_{1}, \mathrm{PKE}_{2}\right)$ be the PKE resulting from applying C on two $\mathrm{PKEs} \mathrm{PKE}_{1}$ and $\mathrm{PKE}_{2}$. We show w.l.o.g. that the OW-PCA security of PKE reduces to the OW-PCA security of PKE ${ }_{1}$. The OW-PCA game against PKE is presented in Figure 4.5. One can see that the plaintextchecking oracle can easily be simulated by an adversary having access to a plaintext-checking oracle for $\mathrm{PKE}_{1}$ and holding the secret key sk ${ }_{2}$. Thus, we can easily build an adversary $\mathscr{B}$ against the OW-PCA security of $\mathrm{PKE}_{1}$. This adversary generates itself $\mathrm{pk}_{2}, \mathrm{sk}_{2}, \mathrm{ct}_{2}^{*}$, runs $\mathscr{A}$ and simulates perfectly the PCO oracle with its own oracle and $\mathrm{sk}_{2}$. When $\mathscr{A}$ returns $\left(\mathrm{pt}_{1}^{\prime}, \mathrm{pt}_{2}^{\prime}\right), \mathscr{B}$

| $\operatorname{Gen}\left(1^{\lambda}\right)$ | Enc(pk, $\left(\mathrm{pt}_{1}, \mathrm{pt}_{2}\right)$ ) | Dec(sk, $\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right)$ ) |
| :---: | :---: | :---: |
| 1: $\left(\mathrm{pk}_{1}, \mathrm{sk}_{1}\right) \leftarrow \mathrm{Gen}_{1}\left(1^{\lambda}\right)$ | 1: parse $\left(\mathrm{pk}_{1}, \mathrm{pk}_{2}\right) \leftarrow \mathrm{pk}$ | 1: parse $\left(\mathrm{sk}_{1}, \mathrm{sk}_{2}\right) \leftarrow \mathrm{sk}$ |
| 2: $\quad\left(\mathrm{pk}_{2}, \mathrm{sk}_{2}\right) \leftarrow \mathrm{Gen}_{2}\left(1^{\lambda}\right)$ | 2: $r_{1} \leftarrow G\left(\mathrm{pt}_{1}\right)$ | 2: $\mathrm{pt}_{1}^{\prime} \leftarrow \mathrm{Dec}_{1}\left(\mathrm{sk}_{1}, \mathrm{ct}_{1}\right)$ |
| 3: pk $\leftarrow\left(\mathrm{pk}_{1}, \mathrm{pk}_{2}\right)$ | 3: $r_{2} \leftarrow G\left(\mathrm{pt}_{2}\right)$ | 3: $\mathrm{pt}_{2}^{\prime} \leftarrow \mathrm{Dec}_{2}\left(\mathrm{sk}_{2}, \mathrm{ct}_{2}\right)$ |
| 4: sk $\leftarrow\left(\mathrm{sk}_{1}, \mathrm{sk}_{2}\right)$ | 4: $\mathrm{ct}_{1} \leftarrow \mathrm{Enc}_{1}\left(\mathrm{pk}_{1}, \mathrm{pt}_{1} ; r_{1}\right)$ | 4: if $\mathrm{Enc}_{1}\left(\mathrm{pk}_{1}, \mathrm{pt}_{1}^{\prime} ; G\left(\mathrm{pt}_{1}^{\prime}\right)\right) \neq \mathrm{ct}_{1}$ : |
| 5: return (pk, sk) | 5: $\mathrm{ct}_{2} \leftarrow \mathrm{Enc}_{2}\left(\mathrm{pk}_{2}, \mathrm{pt}_{2} ; r_{2}\right)$ | 5: return $\perp$ |
|  | 6 : return $\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right)$ | 6: if $E \mathrm{Enc}_{2}\left(\mathrm{pk}_{2}, \mathrm{pt}_{2}^{\prime} ; G\left(\mathrm{pt}_{2}^{\prime}\right)\right) \neq \mathrm{ct}_{2}$ : <br> 7: return $\perp$ |
|  |  | 8: return $\left(\mathrm{pt}_{1}^{\prime}, \mathrm{pt}_{2}^{\prime}\right)$ |

Figure 4.3: $\mathrm{T}_{\|}$combiner.

| $\operatorname{Gen}\left(1^{\lambda}\right)$ | $\operatorname{Enc}\left(\mathrm{pk},\left(\mathrm{pt}_{1}, \mathrm{pt}_{2}\right)\right)$ | Dec(sk, (ct $\left.{ }_{1}, \mathrm{ct}_{2}\right)$ ) |
| :---: | :---: | :---: |
| 1: $\left(\mathrm{pk}_{1}, \mathrm{sk}_{1}\right) \leftarrow \operatorname{Gen}_{1}\left(1^{\lambda}\right)$ | 1: parse $\left(\mathrm{pk}_{1}, \mathrm{pk}_{2}\right) \leftarrow \mathrm{pk}$ | 1: parse $\left(\mathrm{sk}_{1}, \mathrm{sk}_{2}\right) \leftarrow \mathrm{sk}$ |
| 2: $\quad\left(\mathrm{pk}_{2}, \mathrm{sk}_{2}\right) \leftarrow \mathrm{Gen}_{2}\left(1^{\lambda}\right)$ | $2: \mathrm{ct}_{1} \leftarrow E \mathrm{Enc}_{1}\left(\mathrm{pk}_{1}, \mathrm{pt}_{1}\right)$ | 2: $\mathrm{pt}_{1}^{\prime} \leftarrow \mathrm{Dec}_{1}\left(\mathrm{sk}_{1}, \mathrm{ct}_{1}\right)$ |
| 3: pk $\leftarrow\left(\mathrm{pk}_{1}, \mathrm{pk}_{2}\right)$ | $3: \mathrm{ct}_{2} \leftarrow E \mathrm{Enc}_{2}\left(\mathrm{pk}_{2}, \mathrm{pt}_{2}\right)$ | $3: \mathrm{pt}_{2}^{\prime} \leftarrow \mathrm{Dec}_{2}\left(\mathrm{sk}_{2}, \mathrm{ct}_{2}\right)$ |
| 4: sk $\leftarrow\left(\mathrm{sk}_{1}, \mathrm{sk}_{2}\right)$ | 4: return ( $\mathrm{ct}_{1}, \mathrm{ct}_{2}$ ) | 4: return $\left(\mathrm{pt}_{1}^{\prime}, \mathrm{pt}_{2}^{\prime}\right)$ |
| 5: return (pk, sk) |  |  |

Figure 4.4: Trivial PKE combiner C.
returns $\mathrm{pt}_{1}^{\prime}$ and wins with at least the same advantage as $\mathscr{A}$. Hence,

$$
\operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{pca}}(\mathscr{A}) \leq \min \left\{\operatorname{Adv}_{\mathrm{PKE}_{1}}^{\mathrm{ow}-\mathrm{pca}}\left(\mathscr{B}_{1}\right), \operatorname{Adv}_{\mathrm{PKE}_{2}}^{\mathrm{ow}-\mathrm{pca}}\left(\mathscr{B}_{2}\right)\right\}
$$

To conclude, one can just observe that $T_{\|}\left(\mathrm{PKE}_{1}, \mathrm{PKE}_{2}\right)=\mathrm{C}\left(\mathrm{T}\left(\mathrm{PKE}_{1}\right), \mathrm{T}\left(\mathrm{PKE}_{2}\right)\right)$, where T is the OW-CPA to OW-PCA transform from Hofheinz et al. [HHK17]. Hence, applying Theorem 2.4.5 concludes the proof.

Corollary 4.3.1. Let KEM be the KEM resulting from applying $\mathrm{U}^{\not x} \circ \mathrm{~T}_{\|}$onto two PKE schemes $\mathrm{PKE}_{1}$ and $\mathrm{PKE}_{2}$, which are $\delta_{1}$-correct and $\delta_{2}$-correct, respectively. Then, for any IND-CCA adversary $\mathscr{A}$ making at most $q_{H}$ and $q_{G}$ queries to the ROs $H$ and $G$, respectively, and $q_{D}$ queries to the decapsulation oracle, there exist $O W$-CPA adversaries $\mathscr{B}_{1}$ and $\mathscr{B}_{2}$ such that

$$
\begin{aligned}
\operatorname{Adv}_{\mathrm{KEM}}^{\operatorname{ind}-\mathrm{cca}}(\mathscr{A}) \leq \frac{q_{H}}{\left|\mathscr{M}_{1}\right|\left|\mathscr{M}_{2}\right|} & +\left(q_{G}+q_{D}\right) \cdot\left(\delta_{1}+\delta_{2}\right) \\
& +\left(q_{G}+1\right) \cdot \min \left\{\operatorname{Adv}_{\mathrm{PKE}_{1}}^{\mathrm{ow}-\mathrm{cpa}}\left(\mathscr{B}_{1}\right), \operatorname{Adv}_{\mathrm{PKE}_{2}}^{\mathrm{ow}-\mathrm{cpa}}\left(\mathscr{B}_{2}\right)\right\}
\end{aligned}
$$

where $\mathscr{M}_{i}$ is the message space of $\mathrm{PKE}_{i}$ and $\mathscr{B}_{i}$ runs in about the same time as $\mathscr{A}$.

Proof. This is a simple consequence of Theorems 2.4.5 and 4.3.1.

| ${\mathrm{OW}-\mathrm{PCA}_{\text {PKE }}(\mathscr{A})}^{\left(10 k_{1}\right.}$ |
| :---: |
| 1: (( $\mathrm{pk}_{1}, \mathrm{pk}_{2}$ ), $\left.\left(\mathrm{sk}_{1}, \mathrm{sk}_{2}\right)\right) \leftarrow$ Gen $\left(1^{\lambda^{\lambda}}\right)$ |
| 2: $\left(\mathrm{pt}_{1}^{*}, \mathrm{pt}_{2}^{*}\right) \rightsquigarrow M_{1} \times \mathscr{M}_{2}$ |
| 3: $\mathrm{ct}^{*} \leftarrow \operatorname{Enc}\left(\mathrm{pk},\left(\mathrm{pt}{ }_{1}^{*}, \mathrm{pt}_{2}^{*}\right)\right)$ |
| 4: $\left(\mathrm{pt}_{1}^{\prime}, \mathrm{pt}_{2}^{\prime}\right) \leftarrow \mathscr{A}^{\mathrm{O}^{\mathrm{PCO}}}\left(\mathrm{pk}, \mathrm{ct}^{*}\right)$ |
| 5: return $1_{\left(\mathrm{pt}_{1}^{\prime}, \mathrm{pt}_{2}^{\prime}\right)=\left(\mathrm{pt}_{1}^{*}, \mathrm{pt}_{2}^{*}\right)}$ |



Figure 4.5: OW-PCA game against PKE for the proof of Theorem 4.3.1.

return $\mathrm{pt}_{1}^{\prime}$
$\frac{\text { Oracle } \mathscr{O}^{\mathrm{PCO}}\left(\left(\mathrm{pt}_{1}, \mathrm{pt}_{2}\right),\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right)\right)}{1: r \leftarrow \mathscr{O}^{\mathrm{PCO}_{1}\left(\mathrm{pt}_{1}, \mathrm{ct}_{1}\right)}}$
$\mathrm{pt}_{2}^{\prime} \leftarrow \operatorname{Dec}_{2}\left(\mathrm{sk}_{2}, \mathrm{ct}_{2}\right)$
return $1_{r=1 \wedge \mathrm{pt}_{2}=\mathrm{pt}_{2}^{\prime}}$

Figure 4.6: OW-CPA adversary for the proof of Theorem 4.3.1.

## Discussion

Let $U T_{\|}^{\not ㇒}$ be the combiner resulting from composing $U^{\not 又}$ and $T_{\|}$. One could wonder whether combining two PKEs in a trivial way (i.e. encrypting $\mathrm{pt}_{1}, \mathrm{pt}_{2}$ as $\left(\mathrm{Enc}_{1}\left(\mathrm{pt}_{1}\right), \mathrm{Enc}_{2}\left(\mathrm{pt}_{2}\right)\right)$ and decrypting both ciphertexts independently) and then applying a FO-like transform would output a robust IND-CCA KEM. In fact, this would give a combiner similar to $U T_{\|}^{\not \perp}$, except the random coins would be split into two parts $\left(G\left(\mathrm{pt}_{1}, \mathrm{pt}_{2}\right)\right)_{\lambda_{1}}$ and $\left(G\left(\mathrm{pt}_{1}, \mathrm{pt}_{2}\right)\right)_{\lambda_{2}}$ for each encryption procedure, where $\lambda_{i}$ is the number of coins needed by the encryption of $\mathrm{PKE}_{i}$. As $G$ is a RO, both shares would be independent and the result would be similar to the coins $G\left(\mathrm{pt}_{i}\right)$ in our $U T_{\|}^{\not \perp}$ transform. We preferred the latter solution as it is possible to compute the coins in parallel and we think it makes the separation between both sets of coins clear. One could also wonder whether setting the coins to $G\left(\mathrm{pt}_{1}, \mathrm{pt}_{2}\right)$ would work. This, in turn, creates a correlation between both ciphertexts, which cannot be dealt with in the security proof.

The choice of computing the deterministic coins for $\mathrm{ct}_{i}$ based on $\sigma_{i}$ only (instead of $\sigma_{1}$ and $\sigma_{2}$ ) has positive and negative impacts on the resulting scheme:

- Efficiency: Both ciphertexts are totally independent and can be computed in parallel. In turn, this allows to keep a key share static for a period of time while varying the other one. This could improve consequently the efficiency of hybrid schemes in protocols.
- Malleability and misuse resistance: The ciphertext of the resulting KEM $\mathrm{ct}^{*}=\left(\mathrm{ct}_{1}^{*}, \mathrm{ct}_{2}^{*}\right)$ is somewhat malleable. Indeed, it is easy to modify a ciphertext into another one s.t. the decryption is valid. For instance, $\mathrm{ct}^{\prime}=\left(\mathrm{ct}_{1}^{*}, \mathrm{ct}_{2}^{\prime}\right)$, for a valid $\mathrm{ct}_{2}^{\prime}$, will decapsulate properly to the key $H\left(\sigma_{1}^{*}, \sigma_{2}^{\prime}, \mathrm{ct}^{\prime}\right)$. This has no consequence in the ROM as the RO hides perfectly

| $\operatorname{Gen}\left(1^{\lambda}\right)$ | Encaps(pk) | Decaps(sk, $\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right)$ ) |
| :---: | :---: | :---: |
| $\begin{array}{ll} 1: & \left(\mathrm{pk}_{1}, \mathrm{sk}_{1}\right) \leftarrow \$ \operatorname{Gen}_{1}\left(\mathrm{l}^{\lambda}\right) \\ 2: & \left(\mathrm{pk}_{2}, \mathrm{sk}_{2}\right) \leftarrow \operatorname{Gen}_{2}\left(\mathrm{l}^{\lambda}\right) \\ 3: & \mathrm{pk} \leftarrow\left(\mathrm{pk}_{1}, \mathrm{pk}_{2}\right) \\ 4: & \text { sk } \leftarrow\left(\mathrm{sk}_{1}, \mathrm{sk}_{2}\right) \\ 5: & \text { return }(\mathrm{pk}, \mathrm{sk}) \end{array}$ | ```parse \(\left(\mathrm{pk}_{1}, \mathrm{pk}_{2}\right) \leftarrow \mathrm{pk}\) \(\left(\sigma_{1}, \sigma_{2}\right) \leftarrow \$ \mathscr{M}_{1} \times \mathscr{M}_{2}\) \(\mathrm{ct}_{1} \leftarrow \mathrm{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1} ; G\left(1, \sigma_{1}, \sigma_{2}\right)\right)\) \(\mathrm{ct}_{2} \leftarrow \mathrm{Enc}_{2}\left(\mathrm{pk}_{2}, \sigma_{2} ; G\left(2, \sigma_{1}, \sigma_{2}\right)\right)\) \(K \leftarrow H\left(\sigma_{1} \oplus \sigma_{2}\right)\) return \(\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right), K\)``` | ```parse ( \(\mathrm{sk}_{1}, \mathrm{sk}_{2}\) ) \(\leftarrow \mathrm{sk}\) \(\sigma_{1}^{\prime} \leftarrow \operatorname{Dec}_{1}\left(\mathrm{sk}_{1}, \mathrm{ct}_{1}\right)\) \(\sigma_{2}^{\prime} \leftarrow \operatorname{Dec}_{2}\left(\mathrm{sk}_{2}, \mathrm{ct}_{2}\right)\) if \(\operatorname{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1}^{\prime} ; G\left(1, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)\right) \neq \mathrm{ct}_{1}\) : return \(\perp\) if \(E \mathrm{Enc}_{2}\left(\mathrm{pk}_{2}, \sigma_{2}^{\prime} ; G\left(2, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)\right) \neq \mathrm{ct}_{2}:\) return \(\perp\) return \(H\left(\sigma_{1}^{\prime} \oplus \sigma_{2}^{\prime}\right)\)``` |

Figure 4.7: $\mathrm{UT}_{\|}$combiner.
$\sigma_{1}^{*}$, but this does not necessarily seem like a desired property. In particular, due to this malleability effect, the key must be derived as $H\left(\sigma_{1}, \sigma_{2}, \ldots\right)$ and other KDFs that would seem intuitive lead to security flaw. For instance, computing the key as $H\left(\sigma_{1}\right) \oplus H\left(\sigma_{2}\right)$ in the transform makes a trivial IND-CCA attack possible.

## Efficiency of $T_{\|}$

One can see that the main cost of the combiner is to compute two hash values on the two plaintexts (i.e. seeds) and then a hash on the two plaintexts and ciphertexts. This already seems slightly more efficient than the XtM (XOR-then-MAC) combiner proposed by Bindel et al. [Bin+19a]. Indeed, XtM doubles the size of the keys returned by the underlying KEMs, splits them, and computes a MAC on the ciphertexts using two halves of the keys.

Now, as the ciphertexts in post-quantum cryptography can be large (usually a few kilobytes), computing a hash on two ciphertexts can be an expensive operation. Our combiner presented in the next section fixes this drawback.

### 4.3.2 $\mathrm{UT}_{\|}$combiner

We now propose an FO-like combiner similar to $\mathrm{T}_{\|}$that combines two OW-CPA PKEs into an IND-CCA KEM. In a way, we skip the $U^{\natural}$ transform to directly get a KEM. The idea is to encrypt two seeds (i.e. plaintexts) $\sigma_{1}, \sigma_{2}$ using the PKE resulting from $\mathrm{T}_{\|}$and then compute the key as $H\left(\sigma_{1} \oplus \sigma_{2}\right)$. However, in order to avoid the malleability issue described in the previous section, the deterministic coins are computed as $G\left(i, \sigma_{1}, \sigma_{2}\right)$. This links both ciphertexts together and makes tampering one of the two more difficult. Note that in order to compute the XOR, we assume that the seeds $\sigma_{i}$ are binary strings or that there exists an efficient and unique encoding of these objects as binary strings. Alternatively, one can take the hash of a plaintext to get a binary seed. All these options are compatible with our combiner and the choice of an approach depends on the underlying PKEs. We present the combiner in Figure 4.7.

Now, the following theorem formally states the security of the $\mathrm{UT}_{\|}$combiner.

Theorem 4.3.2. Let KEM be the KEM resulting from applying $\mathrm{UT}_{\|}$on $\mathrm{PKE}_{1}$ and $\mathrm{PKE}_{2}$, which are respectively $\delta_{1}$ and $\delta_{2}$-correct, and $\gamma_{1}$ and $\gamma_{2}$-spread. In addition, let $G$ and $H$ be hash functions modelled as random oracles. Then, for any efficient IND-CCA adversary $\mathscr{A}$ making at most $q_{G}, q_{H}$, and $q_{D}$ queries to $G, H$, and $\mathscr{O}^{\text {Dec }}$, respectively, there exist adversaries $\mathscr{B}_{1}$ and $\mathscr{B}_{2}$ such that

$$
\begin{aligned}
\operatorname{Adv}_{\mathrm{KEM}}^{\mathrm{ind}-\text { cca }}(\mathscr{A}) \leq & \left(q_{D}+q_{G}+1\right) \cdot\left(\delta_{1}+\delta_{2}\right)+q_{D} \cdot\left(2^{-\gamma_{1}}+2^{-\gamma_{2}}\right) \\
& +\left(q_{G}+q_{H}\right) \cdot \min \left\{\operatorname{Adv}_{\mathrm{PKE}_{1}}^{\text {ow-cpa }}\left(\mathscr{B}_{1}\right), \operatorname{Adv}_{\mathrm{PKE}_{2}}^{\text {ow-cpa }}\left(\mathscr{B}_{2}\right)\right\},
\end{aligned}
$$

where $\mathscr{B}_{1}$ and $\mathscr{B}_{2}$ run in about the same time as $\mathscr{A}$ and make the same number of queries.

Proof. We first show that if a valid ciphertext is submitted to the decapsulation oracle, then the corresponding plaintexts have been queried to $G$, and thus one can simulate the decapsulation oracle without the secret key. Then, one can show that the deterministic coins used to compute the challenge ciphertexts look perfectly random until the adversary queries the challenge plaintexts to $G$. Finally, by the same property of the RO, the challenge key looks perfectly uniform unless the adversary queries $\sigma_{1} \oplus \sigma_{2}$ to $H$. We proceed by game hopping, the sequence of games is presented in Figure 4.8.

Game $\Gamma^{0}$ : This is the original KEM IND-CCA game for the KEM obtained by applying the $U T_{\|}$combiner on two PKEs.

Game $\Gamma^{1}$ : In this game, we enforce the correctness of the challenge ciphertexts and the ciphertexts that can be computed by the adversary using the RO $G$. In particular, we abort if the challenge ciphertexts break the correctness property or if any $\sigma_{i}$ in a query $m$ to $G$ is of the form $\left(i, \sigma_{1}, \sigma_{2}\right)$ and is s.t. $\mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; G(m)\right)$ breaks the correctness property. Now, both challenge queries to $G$ made by the game (i.e. $\left.\left(i, \sigma_{1}^{*}, \sigma_{2}^{*}\right)\right)$ are fresh, hence by the property of the RO and the $\delta_{i}$-correctness of the underlying schemes $\mathrm{PKE}_{i}$, the probability there is a correctness error is at most $\delta_{1}+\delta_{2}$. Then, throughout the game, at most $2 q_{D}$ queries is made to $G$ by the game in the decapsulation oracle ( $q_{D}$ of the form $\left(1, \sigma_{1}, \sigma_{2}\right.$ ) and $q_{D}$ of the form $\left.\left(2, \sigma_{1}, \sigma_{2}\right)\right)$ and $q_{G}$ by the adversary. Hence, in the worst case all these queries are fresh and the probability there is a correctness error is upper bounded by $\left(q_{D}+q_{G}+1\right) \cdot\left(\delta_{1}+\delta_{2}\right)$. Hence, we have

$$
\left|\operatorname{Pr}\left[\Gamma^{0} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]\right| \leq\left(q_{D}+q_{G}+1\right) \cdot\left(\delta_{1}+\delta_{2}\right) .
$$

Game $\Gamma^{2}$ : We modify the previous game as follows in the decapsulation oracle. We check whether there exist both $\left(\left(1, \sigma_{1}, \sigma_{2}\right), g_{1}\right)$ and $\left(\left(2, \sigma_{1}, \sigma_{2}\right), g_{2}\right)$ in $\mathscr{L}_{\mathscr{A}}$ s.t. $\mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g_{i}\right)=\mathrm{ct}_{i}$. If this is the case, (let's call this event found) we return $H\left(\sigma_{1} \oplus \sigma_{2}\right)$, otherwise we return the key $K$ output by the decapsulation function. Now, if found occurs, we return the same key as in game $\Gamma^{1}$. Indeed, by the perfect correctness of the tuples in $\mathscr{L}_{\mathscr{A}}$ enforced in game $\Gamma^{1}$, if we find $\left(\sigma_{1}, \sigma_{2}\right)$ s.t. $\operatorname{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; G\left(i, \sigma_{1}, \sigma_{2}\right)\right)=\mathrm{ct}_{i}$, then $\operatorname{Dec}_{i}\left(\mathrm{sk}_{i}, \mathrm{ct}_{i}\right)=\sigma_{i}$. Hence, we have, $\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]=\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]$.

Game $\Gamma^{3}$ : We modify the previous game as follows. In the decapsulation oracle, we simply return $\perp$ if found does not occur. Hence, game $\Gamma^{2}$ and $\Gamma^{3}$ differ iff the decapsulation oracle successfully decrypts the given ct but the adversary did not query $\left(1, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)$ or $\left(2, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)$ to $G$, where $\left(\operatorname{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1}^{\prime}\right), \operatorname{Enc}_{2}\left(\mathrm{pk}_{2}, \sigma_{2}^{\prime}\right)\right)=\mathrm{ct}$ (i.e. at least one tuple is not in $\left.\mathscr{L}_{\mathscr{A}}\right)$. Now, by the perfect correctness of tuples in $\mathscr{L}_{\mathscr{A}}$, this event is equivalent to the decapsulation oracle successfully (i.e. the re-encryption checks pass) recovering the seeds $\sigma_{1}, \sigma_{2}$ but either ( $1, \sigma_{1}, \sigma_{2}$ ), or $\left(2, \sigma_{1}, \sigma_{2}\right)$, or both were not queried to $G$ by the adversary. Let fail be this event and we prove the following lemma.

## Lemma 4.3.1.

$$
\operatorname{Pr}[\text { fail }] \leq q_{D} \cdot\left(2^{-\gamma_{1}}+2^{-\gamma_{2}}\right)
$$

Proof. Let $\mathrm{fail}_{k}$ be the event that fail happens at the $k$-th decapsulation query and $p_{k}=$ $\operatorname{Pr}\left[\mathrm{fail}_{k}\right]$. By a union bound, it is clear that

$$
\operatorname{Pr}[\text { fail }] \leq \sum_{k=1}^{q_{D}} p_{k} .
$$

Now, let's consider an algorithm $\mathscr{B}_{k}$ as defined in Figure 4.9. This adversary simulates perfectly the view of the adversary in game $\Gamma^{3}$ until the $k$-th query. In particular, for each decapsulation query $\mathrm{ct}=\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right)$, it checks whether there exist both $\left(\left(1, \sigma_{1}, \sigma_{2}\right), g_{1}\right)$ and $\left(\left(2, \sigma_{1}, \sigma_{2}\right), g_{2}\right)$ in $\mathscr{L}_{G}$ s.t. $\mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g_{i}\right)=\mathrm{ct}_{i}$ for $i \in[2]$. We call this condition cond and if it is fulfilled $\mathscr{B}_{k}$ outputs $H\left(\sigma_{1} \oplus \sigma_{2}\right)$, otherwise it outputs $\perp$.

In the $k$-th decapsulation query, if cond is fulfilled it aborts. Otherwise, it sets $i$ s.t. there is no $\left(\left(i, \sigma_{1}, \sigma_{2}\right), g_{i}\right) \in \mathscr{L}_{G}$ s.t. $\mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g_{i}\right)=\mathrm{ct}_{i}$. Note that such an $i$ will be found because cond was not fulfilled. Also, this condition might be fulfilled for both $i=1$ and $i=2$. If it is the case, the algorithm sequentially performs the remaining of the instructions for both $i=1$ and $i=2$. Next, it decrypts $\mathrm{ct}_{1}$ and $\mathrm{ct}_{2}$ to both $\sigma_{1}^{\prime}$ and $\sigma_{2}^{\prime}$. By the definition of $i$ and the perfect correctness of the values $\sigma_{i}$ in $\mathscr{L}_{G}$, we have that $\left(i, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right) \notin \mathscr{L}_{G}$. In addition, by the perfect correctness of the challenge ciphertexts we have $\left(\sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right) \neq\left(\sigma_{1}^{*}, \sigma_{2}^{*}\right)$. Finally, $\mathscr{B}_{k}$ queries $g_{i}^{\prime} \leftarrow G\left(i, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)$ and outputs 1 iff $\mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g_{i}^{\prime}\right)=\mathrm{ct}_{i}$. Now, as $g_{i}^{\prime}=G\left(i, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)$ was never queried to $G$, it is sampled uniformly at random and thus $\operatorname{Pr}\left[\mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i}^{\prime} ; g_{i}^{\prime}\right)=\mathrm{ct}_{i}\right] \leq 2^{-\gamma_{i}}$ by the $\gamma_{i}$-spreadness of $\mathrm{PKE}_{i}$. In the worst case, the check is performed for both $i=1$ and $i=2$ and thus $\operatorname{Pr}\left[\mathscr{B}_{k}(\mathscr{A}) \Rightarrow 1\right] \leq 2^{-\gamma_{1}}+2^{-\gamma_{2}}$. Now, we simply observe that if fail ${ }_{k}$ occurs, then $\mathscr{B}_{k}$ perfectly simulates the decapsulation oracle in $\Gamma^{2}$ and $\Gamma^{3}$ in the first $k-1$ queries and it will output 1 by the definition of fail $_{k}$. Thus,

$$
p_{k} \leq \operatorname{Pr}\left[\mathscr{B}_{k}(\mathscr{A}) \Rightarrow 1\right] \leq 2^{-\gamma_{1}}+2^{-\gamma_{2}} .
$$

Taking the union bound on the $p_{k}$ 's concludes the proof.

By the previous lemma, we have

$$
\left|\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{3} \Rightarrow 1\right]\right| \leq q_{D} \cdot\left(2^{-\gamma_{1}}+2^{-\gamma_{2}}\right)
$$

Game $\Gamma^{4}$ : First, note that the decapsulation oracle does not use the secret key anymore. Then, in $\Gamma^{4}$, we raise a flag chal ${ }^{1}$ and abort if the adversary queries $\left(i, \sigma_{1}^{*}, \sigma_{2}^{*}\right)$. In addition, we raise a flag chal ${ }^{2}$ and abort if the adversary queries $\sigma_{1}^{*} \oplus \sigma_{2}^{*}$ to $H$. Now, if chal ${ }^{1}$ or chal ${ }^{2}$ happens, one can break the OW-CPA property of both PKEs. We give the reduction $\mathscr{B}_{1}$ that breaks the one-wayness of $\mathrm{PKE}_{1}$ in Figure 4.10. More precisely, as long as chal ${ }^{1} \cup$ chal $^{2}$ does not happen, the adversary cannot distinguish a game where the coins used to compute the challenge ciphertexts are deterministic from a game where the coins are taken at random. In addition, it cannot distinguish a game where $K$ is random from a game where $K=H\left(\sigma_{1}^{*} \oplus \sigma_{2}^{*}\right)$. Therefore, the probability that chal ${ }^{1} \cup c h a l^{2}$ happens is the same in $\Gamma^{4}$ and in the OW-CPA game played by $\mathscr{B}_{1}$. Now, if chal ${ }^{1} \cup c h a l^{2}$ happens in a game where the challenge coins and the key are random, one can break the one-wayness of the underlying scheme. Thus, we have

$$
\left|\operatorname{Pr}\left[\Gamma^{3} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{4} \Rightarrow 1\right]\right| \leq\left(q_{G}+q_{H}\right) \cdot \min \left\{\operatorname{Adv}_{\mathrm{PKE}_{1}}^{\mathrm{ow}-\mathrm{cpa}}\left(\mathscr{B}_{1}\right), \operatorname{Adv}_{\mathrm{PKE}_{2}}^{\mathrm{ow}-\mathrm{cpa}}\left(\mathscr{B}_{2}\right)\right\}
$$

Note that we have a factor $q_{G}+q_{H}$ because in the reduction we cannot check which query $m$ contains the challenge seeds $\sigma_{i}^{*}$ (if we picked a query to $G$ ) or $\sigma_{1}^{*} \oplus \sigma_{2}^{*}$ (if we picked a query to $H)$. Indeed, in the OW-CPA game, the challenge coins are taken at random and are unknown to the adversary. More details are given in the proof of Theorem 4.3.1.

Game $\Gamma^{5}$ : Finally, in this last game we replace the challenge key $K_{0}$ by a random one. As $K_{0}$ and $K_{1}$ have the same distribution now, we have $\operatorname{Pr}\left[\Gamma^{5} \Rightarrow 1\right]=\frac{1}{2}$. In addition, since the adversary cannot query $\sigma_{1}^{*} \oplus \sigma_{2}^{*}$ anymore, it cannot distinguish between a real key and a random key by the property of the RO $H$. Hence, we have $\left|\operatorname{Pr}\left[\Gamma^{4} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{5} \Rightarrow 1\right]\right|=0$. Collecting the probabilities and folding the OW-CPA adversaries into one concludes the proof.

## Generalisation to $n$ PKEs

While the $\mathrm{UT}_{\|}$combiner presented in Figure 4.7 takes two PKEs as input, it is straightforward to generalise it to $n$ PKEs. Each of the $n$ ciphertexts will simply be computed as $\operatorname{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; G\left(i, \sigma_{1}, \ldots, \sigma_{n}\right)\right)$ and the key as $H\left(\oplus_{i}^{n} \sigma_{i}\right)$. Then, the security of such a combiner (we call it $\mathrm{UT}_{\|}^{n}$ ) can be stated in the following Theorem, which is a generalisation of Theorem 4.3.2.

Theorem 4.3.3. Let KEM be the $K E M$ resulting from applying $\mathrm{UT}_{\|}^{n}$ on $\mathrm{PKE}_{1}, \ldots, \mathrm{PKE}_{n}$, which are respectively $\delta_{1}, \ldots, \delta_{n}$-correct, and $\gamma_{1}, \ldots, \gamma_{n}$-spread. In addition, let $G$ and $H$ be hash functions modelled as random oracles. Then, for all efficient IND-CCA adversary $\mathscr{A}$ making at most $q_{G}, q_{H}$ and $q_{D}$ queries to $G, H$ and $\mathscr{O}^{\text {Dec }}$, respectively, there exist adversaries $\mathscr{B}_{1}, \ldots, \mathscr{B}_{n}$
chal $^{2} \leftarrow$ true $\quad \| \Gamma^{4}-\Gamma^{5}$
abort $\| \Gamma^{4}-\Gamma^{5}$
$h \multimap\{0,1\}^{n}$
$\mathscr{L}_{H} \leftarrow \mathscr{L}_{H} \cup\{(m, h)\}$
return $h$
$G(m)$
if $\exists g$ s.t. $(m, g) \in \mathscr{L}_{G}:$
return $g$
if $m=\left(1, \sigma_{1}^{*}, \sigma_{2}^{*}\right)$ or $\quad / / \Gamma^{4}-\Gamma^{5}$
$m=\left(2, \sigma_{1}^{*}, \sigma_{2}^{*}\right): \quad \| \Gamma^{4}-\Gamma^{5}$
chal ${ }^{1} \leftarrow$ true $\quad \| \Gamma^{4}-\Gamma^{5}$
abort $/ / \Gamma^{4}-\Gamma^{5}$
$g \leftarrow\{0,1\}^{n}$
$\mathscr{L}_{G} \leftarrow \mathscr{L}_{G} \cup\{(m, g)\}$
if parse $m=\left(i, \sigma_{1}, \sigma_{2}\right)$ succeeds: $\| \Gamma^{1}-\Gamma^{6}$
if $\operatorname{Dec}_{i}\left(\mathrm{sk}_{i}, \mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g\right)\right) \neq \sigma_{i}: \quad / \Gamma^{1}-\Gamma^{5}$
abort $/ / \Gamma^{1}-\Gamma^{5}$
if $m$ queried by $\mathscr{A}: \quad \| \Gamma^{1}-\Gamma^{5}$
$\mathscr{L}_{\mathscr{A}} \leftarrow \mathscr{L}_{\mathscr{A}} \cup\{(m, g)\} \quad / / \Gamma^{1}-\Gamma^{5}$
return $g$

$H(m)$
1: if $\exists h$ s.t. $(m, h) \in \mathscr{L}_{H}:$
2: return $h$
3: if $m=\left(\sigma_{1}^{*} \oplus \sigma_{2}^{*}\right): \quad \| \Gamma^{4}-\Gamma^{5}$
4: chal $\leftarrow$ true $\quad \| \Gamma^{4}-\Gamma^{5}$
flag $\leftarrow$ false
if $\mathrm{ct}=\mathrm{ct}^{*}:$ return $\perp$
and $\exists\left(\left(2, \sigma_{1}, \sigma_{2}\right), g_{2}\right) \in \mathscr{L}_{\mathscr{A}}$
s.t. $E n c_{2}\left(\right.$ pk $\left._{2}, \sigma_{2} ; g_{2}\right)=\mathrm{ct}_{2}: \quad / / \Gamma^{2}-\Gamma^{5}$
return $H\left(\sigma_{1} \oplus \sigma_{2}\right) \quad / / \Gamma^{2}-\Gamma^{5}$
return $\perp \quad / / \Gamma^{3}-\Gamma^{5}$
$K^{\prime} \leftarrow \operatorname{Decaps}(\mathrm{sk}, \mathrm{ct}) \quad / / \Gamma^{0}-\Gamma^{2}$
return $K^{\prime} \quad / / \Gamma^{0}-\Gamma^{2}$

Figure 4.8: Sequence of games for the proof of Theorem 4.3.2.
such that

$$
\begin{aligned}
\operatorname{Adv}_{\mathrm{KEM}}^{\mathrm{ind}-\mathrm{cca}}(\mathscr{A}) \leq & \left(q_{D}+q_{G}+1\right) \cdot \sum_{i=1}^{n} \delta_{i}+q_{D} \cdot \sum_{i=1}^{n} 2^{-\gamma_{i}} \\
& +\left(q_{G}+q_{H}\right) \cdot \min \left\{\operatorname{Adv}_{\mathrm{PKE}_{1}}^{\mathrm{ow}-\mathrm{cpa}}\left(\mathscr{B}_{1}\right), \ldots, \operatorname{Adv}_{\mathrm{PKE}_{n}}^{\mathrm{ow}-\mathrm{cpa}}\left(\mathscr{B}_{n}\right)\right\}
\end{aligned}
$$

where $\mathscr{B}_{1}, \ldots, \mathscr{B}_{n}$ run in about the same time as $\mathscr{A}$ and make the same number of queries.

Proof. The proof is exactly the same as the one for the security of $U T_{\|}$with two PKEs except we consider $n$ schemes. In particular, the probability of having a correctness or spreadness error in some query is upper bounded by $\sum_{i=1}^{n} \delta_{i}$ and $\sum_{i=1}^{n} 2^{-\gamma_{i}}$, respectively. Also, the reductions $\mathscr{B}_{i}$ from the OW-CPA security of the PKEs work the same, as an adversary $\mathscr{B}_{i}$ picks all $\sigma_{j}^{*}$ s.t. $j \neq i$. That is, if $\left(i, \sigma_{1}^{*}, \ldots, \sigma_{n}^{*}\right)$ is queried, $\mathscr{B}_{i}$ can recover $\sigma_{i}^{*}$, otherwise we can replace the deterministic coins by random ones. Similarly, if $\sigma^{*}=\oplus_{j}^{n} \sigma_{j}^{*}$ is queried by the adversary to $H$, $\mathscr{B}_{i}$ can recover $\sigma_{i}^{*}$ by computing $\sigma^{*} \oplus_{j \neq i} \sigma_{j}^{*}$.

```
\(\mathscr{B}_{k}(\mathscr{A})\)
    (pk,sk) \(\leftarrow\) Gen \(\left(1^{\lambda}\right)\)
    \(\left(\sigma_{1}^{*}, \sigma_{2}^{*}\right) \leftarrow \$ \mathcal{M}_{1} \times \mathcal{M}_{2}\)
    coins \(_{1} \leftarrow G\left(1, \sigma_{1}^{*}, \sigma_{2}^{*}\right) ;\) coins \(_{2} \leftarrow G\left(2, \sigma_{1}^{*}, \sigma_{2}^{*}\right)\)
    \(\mathrm{ct}_{1}^{*} \leftarrow \operatorname{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1}^{*} ;\right.\) coins \(\left._{1}\right)\)
    \(\mathrm{ct}_{2}^{*} \leftarrow \mathrm{Enc}_{2}\left(\mathrm{pk}_{2}, \sigma_{2}^{*}\right.\); coins \(\left._{2}\right)\)
    if \(\exists i \in[2]\) s.t. \(\operatorname{Dec}_{i}\left(\mathrm{sk}_{i}, \mathrm{ct}_{i}^{*}\right) \neq \sigma_{i}^{*}\) : abort
    \(b \leftarrow\{0,1\}\)
    \(K_{0} \leftarrow H\left(\sigma_{1}^{*} \oplus \sigma_{2}^{*}\right)\)
    \(K_{1} \leftarrow \not \mathcal{K}^{\prime}\)
    \(b^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\mathrm{Dec}}}\left(\mathrm{pk},\left(\mathrm{ct}_{1}^{*}, \mathrm{ct}_{2}^{*}\right), K_{b}\right)\)
    return \(1_{b^{\prime}=b}\)
Oracle \(\mathscr{O}^{\mathrm{Dec}}\left(\mathrm{ct}=\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right)\right)\)
    if \(\mathrm{ct}=\mathrm{ct}^{*}:\) return \(\perp\)
    if \(\exists\left(\left(1, \sigma_{1}, \sigma_{2}\right), g_{1}\right) \in \mathscr{L}_{G}\) s.t. \(E n c_{1}\left(\right.\) pk \(\left._{1}, \sigma_{1} ; g_{1}\right)=\) ct \(_{1}\)
        and \(\exists\left(\left(2, \sigma_{1}, \sigma_{2}\right), g_{2}\right) \in \mathscr{L}_{G}\)
            s.t. \(\mathrm{Enc}_{2}\left(\mathrm{pk}_{2}, \sigma_{2} ; \mathrm{g}_{2}\right)=\mathrm{ct}_{2}:\)
        if \(k\)-th query : abort
        return \(H\left(\sigma_{1} \oplus \sigma_{2}\right)\)
    if \(k\)-th query :
        \(\left(\sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right) \leftarrow\left(\operatorname{Dec}_{1}\left(\mathrm{sk}_{1}, \mathrm{ct}_{1}\right), \operatorname{Dec}_{2}\left(\mathrm{sk}_{2}, \mathrm{ct}_{2}\right)\right)\)
        for \(i\) s.t. \(\nexists\left(\left(i, \sigma_{1}, \sigma_{2}\right), g_{i}\right) \in \mathscr{L}_{G}\) s.t. \(\mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g_{i}\right)=\mathrm{ct}_{i}\) :
        \(g_{i}^{\prime} \leftarrow G\left(i, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)\)
        if \(\mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{1}^{\prime} ; g_{i}^{\prime}\right)=\mathrm{ct}_{i}:\) return 1
        abort
    return \(\perp\)
```

Figure 4.9: Adversary $\mathscr{B}_{k}$ for the proof of Lemma 4.3.1.

## Security in the QROM

As the original FO-transform, our combiner could be made secure in the QROM by adding a hash in the ciphertext, this technique is often called plaintext confirmation. For simplicity, here we show that our $\mathrm{T}_{\|}$transform generalised to $n$ PKEs is secure in the QROM (it outputs an OW-PCA scheme). We call this transform $\mathrm{T}_{\|}^{n}$ and it is detailed in Figure 4.11. Then, it suffices to combine the $\mathrm{QU}_{m}^{\perp}$ transform from Hofheinz et al. [HHK17] (see Figure 2.17) with $\mathrm{T}_{\|}$to get an IND-CCA secure KEM in the QROM. We show the following theorem.

Theorem 4.3.4. Let PKE be the $P K E$ resulting from applying $\mathrm{T}_{\|}^{n}$ on $\mathrm{PKE}_{1}, \ldots, \mathrm{PKE}_{n}$, which are respectively $\delta_{1}, \ldots, \delta_{n}$-correct. In addition, let $G_{i}$ be hash functions modelled as (independent) quantum random oracles. Then, for all quantum $O W$-PCA adversary $\mathscr{A}$ making at most $q_{G}$ queries to all oracles $G_{i}$ and $q_{P}$ queries to the plaintext-checking oracle, there exist adversaries

```
\(\frac{\mathscr{B}_{1}^{\mathscr{A}, G}\left(\mathrm{pk}_{1}, \mathrm{ct}_{1}^{*}\right)}{1:\left(\mathrm{pk}_{2}, \mathrm{sk}_{2}\right) \leftarrow \operatorname{Gen}_{2}\left(1^{\lambda}\right)}\)
    \(\sigma_{2}^{*} \leftarrow \$ M_{2}\)
    \(\mathrm{ct}_{2}^{*} \leftarrow \mathrm{Enc}_{2}\left(\mathrm{pk}, \sigma_{2}^{*}\right)\)
    \(K \leftarrow \$ \mathcal{K}\)
    \(\operatorname{run} \mathscr{A}^{\mathscr{O}_{2}^{\mathrm{Dec}}, G, H}\left(\left(\mathrm{pk}_{1}, \mathrm{pk}_{2}\right),\left(\mathrm{ct}_{1}^{*}, \mathrm{ct}_{2}^{*}\right), K\right)\)
    sample a random query \((m, h)\) from \(\mathscr{L}_{G} \cup \mathscr{L}_{H}\)
    if \((m, h) \in \mathscr{L}_{G}\) :
        parse \(\left(\left(i, \mathrm{pt}_{1}^{\prime}, \sigma_{2}^{*}\right), g\right) \leftarrow m\)
        return \(\mathrm{pt}_{1}^{\prime}\)
    if \((m, h) \in \mathscr{L}_{H}\) :
        return \(\sigma_{2}^{*} \oplus m\)
```

Figure 4.10: OW-CPA adversary for the proof of Theorem 4.3.2. The oracles $G$ and $H$ are simulated by $\mathscr{B}_{1}$.

| $\operatorname{Gen}\left(1^{\lambda}\right)$ | $\operatorname{Enc}\left(\mathrm{pk},\left(\mathrm{pt}_{1}, \ldots, \mathrm{pt}_{n}\right)\right.$ ) | Dec(sk, $\left(\mathrm{ct}_{1}, \ldots, \mathrm{ct}_{n}\right)$ ) |
| :---: | :---: | :---: |
| $\begin{array}{ll} 1: & \text { for } i \in[n]: \\ 2: & \quad\left(\mathrm{pk}_{i}, \mathrm{sk}_{i}\right) \leftarrow \$ \operatorname{Gen}_{i}\left(1^{\lambda}\right) \\ 3: & \mathrm{pk} \leftarrow\left(\mathrm{pk}_{1}, \ldots, \mathrm{pk}_{n}\right) \\ 4: & \text { sk } \leftarrow\left(\mathrm{sk}_{1}, \ldots, \mathrm{sk}_{n}\right) \\ 5: & \text { return }(\mathrm{pk}, \mathrm{sk}) \end{array}$ | ```1: parse \(\left(\mathrm{pk}_{1}, \ldots, \mathrm{pk}_{n}\right) \leftarrow \mathrm{pk}\) for \(i \in[n]\) : \(r_{i} \leftarrow G_{i}\left(\mathrm{pt}_{1}, \ldots, \mathrm{pt}_{n}\right)\) \(\mathrm{ct}_{i} \leftarrow \mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \mathrm{pt}_{i} ; r_{i}\right)\) return \(\left(\mathrm{ct}_{1}, \ldots, \mathrm{ct}_{n}\right)\)``` | ```parse \(\left(\mathrm{sk}_{1}, \ldots, \mathrm{sk}_{n}\right) \leftarrow \mathrm{sk}\) for \(i \in[n]\) : \(\mathrm{pt}_{i}^{\prime} \leftarrow \operatorname{Dec}_{i}\left(\mathrm{sk}_{i}, \mathrm{ct}_{i}\right)\) for \(i \in[n]\) : \(r_{i} \leftarrow G_{i}\left(\mathrm{pt}_{1}^{\prime}, \ldots, \mathrm{pt}_{n}^{\prime}\right)\) if \(\mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \mathrm{pt}_{i}^{\prime} ; r_{i}\right) \neq \mathrm{ct}_{i}:\) return \(\perp\) return \(\left(\mathrm{pt}_{1}^{\prime}, \ldots, \mathrm{pt}_{n}^{\prime}\right)\)``` |

Figure 4.11: $T_{\|}^{n}$ combiner.
$\mathscr{B}_{1}, \ldots, \mathscr{B}_{n}$ such that

$$
\begin{aligned}
\operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{pca}}(\mathscr{A}) & \leq\left(8 \cdot\left(1+q_{G}+q_{P}\right)^{2}+1\right) \sum_{i \in[n]} \delta_{i} \\
& +\left(1+2 q_{P}+2 q_{G}\right) \cdot \sqrt{\min \left\{\operatorname{Adv}_{\mathrm{PKE}_{1}}^{\mathrm{oW}-\mathrm{cpa}}\left(\mathscr{B}_{1}\right), \ldots, \operatorname{Adv}_{\mathrm{PKE}_{n}}^{\mathrm{ow}-\mathrm{cpa}}\left(\mathscr{B}_{2}\right)\right\}}
\end{aligned}
$$

where $\mathscr{B}_{1}, \ldots, \mathscr{B}_{n}$ run in about the same time as $\mathscr{A}$ and make at most $q_{G}+q_{P}$ queries to the QROs.

Proof. We start by recalling a lemma that will be useful for the proof.
The first one, by Zhandry [Zha12], essentially states that a quantum random oracle can be efficiently simulated.

Lemma 4.3.2 (Theorem 3.1, [Zha12]). No adversary limited to $q_{H}$ quantum queries to an oracle $|H\rangle$ can distinguish between the case where $|H\rangle$ is a QRO and the case where $|H\rangle$ is $a 2 q_{H}$-wise

## independent function.

We now proceed with the proof. The sequence of hybrid games used is detailed in Figure 4.12. The adversary has access to the $n$ different QROs $\left|G_{1}, \ldots, G_{n}\right\rangle$ which can be defined as one oracle $|G\rangle=\left|G_{1}, \ldots, G_{n}\right\rangle$. We assume that the message spaces $\mathscr{M}_{i}$ are equal to $\{0,1\}^{\ell_{i}}$ for some integer $\ell_{i}$ and that $G_{j}:\{0,1\}^{*} \mapsto\{0,1\}^{k}$.

Game $\Gamma^{0}$ : This is the original OW-PCA game in the QROM except we enforce correctness of the challenge ciphertext (i.e. $\left.\operatorname{Dec}\left(\mathrm{pk}, \mathrm{ct}^{*}\right)=\mathrm{pt}^{*}\right)$. As the correctness is broken for ct * if it is broken for at least one of the components $\mathrm{ct}_{i}^{*}$, the probability of that happening is at most $\sum_{i \in[n]} \delta_{i}$.

Game $\Gamma^{1}$ : In this game, we simulate the plaintext-checking oracle by checking whether $\mathrm{Enc}_{j}\left(\mathrm{pt}_{j} ; G_{j}\left(\mathrm{pt}_{1}, \ldots, \mathrm{pt}_{j}\right)\right)=\mathrm{ct}_{j}$ for all $j \in[n]$. As seen in the proof of Theorem 4.3.1, the simulation is not perfect iff one of the $\left(\mathrm{pt}_{1}, \ldots, \mathrm{pt}_{n}\right)$ queried is such that the correctness is broken, i.e. $\operatorname{Dec}_{j}\left(\operatorname{Enc}_{j}\left(\mathrm{pt}_{j} ; G_{j}\left(\mathrm{pt}_{1}, \ldots, \mathrm{pt}_{n}\right)\right)\right) \neq \mathrm{pt}_{j}$ for some $j \in[n]$ at any point in the game. We call this event fail ${ }_{j}$. One can see that fail ${ }_{i}$ occurs if one can find a correctness error in the scheme generated by $\mathrm{T}\left(\mathrm{PKE}_{i}\right)$. By Theorem 2.4.3, this happens with probability at most $8 \cdot \delta_{i} \cdot\left(q_{G}+1\right)^{2}$, where $q_{G}$ is the number of calls made to the random oracle, which in our case is $q_{G}+q_{P}$.

Overall, we have

$$
\left|\operatorname{Pr}\left[\Gamma^{0} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]\right| \leq \operatorname{Pr}\left[\cup_{j \in[n]} \text { fail }_{j}\right] \leq 8 \cdot\left(1+q_{G}+q_{P}\right)^{2} \cdot \sum_{j \in[n]} \delta_{j}
$$

where the second inequality follows from a union bound.

Game $\Gamma^{2}$ : In game $\Gamma^{2}$, we replace the deterministic coins $G_{j}\left(\mathrm{pt}_{1}^{*}, \ldots, \mathrm{pt}_{n}^{*}\right)$ by random coins $r_{j} \leftarrow \$\{0,1\}^{r}$ for all $j \in[n]$. We can then use the One-Way to Hiding Lemma (Lemma 2.3.1) to upper bound $\left|\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]\right|$. First, we consider the RO $G:=G_{1} \otimes \ldots \otimes G_{n}$ s.t. $G(m)=\left(G_{1}(m), \ldots, G_{n}(m)\right)$ and the function $\mathrm{F}(x, y)$ shown in Figure 4.13 which outputs inp $=\left(\mathrm{pk}, \mathrm{ct}^{*}\right)$. In addition, let $\mathscr{A}^{\prime}$ be the adversary that receives $\operatorname{inp}$, run $\mathscr{A}^{\mathscr{O}_{1}^{\mathrm{pCO}}}$ (pk, pt*) by simulating the plaintext-checking oracle (this is possible since the secret key is not used in $\mathscr{O}_{1}^{\mathrm{PCO}}$ anymore) and outputs 1 iff $\mathscr{A}$ outputs $\mathrm{pt}{ }^{\prime}$ s.t. Enc(pk, pt') $=\mathrm{ct}^{*}$ (this is equivalent to $\mathrm{pt}^{\prime}=\mathrm{pt}^{*}$ by the perfect correctness of the challenge ciphertext). By the AOW2H Lemma (Lemma 2.3.1), one can easily see that

$$
\begin{aligned}
& \left|\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]\right|= \\
& \mid \operatorname{Pr}\left[\mathscr{A}^{\prime|G\rangle}(\text { inp }) \Rightarrow 1 \mid \mathrm{pt}^{*} \leftarrow \$\{0,1\}^{\ell_{1}+\ldots+\ell_{n}} ; \text { inp } \leftarrow \mathrm{F}\left(\mathrm{pt}^{*}, G\left(\mathrm{pt}^{*}\right)\right)\right] \\
& -\operatorname{Pr}\left[\mathscr{A}^{\prime|G\rangle}(\text { inp }) \Rightarrow 1 \mid\left(\mathrm{pt}^{*}, r^{*}\right) \leftarrow \$\{0,1\}^{\ell_{1}+\ldots+\ell_{n}+r \cdot n} ; \text { inp } \leftarrow \mathrm{F}\left(\mathrm{pt}^{*}, r^{*}\right)\right] \mid \\
& \leq 2 q_{o w 2 h} \sqrt{\operatorname{Pr}\left[\mathrm{pt}^{*} \leftarrow \mathrm{Ext}^{\mathscr{A}^{\prime},|G\rangle}(\text { inp }) \mid\left(\mathrm{pt}^{*}, r^{*}\right) \leftarrow \$\{0,1\}^{\ell_{1}+\ldots+\ell_{n}+r \cdot n} ; \text { inp } \leftarrow \mathrm{F}\left(\mathrm{pt}^{*}, r^{*}\right)\right.},
\end{aligned}
$$

$\Gamma^{i}(\mathscr{A})$
$\Gamma^{i}(\mathscr{A})$
$\left(\left(\mathrm{pk}_{1}, \ldots, \mathrm{pk}_{n}\right),\left(\mathrm{sk}_{1}, \ldots, \mathrm{sk}_{n}\right)\right) \leftarrow \$ \operatorname{Gen}\left(1^{\lambda}\right)$
$\left(\left(\mathrm{pk}_{1}, \ldots, \mathrm{pk}_{n}\right),\left(\mathrm{sk}_{1}, \ldots, \mathrm{sk}_{n}\right)\right) \leftarrow \$ \operatorname{Gen}\left(1^{\lambda}\right)$
$\left(\mathrm{pt}_{1}^{*}, \ldots, \mathrm{pt}_{n}^{*}\right) \leftarrow\{0,1\}^{\ell_{1}+\ldots+\ell_{n}}$
$\left(\mathrm{pt}_{1}^{*}, \ldots, \mathrm{pt}_{n}^{*}\right) \leftarrow\{0,1\}^{\ell_{1}+\ldots+\ell_{n}}$
$\mathrm{ct}^{*} \leftarrow \operatorname{Enc}\left(\mathrm{pk},\left(\mathrm{pt}_{1}^{*}, \ldots, \mathrm{pt}_{n}^{*}\right)\right)$
$\mathrm{ct}^{*} \leftarrow \operatorname{Enc}\left(\mathrm{pk},\left(\mathrm{pt}_{1}^{*}, \ldots, \mathrm{pt}_{n}^{*}\right)\right)$
for $i \in[n]: \quad / / \Gamma^{2}$
for $i \in[n]: \quad / / \Gamma^{2}$
$\left(r_{1}^{*}, \ldots, r_{n}^{*}\right) \leftarrow\{0,1\}^{r n} \quad / / \Gamma^{2}$
$\left(r_{1}^{*}, \ldots, r_{n}^{*}\right) \leftarrow\{0,1\}^{r n} \quad / / \Gamma^{2}$
$\mathrm{ct}_{i}^{*} \leftarrow \mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \mathrm{pt}_{i}^{*} ; r_{i}^{*}\right) \quad / / \Gamma^{2}$
$\mathrm{ct}_{i}^{*} \leftarrow \mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \mathrm{pt}_{i}^{*} ; r_{i}^{*}\right) \quad / / \Gamma^{2}$
if $\operatorname{Dec}\left(\mathrm{sk}^{*}, \mathrm{ct}^{*}\right) \neq\left(\mathrm{pt}_{1}^{*}, \ldots, \mathrm{pt}_{n}^{*}\right)$ :
if $\operatorname{Dec}\left(\mathrm{sk}^{*}, \mathrm{ct}^{*}\right) \neq\left(\mathrm{pt}_{1}^{*}, \ldots, \mathrm{pt}_{n}^{*}\right)$ :
abort
abort
$\mathrm{pt}^{\prime} \leftarrow \mathscr{A}^{\left|G_{1}, \ldots, G_{n}\right\rangle, \mathscr{O}_{0}^{\mathrm{PCO}}}\left(\mathrm{pk}, \mathrm{ct}^{*}\right) \quad \| \Gamma^{0}$
$\mathrm{pt}^{\prime} \leftarrow \mathscr{A}^{\left|G_{1}, \ldots, G_{n}\right\rangle, \mathscr{O}_{0}^{\mathrm{PCO}}}\left(\mathrm{pk}, \mathrm{ct}^{*}\right) \quad \| \Gamma^{0}$
$\mathrm{pt}^{\prime} \leftarrow \mathscr{A}^{\left|G_{1}, \ldots, G_{n}\right\rangle, \mathscr{O}_{1}^{\mathrm{PCO}}\left(\mathrm{pk}, \mathrm{ct}^{*}\right) \quad \| \Gamma^{1}-\Gamma^{2}, ~}$
$\mathrm{pt}^{\prime} \leftarrow \mathscr{A}^{\left|G_{1}, \ldots, G_{n}\right\rangle, \mathscr{O}_{1}^{\mathrm{PCO}}\left(\mathrm{pk}, \mathrm{ct}^{*}\right) \quad \| \Gamma^{1}-\Gamma^{2}, ~}$
return $1_{\mathrm{pt}^{\prime}=\left(\mathrm{pt}_{1}^{*}, \ldots, \mathrm{pt}_{n}^{*}\right)}$
return $1_{\mathrm{pt}^{\prime}=\left(\mathrm{pt}_{1}^{*}, \ldots, \mathrm{pt}_{n}^{*}\right)}$
for $j \in[n]$ :
$r_{j} \leftarrow G_{j}\left(\mathrm{pt}_{1}, \ldots, \mathrm{pt}_{n}\right)$
if $\mathrm{Enc}_{j}\left(\mathrm{pk}_{j}, \mathrm{pt}_{j} ; r_{j}\right) \neq \mathrm{ct}_{j}:$
return 0
return 1


Figure 4.12: Sequence of games for the proof of Theorem 4.3.4.

```
\(\mathrm{F}\left(\mathrm{pt}^{*}, r^{*}\right)\)
parse \(\left(r_{1}^{*}, \ldots, r_{n}^{*}\right) \leftarrow r^{*}\)
    parse \(\left(\mathrm{pt}_{1}^{*}, \ldots, \mathrm{pt}_{n}^{*}\right) \leftarrow \mathrm{pt}^{*}\)
    (pk, sk) \(\leftarrow \$ \operatorname{Gen}\left(1^{\lambda}\right)\)
    for \(i \in[n]\) :
        \(\mathrm{ct}_{i}^{*} \leftarrow \mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \mathrm{pt}_{i}^{*} ; r_{i}^{*}\right)\)
    return ( \(\mathrm{pk}, \mathrm{ct}{ }^{*}\) )
```

Figure 4.13: Function $F$ for applying the AOW2H Lemma in the proof of Theorem 4.3.4.
where Ext is the extractor defined in Figure 2.12 and $q_{o w 2 h}$ is the number of queries made by $\mathscr{A}^{\prime}$ to $G$, which is $q_{G}$ to answer $\mathscr{A}$ 's queries plus $q_{P}$ to simulate the plaintext-checking oracle (i.e. one can compute the coins $\left(G_{j}\left(\mathrm{pt}_{1}, \ldots, \mathrm{pt}_{n}\right)\right)_{j \in[n]}$ with one quantum query to $G)$. Thus, $q_{o w 2 h}=\left(q_{P}+q_{G}\right)$. Now, the probability that the extractor outputs pt* is precisely the probability that the OW-CPA property of all underlying $\mathrm{PKE}_{i}$ is broken. We provide in Figure 4.14 an adversary $\mathscr{B}_{j}$ that breaks the OW-CPA security of any $\mathrm{PKE}_{j}$ given Ext ${ }^{\mathscr{A}^{\prime}}$. Thus, we have

$$
\left|\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]\right| \leq 2\left(q_{P}+q_{G}\right) \sqrt{\operatorname{Adv}_{\mathrm{PKE}_{j}}^{\mathrm{ow}-\mathrm{cpa}}\left(\mathscr{B}_{j}\right)}
$$

for any $j \in[n]$. Finally, $\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]$ is the probability to win the OW-CPA game against any underlying $\mathrm{PKE}_{j}$. We provide the given adversary $\mathscr{C}_{j}$ that breaks $\mathrm{PKE}_{j}$ in Figure 4.14. Hence, $\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right] \leq \operatorname{Adv}_{\mathrm{PKE}_{j}}^{\mathrm{ow}-\mathrm{cpa}}\left(\mathscr{C}_{j}\right) \leq \sqrt{\operatorname{Adv}_{\mathrm{PKE}_{j}}^{\mathrm{ow}-\mathrm{cpa}}\left(\mathscr{C}_{j}\right)}$. Collecting the bounds and folding adversaries concludes the proof.

This result then implies that $\mathrm{QU}_{m}^{\perp} \circ \mathrm{T}_{\|}^{n}$ is a robust FO-like combiner in the QROM by using Theorem 4.5 of Hofheinz et al. [HHK17]. Note that the proof of Theorem 4.3.4 is very similar



Figure 4.14: OW-CPA adversaries for the proof of Theorem 4.3.4. The oracle $\mathscr{O}_{1}^{\mathrm{PCO}}$ is defined as in Figure 4.12.
to the proofs of FO security in the QROM. As a result, the bound could much likely be made tighter using recent QROM techniques (e.g. [Bin+19b; Kuc+20; SXY18]). In addition, we conjecture that our main combiner UT ${ }_{\|}$could be proven secure in the QROM without the additional hash. We leave these improvements as future work.

### 4.4 Other Combiners

It has been shown that the implementation of ROs in FO-like transforms, in particular in the de-randomisation step (i.e. computation of the deterministic coins), is particularly vulnerable to implementation mistakes [BDG20]. Thus, it is of interest to study how these coins can be computed without compromising the security of the resulting scheme. We show in this section how hash functions (i.e. ROs) can be combined s.t. the de-randomisation step is secure and efficient. Many combinations of hash functions are possible and we propose a few of those below, offering flexibility to implementors. Finally, we consider using different hash functions to increase the security at no (or very small) cost. This relates to the notion of hash combiner [FL08; FLP08], which constructs a hash function that fulfils certain security properties as long as one of the underlying hash functions has this property. In our case, we want the hash functions to behave as random oracles, thus we can combine two different functions to make the whole scheme secure as long as one of the hash functions is indistinguishable from a RO.

How to combine hash functions. From now on, in order to distinguish (random) functions from random oracles, we denote a function by a small letter and a RO by a capital letter (e.g. $g(x)$ is a function evaluated on $x$ and $G(x)$ is a RO queried on $x$ ). Note that in our case, the functions are defined using random oracles (e.g. $g(x):=G(1, x) \oplus G(2, x)$ ). We consider replacing the RO $G$ in our combiners by such a random function $g$ (but still in the ROM).

One can see from the proofs of security of both $T_{\|}$and $U T_{\|}$that we want the deterministic coins to be indistinguishable from random ones until we can recover the seeds (or plaintexts) from the list of queries. In addition to this property, one also wants the values $g\left(i, \sigma_{1}, \sigma_{2}\right)$ to be close to uniform. Indeed, in the proof of Theorem 4.3.2, we extensively use the fact
that the correctness and spreadness property hold with probability at least $\delta$ and $2^{-\gamma}$, respectively, even when the coins are not random but computed as $g\left(i, \sigma_{1}, \sigma_{2}\right)$. Obviously, if the values $g\left(1, \sigma_{1}, \sigma_{2}\right)$ are not sampled uniformly at random, this may not hold anymore. In other words, we want $g\left(i, \sigma_{1}, \sigma_{2}\right)$ to be either computable by the adversary using its queries to $G$ or distributed uniformly at random. We present below formal definitions (called Extractable Random Function (ERF) and Indistinguishable unless Queried (IUQ)) capturing these properties.

### 4.4.1 Extractable Random Functions (ERFs)

We start by introducing the notion of Extractable Random Functions (ERFs), which formalise the fact that the coins computed as $g\left(i, \sigma_{1}, \sigma_{2}\right)$ should look uniform given the adversary's view, or an extractor can be used to recover both seeds $\sigma_{1}, \sigma_{2}$.

We first define the notion of extractor.
Definition 4.4.1 (Extractor). Let g be a random function defined using a random oracle $G$. An extractor Ext ${ }_{g}$ for a function $g$ is a ppt deterministic function that takes a set of tuples $\mathscr{L}_{G}=\left\{\left(x_{i}, h_{i}\right)\right\}_{i \in\left[q_{G}\right]}$ of cardinality $q_{G}$ defining the event $\left\{\wedge_{i \in\left[q_{G}\right]} G\left(x_{i}\right)=h_{i}\right\}$ and that outputs $a$ set of $q_{E}$ tuples $\mathscr{E}=\left\{\left(\left(i^{j}, \sigma_{1}^{j}, \sigma_{2}^{j}\right), g^{j}\right)\right\}_{j \in\left[q_{E}\right]}$ s.t.

1. (correctness) $\operatorname{Pr}\left[g\left(i^{j}, \sigma_{1}^{j}, \sigma_{2}^{j}\right)=g^{j} \mid \mathscr{L}_{G}\right]=1, \forall j \in\left[q_{E}\right]$.
2. (initial emptiness) $\operatorname{Ext}_{g}(\varnothing)=\varnothing$.
3. (increasing) $\mathscr{L}_{G} \subseteq \mathscr{L}_{G}^{\prime} \Rightarrow \operatorname{Ext} g\left(\mathscr{L}_{G}\right) \subseteq \operatorname{Ext}_{g}\left(\mathscr{L}_{G}^{\prime}\right)$.
4. (initial queries) Let $\mathscr{L}_{G}^{*}$ be the set of queries/responses made when computing $g\left(1, \sigma_{1}, \sigma_{2}\right)$ and $g\left(2, \sigma_{1}, \sigma_{2}\right)$. Then,

$$
\operatorname{Ext}_{g}\left(\mathscr{L}_{G}^{*}\right)=\left\{\left(\left(1, \sigma_{1}, \sigma_{2}\right), g\left(1, \sigma_{1}, \sigma_{2}\right)\right),\left(\left(2, \sigma_{1}, \sigma_{2}\right), g\left(2, \sigma_{1}, \sigma_{2}\right)\right)\right\}
$$

That is, one call to the function $g\left(i, \sigma_{1}, \sigma_{2}\right)$ (for different $i$ 's) does not give away any information on other values of $g$.

Note that the number of tuples output by the extractor $q_{E}$ is a function of $q_{G}$, that is the number of queries made to the RO G. In addition, we define $q_{E}^{1}$ as the maximum number of tuples of the form $\left(i, \sigma_{1}, \sigma_{2}\right)$ with a fixed $\sigma_{1}$ (or $\sigma_{2}$ ) output by the extractor.

Now, we can define the notion of extractable random functions.
Definition 4.4.2 (Extractable Random Function (ERF)). Let $g:\{0,1\}^{*} \mapsto\{0,1\}^{n}$ be a (random) function defined using a random oracle $G$. Let $\mathscr{J}_{\sigma_{1}, \sigma_{2}}=\left\{\left(\left(i, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right), g\left(i, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)\right): \sigma_{1}^{\prime} \neq\right.$ $\left.\sigma_{1}, \sigma_{2}^{\prime} \neq \sigma_{2}\right\}$ be the set of input/output tuples of $g$ for values $\sigma_{1}^{\prime}$ and $\sigma_{2}^{\prime}$ different from $\sigma_{1}$ and $\sigma_{2}$,

| $g\left(i, \sigma_{1}, \sigma_{2}\right)$ |
| :---: |
| $G\left(\sigma_{1} \oplus \sigma_{2}\right) \oplus G\left(i, \sigma_{i}\right)$ |
| $G_{1}\left(i, \sigma_{1}\right) \oplus G_{2}\left(i, \sigma_{2}\right)$ |

Table 4.1: Different $g$ functions, where $G, G_{i}$ are ROs.
where each tuple $(x, y) \in \mathscr{J}_{\sigma_{1}, \sigma_{2}}$ defines the event $\{g(x)=y\}$. Then, $g$ is an extractable random function (ERF) if there exists an extractor $\mathrm{Ext}_{\mathrm{g}}$ s.t. for any $i, \sigma_{1}, \sigma_{2}, y, \mathscr{L}_{G}$ and $\mathscr{J}^{\prime} \subseteq \mathscr{J}_{\sigma_{1}, \sigma_{2}}$ s.t. $\operatorname{Pr}\left[\mathscr{J}^{\prime}, \mathscr{L}_{G}\right]>0$,

$$
\operatorname{Pr}\left[g\left(i, \sigma_{1}, \sigma_{2}\right)=y \mid \mathscr{L}_{G}, \mathscr{J}^{\prime}\right]= \begin{cases}\frac{1}{2^{n}}, & \text { if }\left(\left(i, \sigma_{1}, \sigma_{2}\right), y\right) \notin \operatorname{Ext}_{g}\left(\mathscr{L}_{G}\right) \\ 1, & \text { if }\left(\left(i, \sigma_{1}, \sigma_{2}\right), y\right) \in \operatorname{Ext}_{g}\left(\mathscr{L}_{G}\right) \\ 0, & \text { if } \exists y^{\prime} \neq y \text { s.t. }\left(\left(i, \sigma_{1}, \sigma_{2}\right), y\right) \in \operatorname{Ext}_{g}\left(\mathscr{L}_{G}\right)\end{cases}
$$

In short, as hinted above, this notion captures the fact that either $g\left(i, \sigma_{1}, \sigma_{2}\right)$ is uniformly distributed, or the extractor can compute it based on the queries made to $G$. In addition, we require that there is no correlation between different values of $g$ when both inputs are different. Finally, we stress that when a party computes $g\left(i, \sigma_{1}, \sigma_{2}\right)$, the value of $g$ becomes deterministic. In other words, if we let $\mathscr{L}_{G}$ be the set of corresponding queries/responses used to compute $g\left(i, \sigma_{1}, \sigma_{2}\right)$, the list $\operatorname{Ext}_{g}\left(\mathscr{L}_{G} \cup \mathscr{L}_{G}^{\prime}\right)$ will contain $g\left(i, \sigma_{1}, \sigma_{2}\right)$, for any $\mathscr{L}_{G}^{\prime}$.

Example 4.4.1 (ROs are ERF functions.). As an example, we show that ROs are ERFs. More precisely, let $g\left(i, \sigma_{1}, \sigma_{2}\right)=G\left(i, \sigma_{1}, \sigma_{2}\right)$ as in the $\mathrm{UT}_{\|}$combiner. Then, we define the extractor $\mathrm{Ext}_{g}$ as a function that takes all tuples of the form $\left(\left(i, \sigma_{1}, \sigma_{2}\right), h\right) \in \mathscr{L}_{G}$ and outputs them. Clearly, if the extractor does not output a given value $\left(i, \sigma_{1}, \sigma_{2}\right)$, then it was not queried to the RO and it is indistinguishable from a uniform value, as requested. Also, by the property of ROs, a value $G\left(i, \sigma_{1}, \sigma_{2}\right)$ is mutually independent from any set of values $G\left(i^{\prime}, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)$ with $\sigma_{1} \neq \sigma_{1}^{\prime}$ and $\sigma_{2} \neq \sigma_{2}^{\prime}$. Note also that the maximum number of tuples output by the extractor $q_{E}$ is upper bounded by $q_{G}$.

Other examples of ERFs We give two other examples of functions $g$ satisfying the properties of ERF in Table 4.1.

Proposition 4.4.1. The two functions $g\left(i, \sigma_{1}, \sigma_{2}\right)$ presented in Table 4.1 are ERFs.

Proof.

- $G\left(\sigma_{1} \oplus \sigma_{2}\right) \oplus G\left(i, \sigma_{i}\right)$ : We first define the extractor Ext ${ }_{g}$. We can define $\mathscr{L}_{G_{i}}$ as the list of query/responses $(m, g)$ s.t. $m$ is of the form $\left(i, \sigma_{i}\right)$ and $\mathscr{L}_{G}$ is the list of remaining query responses. The extractor outputs the union of:

1. $\left\{\left(\left(1, \sigma_{1}, \sigma_{1} \oplus \sigma\right), g \oplus g_{1}\right):(\sigma, g) \in \mathscr{L}_{G},\left(\left(1, \sigma_{1}\right), g_{1}\right) \in \mathscr{L}_{G_{1}}\right\}$. That is for each $\left(1, \sigma_{1}\right)$ that has been queried, it recovers $\sigma_{2}$ from the queries in $\mathscr{L}_{G}$ and outputs the corresponding value of $g\left(1, \sigma_{1}, \sigma_{2}\right)$.
2. $\left\{\left(\left(2, \sigma_{2} \oplus \sigma, \sigma_{2}\right), g \oplus g_{2}\right):(\sigma, g) \in \mathscr{L}_{G},\left(\left(2, \sigma_{2}\right), g_{2}\right) \in \mathscr{L}_{G_{2}}\right\}$.

This is straightforward to see that this function fulfils the properties of an extractor. In particular, if $q_{G}$ queries are made to $G$, we have $q_{E} \leq q_{G}^{2}$ and $q_{E}^{1} \leq q_{G}$. Finally, we show that if $g\left(i, \sigma_{1}, \sigma_{2}\right)$ is not in the output of the extractor, then it is indistinguishable from a value sampled uniformly at random. Let $g\left(i, \sigma_{1}, \sigma_{2}\right)=Y+X$ with $Y:=G\left(\sigma_{1} \oplus \sigma_{2}\right)$ and $X:=G\left(i, \sigma_{i}\right)$. Clearly, by the property of RO, if $\sigma_{1} \oplus \sigma_{2}$ or $\left(i, \sigma_{i}\right)$ was not queried to $G$, we have $Y$, resp. $X$ uniformly distributed. Then, $g\left(i, \sigma_{1}, \sigma_{2}\right)$ is uniformly distributed as well. Finally, if both are queried, the extractor will be able to compute $g\left(i, \sigma_{1}, \sigma_{2}\right)$.

- $G_{1}\left(i, \sigma_{1}\right) \oplus G_{2}\left(i, \sigma_{2}\right)$ : We define the extractor as follows. For a given $i$, let $\mathscr{L}_{G_{i j}}$ be the list of query/answer for queries of the type $\left(i, \sigma_{j}\right)$ to $G_{j}$. For any $i$ (here $i \in[2]$ ), the extractor considers all pairs of tuples $\left(\left(i, \sigma_{1}\right), g_{1}\right),\left(\left(i, \sigma_{2}\right), g_{2}\right) \in \mathscr{L}_{G_{i 1}} \times \mathscr{L}_{G_{i 2}}$ and for each of them outputs $\left(\left(i, \sigma_{1}, \sigma_{2}\right), g_{1} \oplus g_{2}\right)$. Clearly, such an extractor fulfils the necessary properties. Now, we show that $g\left(i, \sigma_{1}, \sigma_{2}\right)$ is distributed uniformly at random unless the extractor outputs a corresponding tuple. For a given $i$, let $X_{j}:=G_{j}\left(i, \sigma_{j}\right)$ and $Z:=X_{1}+X_{2}$. Then, following a similar argument as in the previous point, we see that $Z$ is uniform unless $\left(i, \sigma_{1}\right)$ and $\left(i, \sigma_{2}\right)$ have been queried to $G_{1}$ and $G_{2}$, respectively. If that happens, the extractor recovers $g\left(i, \sigma_{1}, \sigma_{2}\right)$. Finally, as in the previous function, we have $q_{E} \leq q_{G}^{2}$ and $q_{E}^{1} \leq q_{G}$.


### 4.4.2 IUQ functions

Now we define a weaker assumption than ERF for the hash function $h$ that derives the key in the encapsulation/decapsulation procedures. Indeed, we notice that the only property we need from this function is to look indistinguishable unless one can recover one challenge seed given the other. We call such property Indistinguishability unless Queried (IUQ) and we define it as follows.

Definition 4.4.3 (IUQ functions). Let $h\left(\sigma_{1} \in \mathscr{M}_{1}, \sigma_{2} \in \mathscr{M}_{2}\right)$ be a (random) function based on a random oracle $H$ where $\mathscr{M}_{1}$ and $\mathscr{M}_{2}$ are some message spaces. We consider the IUQ game defined in Figure 4.15, where the RO H is defined as shown in the game. Then, if there exists a ppt function $\mathrm{Ext}_{h}$ s.t. for any efficient adversary $\mathscr{A}$

$$
\operatorname{Adv}_{h, H, \mathrm{Ext}_{h}}^{\operatorname{iuq}}(\mathscr{A})=\left|\operatorname{Pr}\left[\operatorname{IUQ}_{h, H, \mathrm{Ext}_{h}}^{1}(\mathscr{A}) \Rightarrow 1\right]-\operatorname{Pr}\left[\operatorname{IUQ}_{h, H, \mathrm{Ext}_{h}}^{0}(\mathscr{A}) \Rightarrow 1\right]\right|=0
$$

we say $h$ is IUQ (Indistinguishable from Uniform unless Queried).

| $\text { IUQ- }{ }_{h, \mathcal{H}, \operatorname{Ext}_{h}}(\mathscr{A})$ | H(m) |
| :---: | :---: |
| 1: chal ${ }^{1} \leftarrow$ false | 1: if $\exists x$ s.t. $(m, x) \in \mathscr{L}_{H}$ : |
| 2: chal ${ }^{2} \leftarrow$ false | 2: return $x$ |
| 3: $\left(\sigma_{1}, \sigma_{2}\right) \leftarrow \$ \mathscr{M}_{1} \times \mathscr{M}_{2}$ | 3: $x \leftarrow \$\{0,1\}^{n}$ |
| 4: $h_{0} \leftarrow\left\{\{0,1\}^{n}\right.$ | 4: $\mathscr{L}_{H} \leftarrow \mathscr{L}_{H} \cup\{(m, x)\}$ |
| 5: $\quad h_{1} \leftarrow h\left(\sigma_{1}, \sigma_{2}\right)$ | 5: if $\sigma_{1} \in \operatorname{Ext}_{h}\left(1, \sigma_{2}, \mathscr{L}_{H}\right):$ chal $^{1} \leftarrow$ true |
| 6: $b^{\prime} \leftarrow \mathscr{A}^{H}\left(\sigma_{1}, \sigma_{2}, h_{b}\right)$ | 6: if $\sigma_{2} \in \operatorname{Ext}_{h}\left(2, \sigma_{1}, \mathscr{L}_{H}\right):$ chal $^{2} \leftarrow$ true |
| 7: return $b^{\prime}$ | 7: if chal ${ }^{1}$ and chal ${ }^{2}$ : abort |
|  | 8: return $x$ |

Figure 4.15: IUQ game.

While looking cumbersome, this definition simply generalises what we want from the functions that derives the key. Indeed, in the IUQ game, we ask the adversary to distinguish between a uniformly distributed value and $h\left(\sigma_{1}, \sigma_{2}\right)$ for some random ( $\sigma_{1}, \sigma_{2}$ ). However, if there exists some extractor (or parsing function) Ext ${ }_{h}$ that can recover ( $\sigma_{1}, \sigma_{2}$ ) by observing the queries to the random oracles, the game aborts. That captures the fact that either the adversary cannot distinguish, or one can recover the challenge seeds (or plaintexts). Note that the function Ext ${ }_{h}$ takes the index of the seeds it must recover and the other seed to capture the fact that in a reduction attacking the one-wayness of $\mathrm{PKE}_{1}$, the adversary can pick $\sigma_{2}$ (and the other way around).

Example 4.4.2 $\left(\mathrm{H}\left(\sigma_{1}\right) \oplus \mathrm{H}\left(\sigma_{2}\right)\right.$ is IUQ.). As an example of a IUQ function, one can consider $h\left(\sigma_{1}, \sigma_{2}\right):=H\left(\sigma_{1}\right) \oplus H\left(\sigma_{2}\right)$. As an extractor, we define $\operatorname{Ext}_{h}\left(i, \sigma, \mathscr{L}_{H}\right)$ as the function that goes through all tuples $(m, h) \in \mathscr{L}_{H}$ and outputs the set of $m$ 's. Now, unless $\sigma_{1}$ and $\sigma_{2}$ are queried, the adversary cannot distinguish a random value from $h\left(\sigma_{1}, \sigma_{2}\right)$. But if both values are queried, the IUQ game will abort because both lists output by the extractor $\mathrm{Ext}_{h}\left(1, \sigma_{2}, \mathscr{L}_{H}\right)$ and $\operatorname{Ext}_{h}\left(2, \sigma_{1}, \mathscr{L}_{H}\right)$ will contain $\sigma_{1}$ and $\sigma_{2}$, respectively. In this case, the advantage of IUQ adversary is 0 .

### 4.4.3 IUQ and ERF in UT

Now, based on the IUQ and ERF definitions, we prove the following theorem, which states that the $U T_{\|}$combiner is still robust if $G$ and $H$ are replaced by ERF and IUQ functions, respectively.

Theorem 4.4.1 (UT ${ }_{\| \mid}$and ERF/IUQ). Let $h\left(\sigma_{1}, \sigma_{2}\right)$ and $g\left(i, \sigma_{1}, \sigma_{2}\right)$ be a IUQ, resp. ERF function, and $H$ and $G$ be the ROs $h$ and $g$ are based on, respectively. In addition, let $q_{E}\left(\left|\mathscr{L}_{G}\right|\right), q_{E_{h}}\left(\left|\mathscr{L}_{H}\right|\right)$ be the maximum number of tuples output by $\operatorname{Ext}_{g}\left(\mathscr{L}_{G}\right), \operatorname{Ext}_{h}\left(\mathscr{L}_{H}\right)$, respectively (they are a function of the length of the input). We also let $q_{E}^{1}\left(\left|\mathscr{L}_{G}\right|\right)$ be the maximal number of tuples with a fixed $\sigma$ output by $\mathrm{Ext}_{g}\left(\mathscr{L}_{G}\right)$ (see Definition 4.4.1). Finally, let KEM be the hybrid KEM built on top of two OW-CPA PKEs using the $\mathrm{UT}_{\|}$combiner, where the deterministic coins for encrypting the seed $\sigma_{i}$ are computed as $g\left(i, \sigma_{1}, \sigma_{2}\right)$ instead of $G\left(i, \sigma_{1}, \sigma_{2}\right)$, and the key is computed as
$h\left(\sigma_{1}, \sigma_{2}\right)$ instead of $H\left(\sigma_{1} \oplus \sigma_{2}\right)$.
Then, for all efficient IND-CCA adversary $\mathscr{A}$ making at most $q_{G}, q_{H}$, and $q_{D}$ queries to the oracles $G, H$, and $\mathscr{O}^{\text {Dec }}$ respectively, there exist adversaries $\mathscr{B}_{1}$ and $\mathscr{B}_{2}$ such that

$$
\begin{aligned}
\operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ind}-\mathrm{cca}}(\mathscr{A}) \leq & q_{E}\left(q_{g} \cdot 2\left(q_{D}+1\right)+q_{G}\right) \cdot \max \left\{\delta_{1}, \delta_{2}\right\} \\
& +\left(q_{D}+q_{E}^{1}\left(q_{G}\right)\right) \cdot\left(2^{-\gamma_{1}}+2^{-\gamma_{2}}\right) \\
& +\left(q_{E}^{1}\left(q_{G}\right)+q_{E_{h}}\left(q_{H}\right)\right) \cdot \min \left\{\operatorname{Adv}_{\mathrm{PKE}_{1}}^{\mathrm{ow}-\mathrm{cpa}}\left(\mathscr{B}_{1}\right), \operatorname{Adv}_{\mathrm{PKE}_{2}}^{\mathrm{ow}-\mathrm{cpa}}\left(\mathscr{B}_{2}\right)\right\},
\end{aligned}
$$

where $q_{g}$ is the number of queries to $G$ needed to evaluate $g$. Both $\mathscr{B}_{1}$ and $\mathscr{B}_{2}$ run in about the same time as $\mathscr{A}$ and make the same number of queries.

Proof. The proof is very similar to the proof of security of the $\mathrm{UT}_{\|}$transform. The only difference is that we use the output of the extractors associated with the ERF/IUQ properties of $g / h$ instead of the list of queries $\mathscr{L}_{G}, \mathscr{L}_{H}$. In particular, we argue that if some value is not in these extracted lists, it is uniformly distributed.

Let $E x t_{g}$ and $\mathrm{Ext}_{h}$ be the functions s.t. $g$ and $h$ are ERF and IUQ, respectively. We also assume that the key space is $\{0,1\}^{n}$ for some $n$. We give the sequence of games in Figure 4.16.

Game $\Gamma^{1}$ : In this game, we enforce the correctness of all ciphertexts that can be computed using the function $g$. In particular, we abort if the challenge ciphertexts break the correctness property or if any $\left(i, \sigma_{1}, \sigma_{2}\right)$ output by $\mathrm{Ext}_{g}$ is s.t. $\mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g\left(i, \sigma_{1}, \sigma_{2}\right)\right)$ breaks the correctness property. Let $\mathscr{L}_{G}$ collect all tuples of query/responses made throughout the game by the adversary and the game itself, and $\mathscr{L}_{G}^{k}$ its state after the $k$-th query to $G$ is made. Then, we can define the set of new tuples output by the extractor at query $k$ as $\mathscr{T}^{k}=\operatorname{Ext}_{g}\left(\mathscr{L}_{G}^{k}\right) \backslash \operatorname{Ext}_{g}\left(\mathscr{L}_{G}^{k-1}\right)$. Hence, when submitting the $k$-th query $m$ to $G$, the probability a tuple in the corresponding $\mathscr{T}^{k}=\operatorname{Ext}_{g}\left(\mathscr{L}_{G}^{k-1} \cup(m, G(m))\right) \backslash \operatorname{Ext}_{g}\left(\mathscr{L}_{G}^{k-1}\right)$ contains a plaintext that breaks the correctness is

$$
\begin{aligned}
& \operatorname{Pr}\left[\bigvee_{\left(\left(i, \sigma_{1}, \sigma_{2}\right), g\left(i, \sigma_{1}, \sigma_{2}\right)\right) \in \mathscr{T}^{k}} \operatorname{Dec}_{i}\left(\mathrm{sk}_{i}, \mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g\left(i, \sigma_{1}, \sigma_{2}\right)\right)\right) \neq \sigma_{i} \mid \mathscr{L}_{G}^{k-1}\right] \\
& \leq \sum_{\left(\left(i, \sigma_{1}, \sigma_{2}\right), g\left(i, \sigma_{1}, \sigma_{2}\right)\right) \in \mathscr{T}^{k}} \operatorname{Pr}\left[\operatorname{Dec}_{i}\left(\mathrm{sk}_{i}, \mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g\left(i, \sigma_{1}, \sigma_{2}\right)\right)\right) \neq \sigma_{i} \mid \mathscr{L}_{G}^{k-1}\right] \\
& =\sum_{\left(\left(i, \sigma_{1}, \sigma_{2}\right), g\left(i, \sigma_{1}, \sigma_{2}\right)\right) \in \mathscr{T}^{k}} \operatorname{Pr}\left[\operatorname{Dec}_{i}\left(\mathrm{sk}_{i}, \mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; \text { coins }\right)\right) \neq \sigma_{i}: \text { coins } \leftarrow\{0,1\}^{n}\right] \\
& \leq\left|\mathscr{T}^{k}\right| \cdot \max \left\{\delta_{1}, \delta_{2}\right\}
\end{aligned}
$$

for any query $m$. The equality follows from the definition of extractable random functions and the last inequality from the $\delta_{i}$ correctness of $\mathrm{PKE}_{i}$. Then, by a union bound, the probability a correctness error happens for any of the $q_{E}$ tuples output by Ext ${ }_{g}$ is upper bounded by $q_{E} \cdot \max \left\{\delta_{1}, \delta_{2}\right\}$. Note that $q_{E}$ is a function of the total number of queries submitted to $G$, which is $q_{g} \cdot 2\left(q_{D}+1\right)+q_{G}$ in this case, where $q_{g}$ is the number of queries made to $G$ at each
evaluation of $g$ (i.e. in total 2 calls to $g$ for the challenge ciphertexts and for each decapsulation query, and $q_{G}$ queries made by the adversary). Hence, we have

$$
\left|\operatorname{Pr}\left[\Gamma^{0} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]\right| \leq q_{E} \cdot \max \left\{\delta_{1}, \delta_{2}\right\} .
$$

Game $\Gamma^{2}$ : In this game, we consider $\mathscr{L}_{G}$, which is the transcript of the queries made to $G$ by any party (i.e. game or adversary). We enforce that at no point the extractor Ext ${ }_{g}\left(\mathscr{L}_{G}\right)$ contains a tuple $\left(\left(1, \sigma_{1}^{*}, \sigma_{2}\right), g_{1}^{\prime}\right)$ with $\sigma_{2} \neq \sigma_{2}^{*}$ or $\left(\left(2, \sigma_{1}, \sigma_{2}^{*}\right), g_{2}^{\prime}\right)$ with $\sigma_{1} \neq \sigma_{1}^{*}$ s.t. Enc $\mathcal{C l}_{1}\left(\mathrm{pk}_{1}, \sigma_{1}^{*} ; g_{1}^{\prime}\right)=\operatorname{ct}_{1}^{*}$ or $\mathrm{Enc}_{2}\left(\mathrm{pk}_{2}, \sigma_{2}^{*} ; g_{2}^{\prime}\right)=\mathrm{ct}_{2}^{*}$, respectively. We proceed as in the previous game and let $\mathscr{T}^{k}=$ $\operatorname{Ext}_{g}\left(\mathscr{L}_{G}^{k}\right) \backslash \operatorname{Ext}_{g}\left(\mathscr{L}_{G}^{k-1}\right)$ where $\mathscr{L}_{G}^{k}$ is the state of $\mathscr{L}_{G}^{k}$ after the $k$-th query to $G$. Finally, let $\mathscr{L}_{G}^{0}$ be the state of $\mathscr{L}_{G}$ after computing the challenge ciphertexts. Then, when submitting the $k$-th $(k \geq 2)$ query $m$ to $G$, the probability a tuple in $\mathscr{T}^{k}$ breaks the first condition is

$$
\begin{aligned}
& \operatorname{Pr}\left[\bigvee_{\left(\left(1, \sigma_{1}^{*}, \sigma_{2}\right), g\left(1, \sigma_{1}^{*}, \sigma_{2}\right)\right) \in \mathscr{T}^{k}} \operatorname{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1}^{*} ; g\left(1, \sigma_{1}^{*}, \sigma_{2}\right)\right)=\mathrm{ct}_{1}^{*} \mid \mathscr{L}_{G}^{k-1}\right] \\
& \left.\leq \sum_{\left(\left(1, \sigma_{1}^{*}, \sigma_{2}\right), g\left(1, \sigma_{1}^{*}, \sigma_{2}\right)\right) \in \mathscr{T}^{k}} \operatorname{Pr}\left[\mathrm{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1}^{*} ; g\left(1, \sigma_{1}^{*}, \sigma_{2}\right)\right)\right)=\mathrm{ct}_{1}^{*} \mid \mathscr{L}_{G}^{k-1}\right] \\
& \left.=\sum_{\left(\left(1, \sigma_{1}^{*}, \sigma_{2}\right), g\left(1, \sigma_{1}^{*}, \sigma_{2}\right)\right) \in \mathscr{T}^{k}} \operatorname{Pr}\left[\mathrm{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1}^{*} ; \text { coins }\right)\right)=\mathrm{ct}_{1}^{*}: \text { coins } \leftarrow\{0,1\}^{n}\right] \\
& \leq\left|\left\{\left(\left(1, \sigma_{1}^{*}, \sigma_{2}\right), g\right) \in \mathscr{T}^{k}\right\}\right| \cdot 2^{-\gamma_{1}}
\end{aligned}
$$

for any $m$, where the equality holds by the definition of ERF and the fact that by definition a tuple in $\mathscr{T}^{k}$ is not in $\mathscr{L}_{G}^{k-1}$. Now, the equation holds for $k=1$ as well by the last property of extractors (i.e. $\left(1, \sigma_{1}^{*}, \sigma_{2}\right) \notin \mathscr{L}_{G}^{0}$ for any $\left.\sigma_{2} \neq \sigma_{2}^{*}\right)$. Then, it is similar for the second type of failure and the probability it happens for any of the $q_{E}$ tuples in $\operatorname{Ext}\left(\mathscr{L}_{g}\right)$ is upper bounded by $q_{E}^{1} \cdot\left(2^{-\gamma_{1}}+2^{-\gamma_{2}}\right)$, where $q_{E}^{1}$ is the maximum number of tuples $g\left(i, \sigma_{1}, \sigma_{2}\right)$ output by the extractor for a fixed value $\sigma_{1}$ or $\sigma_{2}$. Thus, we have

$$
\left|\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]\right| \leq q_{E}^{1} \cdot\left(2^{-\gamma_{1}}+2^{-\gamma_{2}}\right)
$$

We also prove the following proposition.
Proposition 4.4.2. Let $\mathrm{ct}_{i} \neq \mathrm{ct}_{i}^{*}$. In game $\Gamma^{2}$, if $\mathscr{A}$ submits $\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}^{*}\right)$ or $\left(\mathrm{ct}_{1}^{*}, \mathrm{ct}_{2}\right)$ to the decapsulation oracle, the latter either returns $\perp$ or the game aborts.

Proof. We assume w.l.o.g. that the adversary submits ( $\mathrm{ct}_{1}, \mathrm{ct}_{2}^{*}$ ). Let $\sigma_{1}^{\prime}:=\mathrm{Dec}_{1}\left(\mathrm{sk}_{1}, \mathrm{ct}_{1}\right)$. By the perfect correctness of $\mathrm{ct}_{2}^{*}, \mathrm{Dec}_{2}\left(\mathrm{sk}_{2}, \mathrm{ct}_{2}^{*}\right)=\sigma_{2}^{*}$. If $\sigma_{1}^{\prime}=\sigma_{1}^{*}$, then Enc $\left.\mathrm{Epk}_{1}, \sigma_{1}^{\prime} ; g\left(1, \sigma_{1}^{\prime}, \sigma_{2}^{*}\right)\right)=$ $\mathrm{ct}_{1}^{*} \neq \mathrm{ct}_{1}$ and the oracle replies $\perp$. Otherwise, in the re-encryption check, the game will compute $g\left(1, \sigma_{1}^{\prime}, \sigma_{2}^{*}\right)$ with $\sigma_{1}^{\prime} \neq \sigma_{1}^{*}$ and thus the extractor will output $\left(\left(1, \sigma_{1}^{\prime}, \sigma_{2}^{*}\right), g\left(1, \sigma_{1}^{\prime}, \sigma_{2}^{*}\right)\right)$ at some point. By the abort condition in game $\Gamma^{2}$, either $\operatorname{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1}^{*} ; g\left(1, \sigma_{1}^{\prime}, \sigma_{2}^{*}\right)\right)=\mathrm{ct}_{1}^{*}$ and the game aborts, or $\mathrm{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1}^{*} ; g\left(1, \sigma_{1}^{\prime}, \sigma_{2}^{*}\right)\right) \neq \mathrm{ct}_{1}^{*}$ and the decapsulation oracle outputs $\perp$.
$\underline{\text { Game } \Gamma^{3}}$ : We make nearly the exact same modifications as in game $\Gamma^{2}$ in the proof of The-
orem 4.3.2. That is, we check whether there exist both $\left(\left(1, \sigma_{1}, \sigma_{2}\right), g_{1}\right)$ and $\left(\left(2, \sigma_{1}, \sigma_{2}\right), g_{2}\right)$ in $\operatorname{Ext}_{g}\left(\mathscr{L}_{\mathscr{A}}\right)$ s.t. $\mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g_{i}\right)=\mathrm{ct}_{i}$. If this is the case, (let's call this event found) we return $h\left(\sigma_{1}, \sigma_{2}\right)$, otherwise we return the key $K$ output by the decapsulation function. In other words, this game is the same as $\Gamma^{2}$ of the proof of Theorem 4.3.2 except we check for plaintexts in $\operatorname{Ext}_{g}\left(\mathscr{L}_{\mathscr{A}}\right)$ instead of $\mathscr{L}_{\mathscr{A}}$. Now, if found occurs, we return the same key as in game $\Gamma^{1}$. Indeed, by the perfect correctness of the tuples in $\operatorname{Ext}_{g}\left(\mathscr{L}_{\mathscr{A}}\right) \subseteq \operatorname{Ext}_{g}\left(\mathscr{L}_{G}\right)$ enforced in game $\Gamma^{1}$, if we find $\left(\sigma_{1}, \sigma_{2}\right)$ s.t. $\operatorname{Enc}_{i}\left(\sigma_{i} ; g\left(i, \sigma_{1}, \sigma_{2}\right)\right)=\mathrm{ct}_{i}$, then $\operatorname{Dec}_{i}\left(\mathrm{sk}_{i}, \mathrm{ct}_{i}\right)=\sigma_{i}$. Hence, we have, $\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]=\operatorname{Pr}\left[\Gamma^{3} \Rightarrow 1\right]$.

Game $\Gamma^{4}$ : We modify the previous game as follows. As before, this game is the same as game $\Gamma^{3}$ of the proof of Theorem 4.3.2 except we replace $\mathscr{L}_{\mathscr{A}}$ by $\operatorname{Ext}{ }_{g}\left(\mathscr{L}_{\mathscr{A}}\right)$. In the decapsulation oracle, we simply return $\perp$ if found does not occur. Hence, game $\Gamma^{3}$ and $\Gamma^{4}$ differ iff the decapsulation oracle successfully decrypts ct but the extractor could not find neither ( $1, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}$ ) or $\left(2, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)$ (i.e. at least one tuple is not in $\operatorname{Ext}_{g}\left(\mathscr{L}_{\mathscr{A}}\right)$ ), where $\left(\operatorname{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1}^{\prime} ; g\left(1, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)\right)\right.$, $\left.\mathrm{Enc}_{2}\left(\mathrm{pk}_{2}, \sigma_{2}^{\prime} ; g\left(2, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)\right)\right)=\mathrm{ct}$. Now, the ciphertexts corresponding to the seeds in $\operatorname{Ext}_{g}\left(\mathscr{L}_{\mathscr{A}}\right)$ are perfectly correct. Thus, this event is equivalent to the decapsulation oracle successfully (i.e. the re-encryption checks pass) recovering the seeds $\sigma_{1}, \sigma_{2}$ but either ( $1, \sigma_{1}, \sigma_{2}$ ) or ( $2, \sigma_{1}, \sigma_{2}$ ) or both were not recovered by the extractor. Let fail be this event and we prove the following lemma.

## Lemma 4.4.1.

$$
\operatorname{Pr}[\text { fail }] \leq q_{D} \cdot\left(2^{-\gamma_{1}}+2^{-\gamma_{2}}\right)
$$

Proof. The proof is nearly the same as the proof of Lemma 4.3.1. Let fail ${ }_{k}$ be the event that fail happens at the $k$-th decapsulation query and $\left.p_{k}=\operatorname{Pr}^{[f a i l}{ }_{k}\right]$. By a union bound, we have

$$
\operatorname{Pr}[\text { fail }] \leq \sum_{k=1}^{q_{D}} p_{k}
$$

Then, we consider an algorithm $\mathscr{B}_{k}$ defined in Figure 4.17, which is the same as the one defined in Figure 4.9 for Lemma 4.3.1, except the calls to $G$ are replaced by invocations of $g$ and the checks for values in $\mathscr{L}_{G}$ by checks in $\operatorname{Ext}{ }_{g}\left(\mathscr{L}_{G}\right)$. This adversary simulates perfectly the view of $\mathscr{A}$ in game $\Gamma^{4}$ until the $k$-th query. In particular, for each decapsulation query $\mathrm{ct}=\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right)$, it checks whether there exist both $\left(\left(1, \sigma_{1}, \sigma_{2}\right), g_{1}\right)$ and $\left(\left(2, \sigma_{1}, \sigma_{2}\right), g_{2}\right)$ in $\operatorname{Ext}\left(\mathscr{L}_{G}\right)$ s.t. $\mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g_{i}\right)$ for $i \in[2]$. We call this condition cond and if it is fulfilled $\mathscr{B}_{k}$ outputs $h\left(\sigma_{1}, \sigma_{2}\right)$, otherwise it outputs $\perp$.

In the $k$-th decapsulation query, if cond is fulfilled it aborts. Otherwise, it sets $i$ s.t. there is no $\left(\left(i, \sigma_{1}, \sigma_{2}\right), g_{i}\right) \in \operatorname{Ext}\left(\mathscr{L}_{G}\right)$ s.t. $\mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g_{i}\right)=\mathrm{ct}_{i}$. Next, it decrypts $\mathrm{ct}_{1}$ and $\mathrm{ct}_{2}$ to both $\sigma_{1}^{\prime}$ and $\sigma_{2}^{\prime}$. By the definition of $i$ and the perfect correctness of the values $\sigma_{i}$ in $\operatorname{Ext}_{g}\left(\mathscr{L}_{G}\right)$, we have that $\left(i, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right) \notin \operatorname{Ext}_{g}\left(\mathscr{L}_{G}\right)$. In addition, by the perfect correctness of the challenge ciphertexts and Proposition 4.4.2 we have $\sigma_{1}^{\prime} \neq \sigma_{1}^{*}$ and $\sigma_{2}^{\prime} \neq \sigma_{2}^{*}$. Finally, $\mathscr{B}_{k}$ computes $g_{i}^{\prime} \leftarrow g\left(i, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)$ and outputs 1 iff $\mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g_{i}^{\prime}\right)=\mathrm{ct}_{i}$. Now, as $g_{i}^{\prime}=g\left(i, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)$ is not in $\mathscr{L}_{G}$ and $\sigma_{1}^{\prime} \neq \sigma_{1}^{*}, \sigma_{2}^{\prime} \neq \sigma_{2}^{*}$,
it is sampled uniformly at random. More precisely, if we fix all random coins but the ones used by $G$, only the responses of $G$ and the challenge ciphertexts (which only depend on $\left.g\left(i, \sigma_{1}^{*}, \sigma_{2}^{*}\right)\right)$ are random. Thus, we have

$$
\begin{aligned}
& \operatorname{Pr}\left[\operatorname{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i}^{\prime} ; g\left(i, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)\right)=\operatorname{ct}_{i} \mid \mathscr{L}_{G}, \mathrm{ct}^{*}\right]= \\
& \operatorname{Pr}\left[\operatorname{Enc}_{i}\left(\text { pk }_{i}, \sigma_{i}^{\prime} ; \text { coins }^{2}=\operatorname{ct}_{i}: \text { coins } \leftarrow \$\{0,1\}^{n}\right] \leq 2^{-\gamma_{i}}\right.
\end{aligned}
$$

by the $\gamma_{i}$-spreadness of $\mathrm{PKE}_{i}$ and the definition of ERF. In the worst case, the check is performed for both $i=1$ and $i=2$ and thus $\operatorname{Pr}\left[\mathscr{B}_{k}(\mathscr{A}) \Rightarrow 1\right] \leq 2^{-\gamma_{1}}+2^{-\gamma_{2}}$. Now, we simply observe that if fail ${ }_{k}$ occurs, then $\mathscr{B}_{k}$ perfectly simulates the decapsulation oracle in $\Gamma^{3}$ and $\Gamma^{4}$ in the first $k-1$ queries and it will output 1 by the definition of fail ${ }_{k}$. Thus,

$$
p_{k} \leq \operatorname{Pr}\left[\mathscr{B}_{k}(\mathscr{A}) \Rightarrow 1\right] \leq 2^{-\gamma_{1}}+2^{-\gamma_{2}} .
$$

Taking the union bound on the $p_{k}$ concludes the proof.

By the previous Lemma, we have

$$
\left|\operatorname{Pr}\left[\Gamma^{3} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{4} \Rightarrow 1\right]\right| \leq q_{D} \cdot\left(2^{-\gamma_{1}}+2^{-\gamma_{2}}\right) .
$$

Game $\Gamma^{5}$ : We replace the deterministic coins used in the computation of the challenge ciphertexts by random coins and we abort if the extractor Ext ${ }_{g}$ outputs a tuple ( $i, \sigma_{1}^{*}, \sigma_{2}^{*}$ ) on an input $m$ to the RO $G$. Let's call this event chal $g$. In addition, we replace the key by a random one when $b=0$ and we raise a flag chal $_{h}$ when the extractor $\mathrm{Ext}_{h}$ can recover both $\sigma_{1}^{*}$ and $\sigma_{2}^{*}$.

One can see that as long as chal ${ }_{g} \cup$ chal $_{h}$ does not occur, the adversary cannot distinguish between the coins $g\left(i, \sigma_{1}, \sigma_{2}\right)$ and random coins, and between a real and random key. Indeed, it means the extractors $\mathrm{Ext}_{g}, \mathrm{Ext}_{h}$ cannot recover the values $g\left(i, \sigma_{1}^{*}, \sigma_{2}^{*}\right)$ and $\sigma_{1}^{*}, \sigma_{2}^{*}$, respectively. By the definition of ERF and IUQ this means that $g\left(i, \sigma_{1}^{*}, \sigma_{2}^{*}\right)$ is uniformly distributed and a random key is indistinguishable from $h\left(\sigma_{1}^{*}, \sigma_{2}^{*}\right)$. Then, if chal $g \cup$ chal $_{h}$ happens, the adversary can recover the challenge seeds and break the one-wayness properties of both ciphertexts by inspecting the values output by both extractors. We give the OW-CPA adversary $\mathscr{B}_{1}$ breaking $\mathrm{PKE}_{1}$ in Figure 4.18, which wins whenever chal $\mathrm{g}_{\mathrm{g}} \cup$ chal $_{h}$ happens and it picked the correct extracted value. The adversary $\mathscr{B}_{1}$ picks the second seed $\sigma_{2}^{*}$ at random and runs the adversary $\mathscr{A}$ with both challenge ciphertexts and a random key $K$, and it can simulate the decapsulation oracle perfectly as the latter does not use the secret key. Then, if chal ${ }_{g} \cup$ chal $_{h}$ happens, clearly $\left(i, \sigma_{1}^{*}, \sigma_{2}^{*}\right)$ or $\sigma_{1}^{*}$ will be in the output of the extractors until the end of the game. Thus, $\mathscr{B}_{1}$ can recover $\sigma_{1}$

1. by looking for a tuple of the form $\left(i, \sigma_{1}, \sigma_{2}^{*}\right)$ for some $i, \sigma_{1}$ in the output of Ext . There are at most $q_{E}^{1}$ such tuples, where we recall that $q_{E}^{1}$ is the maximum number of tuples of the form ( $i, \sigma_{1}, \sigma_{2}$ ) for a fixed $\sigma_{1}$ or $\sigma_{2}$ output by the extractor.
2. by outputting a random value $\sigma_{1}$ in the output of $\operatorname{Ext}_{h}\left(1, \sigma_{2}^{*}, \mathscr{L}_{H}\right)$. There are at most $q_{E_{h}}$
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of these values.

Hence, the probability that $\mathscr{B}_{1}$ wins is at least $\frac{1}{q_{E}^{\frac{1}{E}}+q_{E_{h}}} \operatorname{Pr}^{[ }\left[\right.$chal $g_{g} \cup$ chal $\left._{h}\right]$, as it needs to pick the correct tuple/value. On the other hand, as long as chal ${ }_{g} \cup$ chal ${ }_{h}$ does not happen, both games are indistinguishable. Hence,

$$
\left|\operatorname{Pr}\left[\Gamma^{4} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{5} \Rightarrow 1\right]\right| \leq\left(q_{E}^{1}+q_{E_{h}}\right) \cdot \min \left\{\operatorname{Adv}_{\mathrm{PKE}_{1}}^{\mathrm{ow}-\mathrm{cpa}}\left(\mathscr{B}_{1}\right), \operatorname{Adv}_{\mathrm{PKE}_{2}}^{\mathrm{ow}-\mathrm{cpa}}\left(\mathscr{B}_{2}\right)\right\}
$$

Now, since both $K_{0}$ and $K_{1}$ are uniformly distributed in $\Gamma^{5}, \operatorname{Pr}\left[G^{5} \Rightarrow 1\right]=\frac{1}{2}$.
Collecting the probabilities and folding similar adversaries into one concludes the proof. Hence, when $h$ is IUQ and $g$ is ERF, Theorem 4.3 .2 still holds, but with a bound that might be less tight.

| $\Gamma^{i}(\mathscr{A})$ | $H(m)$ |
| :---: | :---: |
| 1: (pk,sk) $<$ S $\operatorname{Gen}\left(1^{\lambda}\right)$ | 1: if $\exists h$ s.t. $(m, h) \in \mathscr{L}_{H}$ : |
| 2: $\left(\sigma_{1}^{*}, \sigma_{2}^{*}\right) \leftarrow \mathscr{M}_{1} \times \mathscr{M}_{2}$ | 2: return $h$ |
| 3: coins $1 \leftarrow g\left(1, \sigma_{1}^{*}, \sigma_{2}^{*}\right) / / \Gamma^{0}-\Gamma^{4}$ | 3: if $m=\left(\sigma_{1}^{*} \oplus \sigma_{2}^{*}\right): \quad / \Gamma^{5}$ |
| 4: coins $_{2} \leftarrow \mathrm{~g}\left(2, \sigma_{1}^{*}, \sigma_{2}^{*}\right) \quad / / \Gamma^{0}-\Gamma^{4}$ | 4: chal ${ }^{2}=$ true $\quad / / \Gamma^{5}$ |
| 5: coins ${ }_{1}$, coins ${ }_{2} \multimap \mathscr{R}^{2} \quad / / \Gamma^{5}$ | 5: abort $/ \Pi \Gamma^{5}$ |
| 6: $\mathrm{ct}_{1}^{*} \leftarrow \mathrm{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1}^{*} ;\right.$ coins $\left._{1}\right)$ | 6: $h \leftarrow\{0,1\}^{n}$ |
| 7: $\mathrm{ct}_{2}^{*} \leftarrow \mathrm{Enc}_{2}\left(\mathrm{pk}_{2}, \sigma_{2}^{*} ; \mathrm{coins}_{2}\right)$ | 7: $\mathscr{L}_{H} \leftarrow \mathscr{L}_{H} \cup\{(m, h)\}$ |
| 8: if $\exists i \in[2]$ s.t. $\operatorname{Dec}_{i}\left(\right.$ sk $_{i}$, ct $\left._{i}^{*}\right) \neq \sigma_{i}^{*}$ : abort $/ / \Gamma^{1}-\Gamma^{5}$ | 8: if $\sigma_{1}^{*} \in \operatorname{Ext}_{h}\left(1, \sigma_{2}^{*}, \mathscr{L}_{H}\right): \\| \Gamma^{5}$ |
| 9: $b \leftarrow\{\{0,1\}$ | 9: chal ${ }_{h}^{1} \leftarrow$ true $\quad / / \Gamma^{5}$ |
| 10: $K_{0} \leftarrow h\left(\sigma_{1}^{*}, \sigma_{2}^{*}\right) \quad / / \Gamma^{0}-\Gamma^{4}$ | 10: if $\sigma_{2}^{*} \in \mathrm{Ext}_{h}\left(2, \sigma_{1}^{*}, \mathscr{L}_{H}\right): \\| \Gamma^{5}$ |
| 11: $K_{0} \leftrightarrow \mathcal{K}^{\prime} \quad / \Gamma^{5}$ | 11: chal ${ }_{h}^{2} \leftarrow$ true $\quad \\| \Gamma^{5}$ |
| 12: $K_{1} \leftrightarrows \mathcal{K}$ | 12: if chal ${ }_{h}^{1}$ and chal ${ }_{h}^{2}$ : $/ / \Gamma^{5}$ |
| 13: $b^{\prime} \leftarrow \mathscr{A}^{\mathscr{C}^{\text {Dec }}, G, H}\left(\mathrm{pk},\left(\mathrm{ct}_{1}^{*}, \mathrm{ct}_{2}^{*}\right), K_{b}\right)$ | 13: abort $/ / \Gamma^{5}$ |
| 14: return $1_{b^{\prime}=b}$ | 14: return $h$ |
| Oracle $\mathscr{O}^{\text {Dec }}\left(\mathrm{ct}=\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right)\right)$ | $G(m)$ |
| 1: flag $\leftarrow$ false | 1: if $\exists g^{\prime}$ s.t. $\left(m, g^{\prime}\right) \in \mathscr{L}_{G}: g \leftarrow g^{\prime}$ |
| 2: if $\mathrm{ct}=\mathrm{ct}^{*}$ : return $\perp$ | 2: else : g ¢ $\{0,1\}^{n}$ |
| 3: if $\exists\left(\left(1, \sigma_{1}, \sigma_{2}\right), g_{1}\right) \in \operatorname{Ext} g\left(\mathscr{L}_{\mathscr{A}}\right)$ | 3: $\mathscr{L}_{G} \leftarrow \mathscr{L}_{G} \cup\{(m, g)\}$ |
| 4: s.t. $\mathrm{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1} ; g_{1}\right)=\mathrm{ct}_{1}$ | 4: for $\left(\left(i, \sigma_{1}, \sigma_{2}\right), g\right) \in \operatorname{Extg}\left(\mathscr{L}_{G}\right): / / \Gamma^{1}-\Gamma^{5}$ |
| 5: $\quad$ and $\exists\left(\left(2, \sigma_{1}, \sigma_{2}\right), g_{2}\right) \in \operatorname{Extg}_{g}\left(\mathscr{L}_{\mathscr{A}}\right)$ | 5: if $\operatorname{Dec}_{i}\left(\right.$ sk $\left._{i}, \mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g\right)\right) \neq \sigma_{i}: \quad \\| \Gamma^{1}-\Gamma^{5}$ |
| 6: s.t. $\mathrm{Enc}_{2}\left(\mathrm{pk}_{2}, \sigma_{2} ; \mathrm{g}_{2}\right)=\mathrm{ct}_{2}: \quad \\| \Gamma^{3}-\Gamma^{5}$ | 6: abort $/ \Pi \Gamma^{1}-\Gamma^{5}$ |
| 7: return $h\left(\sigma_{1}, \sigma_{2}\right) \quad \\| \Gamma^{3}-\Gamma^{5}$ | 7: if $\sigma_{1}=\sigma_{1}^{*}$ and $\sigma_{2} \neq \sigma_{2}^{*}: \quad \\| \Gamma^{2}-\Gamma^{5}$ |
| 8: return $\perp / / \Gamma^{4}-\Gamma^{5}$ | 8: if Enc ${ }_{1}\left(\mathrm{pk}_{1}, \sigma_{1} ; \mathrm{g}\right)=\mathrm{ct}_{1}^{*}: \quad / \Gamma^{2}-\Gamma^{5}$ |
| 9: $K^{\prime} \leftarrow$ Decaps(sk,ct) $\quad \\| \Gamma^{0}-\Gamma^{3}$ | 9: abort $/ / \Gamma^{2}-\Gamma^{5}$ |
| 10: return $K^{1} \quad / \Gamma^{0}-\Gamma^{3}$ | 10: if $\sigma_{2}=\sigma_{2}^{*}$ and $\sigma_{1} \neq \sigma_{1}^{*}: \quad \\| \Gamma^{2}-\Gamma^{5}$ |
|  | 11: if $\mathrm{Enc}_{2}\left(\mathrm{pk}_{2}, \sigma_{2} ; \mathrm{g}\right)=\mathrm{ct}_{2}^{*}: \Gamma^{2}-\Gamma^{5}$ |
|  | 12: abort $/ / \Gamma^{2}-\Gamma^{5}$ |
|  | 13: if $m$ queried by $\mathscr{A}$ |
|  | 14: $\mathscr{L}_{\mathscr{A}} \leftharpoondown \mathscr{L}_{\mathscr{A}} \cup\{(m, g)\}$ |
|  | 15: if $\left(\left(1, \sigma_{1}^{*}, \sigma_{2}^{*}\right), g\right) \in \mathrm{Extg}_{g}\left(\mathscr{L}_{\mathscr{A}}\right)$ |
|  | 16: or $\left(\left(2, \sigma_{1}^{*}, \sigma_{2}^{*}\right), g\right) \in \mathrm{Extg}_{g}\left(\mathscr{L}_{\mathscr{A}}\right): \\| \Gamma^{5}$ |
|  | 17: abort $/ / \Gamma^{5}$ |
|  | 18: return $g$ |

Figure 4.16: Sequence of games for the proof of Theorem 4.4.1.
$\mathscr{B}_{k}(\mathscr{A})$
$\mathscr{B}_{k}(\mathscr{A})$
(pk,sk) $\rightsquigarrow \operatorname{Gen}\left(1^{\lambda}\right)$
(pk,sk) $\rightsquigarrow \operatorname{Gen}\left(1^{\lambda}\right)$
$\left(\sigma_{1}^{*}, \sigma_{2}^{*}\right) \multimap \mathscr{M}_{1} \times \mathscr{M}_{2}$
$\left(\sigma_{1}^{*}, \sigma_{2}^{*}\right) \multimap \mathscr{M}_{1} \times \mathscr{M}_{2}$
coins $_{1} \leftarrow g\left(1, \sigma_{1}^{*}, \sigma_{2}^{*}\right)$
coins $_{1} \leftarrow g\left(1, \sigma_{1}^{*}, \sigma_{2}^{*}\right)$
coins $_{2} \leftarrow g\left(2, \sigma_{1}^{*}, \sigma_{2}^{*}\right)$
coins $_{2} \leftarrow g\left(2, \sigma_{1}^{*}, \sigma_{2}^{*}\right)$
$\mathrm{ct}_{1}^{*} \leftarrow \mathrm{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1}^{*} ;\right.$ coins $\left._{1}\right)$
$\mathrm{ct}_{1}^{*} \leftarrow \mathrm{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1}^{*} ;\right.$ coins $\left._{1}\right)$
$\mathrm{ct}_{2}^{*} \leftarrow \mathrm{Enc}_{2}\left(\mathrm{pk}_{2}, \sigma_{2}^{*} ;\right.$ coins $\left._{2}\right)$
$\mathrm{ct}_{2}^{*} \leftarrow \mathrm{Enc}_{2}\left(\mathrm{pk}_{2}, \sigma_{2}^{*} ;\right.$ coins $\left._{2}\right)$
if $\exists i \in[2]$ s.t. Dec $_{i}\left(\right.$ sk $\left._{i}, \mathrm{ct}_{i}^{*}\right) \neq \sigma_{i}^{*}$ : abort
if $\exists i \in[2]$ s.t. Dec $_{i}\left(\right.$ sk $\left._{i}, \mathrm{ct}_{i}^{*}\right) \neq \sigma_{i}^{*}$ : abort
$b \leftarrow\{0,1\}$
$b \leftarrow\{0,1\}$
$K_{0} \leftarrow h\left(\sigma_{1}^{*}, \sigma_{2}^{*}\right)$
$K_{0} \leftarrow h\left(\sigma_{1}^{*}, \sigma_{2}^{*}\right)$
$K_{1} \leftarrow \mathscr{K}$
$K_{1} \leftarrow \mathscr{K}$
$b^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\text {Dec }}, G, H}\left(\mathrm{pk},\left(\mathrm{ct}_{1}^{*}, \mathrm{ct}_{2}^{*}\right), K_{b}\right)$
$b^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\text {Dec }}, G, H}\left(\mathrm{pk},\left(\mathrm{ct}_{1}^{*}, \mathrm{ct}_{2}^{*}\right), K_{b}\right)$
return $1_{b^{\prime}=b}$
return $1_{b^{\prime}=b}$
$G(m)$
$G(m)$
if $\exists g$ s.t. $(m, g) \in \mathscr{L}_{G}:$
if $\exists g$ s.t. $(m, g) \in \mathscr{L}_{G}:$
return $g$
return $g$
$g \leftarrow \$\{0,1\}^{n}$
$g \leftarrow \$\{0,1\}^{n}$
$\mathscr{L}_{G} \leftarrow \mathscr{L}_{G} \cup\{(m, g)\}$
$\mathscr{L}_{G} \leftarrow \mathscr{L}_{G} \cup\{(m, g)\}$
for $\left(\left(i, \sigma_{1}, \sigma_{2}\right), g\right) \in \operatorname{Ext} g\left(\mathscr{L}_{G}\right):$
for $\left(\left(i, \sigma_{1}, \sigma_{2}\right), g\right) \in \operatorname{Ext} g\left(\mathscr{L}_{G}\right):$
if $\operatorname{Dec}_{i}\left(\mathrm{sk}_{i}, \mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g\right)\right) \neq \sigma_{i}:$
if $\operatorname{Dec}_{i}\left(\mathrm{sk}_{i}, \mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g\right)\right) \neq \sigma_{i}:$
abort
abort
if $\sigma_{1}=\sigma_{1}^{*}$ and $\sigma_{2} \neq \sigma_{2}^{*}$ :
if $\sigma_{1}=\sigma_{1}^{*}$ and $\sigma_{2} \neq \sigma_{2}^{*}$ :
if $E \mathrm{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1} ; g\right)=\mathrm{ct}_{1}^{*}$ :
if $E \mathrm{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1} ; g\right)=\mathrm{ct}_{1}^{*}$ :
abort
abort
if $\sigma_{2}=\sigma_{2}^{*}$ and $\sigma_{1} \neq \sigma_{1}^{*}$ :
if $\sigma_{2}=\sigma_{2}^{*}$ and $\sigma_{1} \neq \sigma_{1}^{*}$ :
if $E n c_{2}\left(\mathrm{pk}_{2}, \sigma_{2} ; g\right)=\mathrm{ct}_{2}^{*}$ :
if $E n c_{2}\left(\mathrm{pk}_{2}, \sigma_{2} ; g\right)=\mathrm{ct}_{2}^{*}$ :
abort
abort
Oracle $\mathscr{O}^{\mathrm{Dec}}\left(\mathrm{ct}=\left(\mathrm{ct}_{1}, \mathrm{ct}_{2}\right)\right)$
if $c t=c t^{*}:$ return $\perp$
if $\exists\left(\left(1, \sigma_{1}, \sigma_{2}\right), g_{1}\right) \in \operatorname{Ext}_{g}\left(\mathscr{L}_{G}\right)$ s.t. $\mathrm{Enc}_{1}\left(\mathrm{pk}_{1}, \sigma_{1} ; g_{1}\right)=\mathrm{ct}_{1}$
and $\exists\left(\left(2, \sigma_{1}, \sigma_{2}\right), g_{2}\right) \in \operatorname{Ext} g\left(\mathscr{L}_{G}\right)$
s.t. $\mathrm{Enc}_{2}\left(\mathrm{pk}_{2}, \sigma_{2} ; g_{2}\right)=\mathrm{ct}_{2}$ :
if $k$-th query : abort
return $h\left(\sigma_{1}, \sigma_{2}\right)$
if $k$-th query :
$\left(\sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right) \leftarrow\left(\operatorname{Dec}_{1}\left(\mathrm{sk}_{1}, \mathrm{ct}_{1}\right), \operatorname{Dec}_{2}\left(\mathrm{sk}_{2}, \mathrm{ct}_{2}\right)\right)$
for $i$ s.t. $\nexists\left(\left(i, \sigma_{1}, \sigma_{2}\right), g_{i}\right) \in \operatorname{Ext}_{g}\left(\mathscr{L}_{G}\right)$
s.t. $\mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{i} ; g_{i}\right)=\mathrm{ct}_{i}:$
$g_{i}^{\prime} \leftarrow g\left(i, \sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)$
if $\mathrm{Enc}_{i}\left(\mathrm{pk}_{i}, \sigma_{1}^{\prime} ; g_{i}^{\prime}\right)=\mathrm{ct}_{i}:$ return 1
abort
return $\perp$

Figure 4.17: Adversary $\mathscr{B}_{k}$ for the proof of Lemma 4.4.1.

### 4.4.4 Hash combiners.

As some of the proposed functions $g$ use more than one hash functions, these functions are themselves hash combiners. Thus, it is of interest to study the robustness of such constructions. That is, if one of the underlying hash functions is broken (i.e. shown not to behave as a RO), is the $g$ function (thus the whole FO-like combiner) still secure? As one of the main security concerns of the use of FO-like transforms is that the proofs are in the ROM, using robust hash combiners may improve the trust in such constructions.

The last function $g$ in Table 4.1 ( p . 75) is actually a robust combiner with respect to the RO property. That is, $G_{1}\left(i, \sigma_{1}\right) \oplus G_{2}\left(i, \sigma_{2}\right)$ is indistinguishable from a RO, even if $G_{1}$ (or $G_{2}$ ) is any function. Hence, if we take both $g\left(i, \sigma_{1}, \sigma_{2}\right)=G_{1}\left(i, \sigma_{1}\right) \oplus G_{2}\left(i, \sigma_{2}\right)$ and $h\left(\sigma_{1}, \sigma_{2}\right)=$ $H_{1}\left(\sigma_{1}\right) \oplus H_{2}\left(\sigma_{2}\right)$ in the FO-like combiner, we will obtain a secure KEM as long as $G_{i}$ and $H_{i}$ and $\mathrm{PKE}_{i}$ are secure for some $i \in[2]$.

```
\(\mathscr{B}_{1}^{\mathscr{A}, G}\left(\mathrm{pk}_{1}, \mathrm{ct}_{1}^{*}\right)\)
    \(\left(\mathrm{pk}_{2}, \mathrm{sk}_{2}\right) \multimap \operatorname{Gen}_{2}\left(1^{\lambda}\right)\)
    \(\sigma_{2}^{*} \leftrightarrow \mu_{2}\)
    \(\mathrm{ct}_{2}^{*} \leftarrow \mathrm{Enc}_{2}\left(\mathrm{pk}, \sigma_{2}^{*}\right)\)
    \(K \leftrightarrow \mathcal{K}\)
    \(\operatorname{run} \mathscr{A}_{2}^{\mathscr{\theta}_{2}^{\mathrm{Dec}}, G, H}\left(\left(\mathrm{pk}_{1}, \mathrm{pk}_{2}\right),\left(\mathrm{ct}_{1}^{*}, \mathrm{ct}_{2}^{*}\right), K\right)\)
    \(\mathscr{L}_{G}^{*} \leftarrow\left\{\sigma_{1}:\left(\left(1, \sigma_{1}, \sigma_{2}^{*}\right), g\right) \in \operatorname{Ext}_{g}\left(\mathscr{L}_{G}\right)\right\}\)
    \(\sigma_{1} \leftrightarrows \mathscr{L}_{G}^{*} \cup \operatorname{Ext}_{h}\left(1, \sigma_{2}^{*}, \mathscr{L}_{H}\right)\)
    return \(\sigma_{1}\)
```

Figure 4.18: OW-CPA adversary for the proof of Theorem 4.4.1.

Proposition 4.4.3 (Informal). Let $g\left(i, \sigma_{1}, \sigma_{2}\right)=G_{1}\left(i, \sigma_{1}\right) \oplus G_{2}\left(i, \sigma_{2}\right)$ and $h\left(\sigma_{1}, \sigma_{2}\right)=H_{1}\left(\sigma_{1}\right) \oplus$ $H_{2}\left(\sigma_{2}\right)$. We call a tuple $\left(G_{i}, H_{i}, \mathrm{PKE}_{i}\right)$ secure if $G_{i}, H_{i}$ are ROs and $\mathrm{PKE}_{i}$ is OW-CPA. Let KEM be the hybrid KEM resulting from applying $\mathrm{UT}_{\|}$on $\mathrm{PKE}_{1}$ and $\mathrm{PKE}_{2}$ with $g$ and $h$ to derive the deterministic coins and key, respectively. Then, KEM is IND-CCA if $\left(G_{1}, H_{1}, \mathrm{PKE}_{1}\right)$ or ( $G_{2}, H_{2}, \mathrm{PKE}_{2}$ ) (or both) is secure.

Proof sketch. We assume w.l.o.g. that the tuple $\left(G_{1}, H_{1}, \mathrm{PKE}_{1}\right)$ is secure and $G_{2}, H_{2}$ can be any functions and $\mathrm{PKE}_{2}$ might not be OW-CPA. In addition, we assume $G_{1}, H_{1}, G_{2}, H_{2}$ are mutually independent functions (e.g. this can be implemented by RO separation). The result follows simply from the fact that in the IND-CCA game against KEM, as long as $G_{1}$ is a RO, the coins $G_{1}\left(i, \sigma_{1}\right) \oplus G_{2}\left(i, \sigma_{2}\right)$ are indistinguishable from uniform unless $\left(i, \sigma_{1}\right)$ is queried, irrespectively of the value $G_{2}\left(i, \sigma_{2}\right)$. But in turn such a query would break the OW-CPA assumption on $\mathrm{PKE}_{1}$ (or happens with negligible probability). The same argument for $h\left(\sigma_{1}, \sigma_{2}\right)=H_{1}\left(\sigma_{1}\right) \oplus H_{2}\left(\sigma_{2}\right)$ implies that the key will always be indistinguishable from uniform if $H_{1}$ is a RO and $\mathrm{PKE}_{1}$ is OW-CPA.

### 4.5 Implementation

As a proof of concept, we implemented a fully PQ hybrid KEM using two IND-CPA proposals that passed to the Round 2 of the standardisation process and our combiner. As the main goal of our combiner is to increase the security while still offering good performances, we chose HQC and LAC since

1. LAC is one of the most efficient schemes in terms of speed and public key/ciphertext size but it has been attacked recently in [GJY19]. More generally, it seems LAC is more vulnerable to failure attacks than other schemes and that led this scheme to be dropped for Round 3. Thus, using it along another cryptosystem does not imply a large overhead while preventing a failure attack alone against LAC to break the whole scheme.
2. HQC is a code-based scheme that offers good performance, although the hardness
assumption it is based on has not been extensively studied as of yet. Thus, combining it with another efficient scheme might provide more confidence in this scheme at the expense of a small overhead.
3. HQC is code-based while LAC is lattice-based. Therefore, one can hope that any improvement in breaking the assumption of one does not lead to a better cryptanalysis of the other.

### 4.5.1 Design choices

For both schemes, we used the reference IND-CPA implementations provided by the authors in the second round. Then, we applied our $U T_{\|}$combiner. In practice we implemented $G(1, \cdot, \cdot)$ as SHA256( $\cdot$ ), $G(2, \cdot, \cdot)$ as the AES-based expansion function provided by the NIST, and $H(\cdot)$ as SHA512 ( $\cdot)^{2}$. These choices made the implementation easier as we could stick to most of the author's choices. For example, HQC encryption function in the original FO transform is using a seed output by the AES-based expander and our choice of $G\left(2, \sigma_{1}, \sigma_{2}\right)$ makes it possible to reuse most of the code.

We implemented two versions of the hybrid cryptosystem, a standard version that we are calling hqc_lac128 and a parallel version denoted by hqc_lac128_par, both using the Level 1 (i.e. aiming at 128 bits of classical security) reference implementations of LAC and HQC. The parallel implementation uses the pthread library and is implemented without any other optimisation. In particular, only the encryption of the seeds is parallelised in the encapsulation function (i.e. the encryption functions of LAC and HQC are called in different threads) and only the decryption and re-encryption is parallelised in the decapsulation procedure.

### 4.5.2 Results and efficiency

We tested both our hybrid schemes on a laptop running Ubuntu 14.04 with an $\operatorname{Intel}(\mathrm{R})$ Core(TM) i7-3520M CPU @ 2.90GHz. The results for our hybrid schemes, the original schemes and reference implementations of two other popular lattice-based schemes (Frodo and Kyber) are reported in Table 4.2. The sizes are in bytes and the times are given in microseconds $\left(10^{-6} \mathrm{~s}\right)$ and are averaged over 10000 runs. Obviously, the size of the public/secret key and ciphertext are the addition of the corresponding ones in LAC and HQC, except for the ciphertext, which is a bit smaller. This follows from the fact that the ciphertext in HQC contains a confirmation hash that we omit in our FO-like combiner. One can see that compared to a proposal with large keys and ciphertexts (i.e. Frodo), our hybrid compares well. In addition, as LAC produces small outputs, the increase compared to HQC is small. That is, the size of the secret key, public key and ciphertext is increased by roughly $33 \%, 17 \%$ and $10 \%$, respectively.

Considering the speed, the non-optimised hybrid hqc_lac128 performs slightly better than both LAC and HQC run one after the other. However, all procedures are still much faster

[^1]| Scheme | SK (B) | PK (B) | CT (B) | KeyGen $(\mu$ s $)$ | Encaps $(\mu$ s $)$ | Decaps $(\mu$ s $)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| frodo640 | 19888 | 9616 | 9720 | 847.553 | 4650.037 | 4602.284 |
| hqc128 | 3165 | 3125 | 6234 | 144.166 | 298.120 | 528.624 |
| kyber512 | 1632 | 800 | 736 | 154.077 | 210.857 | 263.194 |
| lac128 | 1056 | 544 | 712 | 115.308 | 199.776 | 311.709 |
| hqc_lac128 | 4221 | 3669 | 6882 | 260.032 | 484.969 | 813.452 |
| hqc_lac128_par | 4221 | 3669 | 6882 | 162.502 | 315.137 | 549.516 |

Table 4.2: Performance of hqc_lac128 and hqc_lac128_par compared to other schemes. The size of the public/secret key and ciphertext are in bytes. The time for key generation, encapsulation, decapsulation is in microseconds.
than the ones of a slower scheme, like Frodo. On the other hand, the parallelised hybrid hqc_lac128_par offers very good performance as one could expect from such a parallelisable design. In particular, we observe only a $13 \%, 6 \%$, and $4 \%$ increase of latency compared to HQC for key generation, encapsulation, and decapsulation, respectively. Therefore, hqc_lac128_par can perform nearly as good as HQC on systems that offers efficient parallelisation, such as laptops or any machine with regularly idle processors.

We give on Figure 4.19 a visualisation of the performance of hqc_lac128 compared to other round 2 candidates with security Level 1 . Most of the data comes from the SUPERCOP [Be20] benchmarking system (we picked the results of a test performed on a 2018 Intel Core i7-8809G). All round 2 proposals are represented, except for BIKE, Round 5, and LEDACrypt, which did not have an IND-CCA version benchmarked at the time of the test. We still included the keys and ciphertext sizes of BIKE as they are similar to the ones of HQC.

For the hybrid scheme hqc_lac128, we computed the cycles needed for key generation, encapsulation and decapsulation as the sum of the corresponding cycles needed by LAC and HQC. Note that this is a pessimistic approximation as the hybrid system requires less instructions than the sum of both underlying schemes (e.g. we apply some hash functions only once), this is confirmed in practice by the results shown in Table 4.2. We do not plot the parallelised version hqc_lac128_par as the sizes are the same as the ones of hqc_lac128 and the time is upper bounded by the latter as well.

Analysis. From all three graphs in Figure 4.19, we can deduce that our hybrid does not perform particularly well compared to other schemes in these metrics. However, one can see that the bottleneck is the use of HQC here. In particular, hqc_lac128 performs nearly as well as HQC in the metrics considered. This confirms that boosting security by combining a very efficient scheme with one that is less so does not worsen much the performance of the latter one. In other words, if one is willing to use HQC, one can as well use the hybrid hqc_lac128 for a very small overhead but arguably much better security.

Finally, one can wonder what is the speedup of our combiners compared to existing ones.

We take as an example the XtM combiner from Bindel et al. [Bin+19a], which applies a special kind of MAC to the ciphertexts and keys. It is proposed to implement this primitive as the concatenation (or the XOR) of two standard MACs. This computation is the main overhead compared to our construction and we simulated it as two calls to SHA256 on both ciphertexts and keys. This takes approximately $40 \mu s$ on our setup, hence the speedup when considering hqc_lac128_par is slightly over $10 \%$ for encapsulation. This obviously depends on many factors like hardware, hash functions, parallelisation, and the underlying schemes. For example, for small ciphertexts the speedup will be negligible while for large ones it will be more important. Finally, we note that PQ schemes are not optimised thus the gain might be more noticeable in the future.

### 4.5.3 Other hybrid KEMs.

While hqc_lac128 is an interesting example of the advantages offered by a PQ hybrid KEM, one might wonder what is the optimal combination of schemes according to some metrics. Using the same data [ Be 20$]$, we computed the theoretical performance of all possible hybrids made of two PKEs based on different assumptions (e.g. code and lattice). We considered the fastest ones in encapsulation/decapsulation and the ones with the smallest public key/ciphertext size. We present some of the most efficient ones according to these metrics in Table 4.3. We leave the ones based on SIKE for the sake of completeness but stress that SIKE is broken [CD23]. We also include a lattice/rank-based hybrid scheme for completeness (i.e. NTRUhps_rqcI) and a LAC-RSA hybrid KEM as an interesting comparison. Overall, non-lattice-based schemes are considerably slower than lattice-based ones (although some data on BIKE is missing), thus it seems that combining schemes of these two types will not give small public key and fast encapsulation/decapsulation.

We give a visualisation of the performance of these hybrid schemes compared to the NIST proposals (and RSA 2048) in Figure 4.20. On the first figure, one can easily identify the hybrid schemes based on McEliece and NTS on the right. Both the hybrid schemes based on BIKE and NTRUhps_rqcI have public key and ciphertext sizes that lie between those of the rank-based proposals and some code-based ones.

On the second figure, one can see that hybrid schemes based on SIKE are slow due to the underlying scheme. On the second figure, one can see that in terms of speed the hybrid systems based on McEliece and NTS offer competitive performance. However, NTRUhps_rqcI is the only full PQ hybrid considered that has slightly worse than average performance in all metrics considered (i.e. bandwidth and speed). Interestingly, we see that the decapsulation latency of RSA is one of the worst among the schemes considered, and thus the hybrid lac_rsa suffers from slow decapsulation as well.

In general, several lattice-based schemes offer good performance in both the chosen metrics. Hence, the hybrid constructions mostly inherits the advantages and disadvantages of the second PKE scheme used in the construction (i.e. isogeny, code or rank-based). Furthermore,

| Scheme | PK (B) | CT (B) | Encaps (cycles) | Decaps (cycles) |
| :--- | :---: | :---: | :---: | :---: |
| kyber512_sike* | 1178 | 1138 | 17652847 | 18817320 |
| lac128_sike* | 922 | 1114 | 17677983 | 18871919 |
| NTRUhps_sike* | 1077 | 1101 | 17643917 | 18826865 |
| NTRUhps_bike2 | 2171 | 2171 | - | - |
| lightsaber2_bike2 | 2144 | 2208 | - | - |
| lac_bike2 | 2016 | 2184 | - | - |
| NTRUhps_McEliece | 261819 | 827 | 74361 | 168478 |
| kyber512_McEliece | 261920 | 928 | 83291 | 158933 |
| lightsaber2_McEliece | 261792 | 864 | 102172 | 186370 |
| NTRUhps_NTSkem | 320187 | 827 | 140165 | 371082 |
| kyber512_NTSkem | 320288 | 928 | 123001 | 334107 |
| lightsaber2_NTSkem | 320160 | 864 | 141882 | 361544 |
| NTRUhps_rqcI | 1552 | 2389 | 374470 | 1265545 |

Table 4.3: Selection of efficient hybrid schemes. *SIKE has been broken since the publication of this research [CD23].
one can see from Figure 4.20 that composing a hybrid KEM from an "extreme" scheme (i.e. a scheme that performs very well in one metric but very badly in another) might not be the best option.

It seems that a better approach would be to combine two schemes based on the same type of assumptions. However, that would probably lower the practical security of the hybrid scheme, as a breakthrough in breaking one of the assumptions could automatically imply breaking the other one. A more complete study is out of the scope of this thesis and we leave it as future research.

### 4.6 Discussion

In this last short section of the chapter, we wish to discuss in more details the security implications of using hybrid KEMs in applications. In particular, we argue that the security boost offered by robust combiners might be greater in practice than what is suggested by the mathematical bounds. Indeed, one can see from security proofs of robust combiners (e.g. proofs of Theorem 4.3.2 \& 4.4.1) that at some point between two games $\Gamma^{i}$ and $\Gamma^{j}$ we define some event E s.t.

$$
\left|\operatorname{Pr}\left[\Gamma^{i}(\mathscr{A}) \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{j}(\mathscr{A}) \Rightarrow 1\right]\right| \leq \operatorname{Pr}[E]
$$

Typically, the event E occurring implies that two adversaries can break both underlying schemes with good probability. For instance, in the proof of Theorem 4.3 .2 we have (informally) $\operatorname{Pr}[E] \leq q_{G} \cdot \operatorname{Pr}\left[\mathscr{B}^{1}\right.$ breaks $\mathrm{PKE}_{1}, \mathscr{B}^{2}$ breaks $\left.\mathrm{PKE}_{2}\right]$ for some adversaries $\mathscr{B}^{1}$ and $\mathscr{B}^{2}$.

Unfortunately, the term

$$
\operatorname{Pr}\left[\mathscr{B}^{1} \text { breaks } \mathrm{PKE}_{1}, \mathscr{B}^{2} \text { breaks } \mathrm{PKE}_{2}\right]
$$

is not very informative in terms of security. Indeed, for example if we set $\mathrm{PKE}_{1}=\mathrm{PKE}_{2}$, then most likely we will have $\operatorname{Pr}\left[B^{1}, B^{2}\right] \approx \operatorname{Pr}\left[B^{1}\right]$ (where we set $B^{i}:=\mathscr{B}^{1}$ breaks $\mathrm{PKE}_{i}$ ) and the combiner gives no security improvement. More generally, it seems very difficult to formally define the correlation between $B^{1}$ and $B^{2}$, and thus to give a concrete approximation of $\operatorname{Pr}\left[B^{1}, B^{2}\right]$. Hence, the bound appears to give no (easily computable) information on the security advantage of using a hybrid combiner.

Another gap between theory and practice in the case of hybrid schemes relates to the notion of security bits. In short, in the NIST PQ standardisation process, a scheme is deemed having $\lambda$-bits of security if the complexity to break it is at least the complexity to break AES- $\lambda$. In general, we see that if the best known attack (which succeeds with probability 1 ) against a scheme $\mathrm{PKE}_{i}$ has complexity $\approx 2^{\lambda_{i}}$, then the complexity of an attack against a hybrid scheme based on $\mathrm{PKE}_{1}$ and $\mathrm{PKE}_{2}$ is $\approx 2^{\lambda_{1}}+2^{\lambda_{2}}$. Thus, the increase in the number of security bits is at most one, even if it is required to break two supposedly hard problems to break the hybrid scheme. Overall, it seems to us that such metrics are not the best to quantify the security of hybrid schemes.

Indeed, for instance one could try to compare the security of an hybrid KEM based on two (seemingly "independent") 128 -bits schemes with the one of a 256 -bits KEM. In terms of security bits, the hybrid scheme would have less than 129 bits of security while the KEM would benefit of 256 bits of security. However, one might reasonably argue that the probability of a major breakthrough in two different problems believed to be hard by the community is much lower than the probability of one (but even more devastating) breakthrough. The cryptanalysis of SIKE [CD23] and Rainbow [Beu22] are such examples: a 128-bits secure hybrid based on Kyber and e.g. SIKE would still be deemed secure today, while SIKE with the parameters for 256 -bits security would not. Moreover, two major breaks would likely occur in a long time frame, giving the time to mitigate the effects of a complete cryptanalysis. Note that such an argument holds only if the correlation between both events is low, that is solving a hard problem (e.g. rank syndrome decoding) does not offer an immediate advantage in solving the other (e.g. LWE). In summary, the practical security of a scheme (hybrid or not) obviously depends on many parameters and knowledge yet to be discovered, but we think that hybrid KEMs offer a greater security boost than what can be deduced from the theoretical bounds only.

(a) Public Key size vs Cipertext size.

(b) Encapsulation time vs Decapsulation time.

(c) Public Key size vs Key Generation time.

Figure 4.19: Visualisation of the performance of hqc_lac128 compared to several Level 1 implementation of NIST round 2 proposals.


Figure 4.20: Visualisation of the performance of different hybrid schemes (see Table 4.3) compared to several Level 1 implementation of NIST round 2 proposals.

## 5 Impossibility of Post-Quantum Shielding Black-Box Constructions of CCA from CPA

We saw in previous chapters how FO-like transforms could be used to construct generically strongly secure KEMs and PKEs out of CPA-secure PKEs. However, we also highlighted the fact that the re-encryption step implied by such constructions is both expensive and vulnerable to misuse attacks. Therefore, a natural problem would be to study whether this re-encryption step can be removed, and we tackle this question in this chapter.

It turns out that classically, this was proven to be impossible by Gertner et al. [GMM07]. In particular, they showed that no shielding black-box reduction from IND-CCA to IND-CPA exists. A shielding reduction means that the decryption algorithm of the IND-CCA PKE cannot call the encryption function of the underlying IND-CPA PKE. While their result was shown in the standard model, it readily extends to the ROM, implying that the re-encryption checks cannot be removed from FO-like transforms. We generalise this result to the post-quantum setting.

The results presented in this chapter are joint work with Serge Vaudenay and will be published in the Communications in Cryptology journal [HV24].

### 5.1 Contributions

Our main contribution is to prove that no post-quantum shielding reduction from IND-CCA PKE to IND-CPA PKE exists. Here, unlike in Gertner et al.s, IND-CCA and IND-CPA are defined relative to quantum adversaries. Moreover, the reduction algorithm is assumed to be quantum as well. However, we still consider classical schemes, i.e. both the IND-CCA and IND-CPA PKEs are assumed to be computable classically. This is why we call this type of reduction post-quantum.

From a high-level, the proof uses similar techniques as the classical one. That is, we use the well-known two oracles technique by Hsiao et al. [HR04], which is itself a variant of the relativising method introduced by Impagliazzo and Rudich [IR89]. In short, we propose an oracle $\mathscr{O}=(O, R)$ relative to which IND-CPA PKEs exist but IND-CCA schemes $\Pi^{O}$ (i.e. $\Pi$ can
query $O$ but not $R$ ) do not. One of the main technical difficulties in the proof arises from the fact that the IND-CPA adversaries are quantum, and therefore have quantum access to the oracle. Therefore, we need to show that an adversary that can make quantum queries to $\mathscr{O}$ cannot break the IND-CPA scheme. Our proof relies on reductions from several hard (quantum) problems and thus minimal quantum knowledge is sufficient to verify it.

An obvious limitation, as in the original proof, is that we rule out only shielding reductions. However, if non-shielding constructions existed, they would imply a re-encryption step during decryption, as in the Fujisaki-Okamoto (FO) transform. Thus, our result rules out more efficient transforms than the FO one.

### 5.2 Related Work

Since the seminal paper by Impagliazzo and Rudich [IR89], the topic of black-box separation has been extensively studied (e.g. [AS16; HR04; Sim98]). In particular, as mentioned several times, the present work is a generalisation of a result by Gertner et al. [GMM07]. More recently, Hosoyamada et al. [HY20] defined the notion of quantum black-box reduction. In addition, they showed that there is no quantum black-box reduction from collision-resistant hash functions to one-way permutations [HY20]. Following this work, Cao et al. [CX21] proved that one-way permutations cannot be obtained from different flavours of one-way functions in a quantum black-box way.

Different notions of black-box reductions were first formalised by Reingold et al. [RTV04]. These were then extended by Baecher et al. [BBF13].

### 5.3 Technical Overview

We use the two-oracle technique by Hsiao et al. [HR04] to rule out post-quantum reductions from (post-quantum) IND-CCA PKE to IND-CPA PKE. That is, we provide an oracle $O$ that helps implement a IND-CPA PKE, and an oracle $R$ that helps break any construction of INDCCA PKE. More precisely, the oracle $O$ will contain 3 sub-oracles ( $\mathbf{g}, \mathbf{e}, \mathbf{d}$ ), where $\mathbf{g}$ is an ideal key-generation function, $\mathbf{e}$ an ideal public key encryption function, and $\mathbf{d}$ is the corresponding decryption function. Then, ( $\mathbf{g}, \mathbf{e}, \mathbf{d}$ ) will correspond to the IND-CPA PKE scheme. Note that without an additional breaking oracle $R$, the PKE would be IND-CCA secure against classical or quantum adversaries. Now, $R$ is composed of additional sub-oracles, which are approximately defined as follows.

- w, which takes as input a public key pk and encrypts each bit of the corresponding sk using $\mathbf{e}$. That is, $\mathbf{w}(\mathrm{pk}) \rightarrow\left(\mathbf{e}\left(\mathrm{pk}, \mathrm{sk}_{i}\right)\right)_{i \in[n]}$, where sk is s.t. $\mathbf{g}(\mathrm{sk})=\mathrm{pk}$.
- $\mathbf{u}$, which takes as input a public key pk and a ciphertext $c$, and outputs 1 iff both the public key and the ciphertext are valid (i.e. the public key has a corresponding secret
key and the ciphertext has a corresponding pre-image under the given public key).

We note that the set of oracles $(\mathbf{g}, \mathbf{e}, \mathbf{d}, \mathbf{w}, \mathbf{u})$ is the same as the one used in Gertner et al.'s proof [GMM07].

Then, in order to prove the separation, we need to show two results:

1. ( $\mathbf{g}, \mathbf{e}, \mathbf{d}$ ) is an IND-CPA PKE even if the adversary has access to $\mathbf{w}$ and $\mathbf{u}$. In the classical setting, this is quite straightforward to prove, as was done by Gertner et al. [GMM07]. In the quantum setting, this is much more tricky as the adversary can now query $\mathbf{w}$ in superposition and the demonstration of this result turns out to be the technical contribution of this chapter. Our proof involves two reductions to quantum problems. We first introduce the IMG problem, where (informally) a quantum adversary must distinguish between two sets of oracles $\left(e_{1}, e_{2}, w_{1}\right)$ and $\left(e_{1}, e_{2}, w_{2}\right)$, where $e_{1}, e_{2}$ are random injective functions and $w_{1}$ (resp. $w_{2}$ ) is a random function that has the same image as $e_{1}$ (resp. $e_{2}$ ). We then show that the IND-CPA security of ( $\mathbf{g}, \mathbf{e}, \mathbf{d}$ ) reduces to the IMG problem. Intuitively, in the reduction, the encryption of a 1 (resp. 0 ) will be simulated by a call to $e_{1}$ (resp. $e_{2}$ ) and $w_{b}$ will simulate the encryption of a bit of sk.

Finally, we prove that the IMG problem is hard for any quantum adversary by reducing another provably hard problem (namely the set equality problem SETEQ [Zha13]) to it. In SETEQ, the adversary is given two random injective functions $f$ and $g$ s.t. either $f, g$ have the same image or have completely distinct images, and must distinguish between both cases.

We believe this proof might be of independent interest as it shows security of (ideal) encryption even in the presence of ciphertexts that are highly correlated with the secretkey.
2. Any shielding construction of a PKE from $O$ is insecure against an IND-CCA adversary having access to $R$. For this, we can simply reuse the proof from Gertner et al. [GMM07] as the classical adversary they build can obviously be implemented quantumly.

We conclude the proof by combining these results and applying usual separation arguments.

### 5.4 Quantum Algorithms

We formally define in this section quantum oracle-aided algorithms and post-quantum reductions.

First, in order to understand the scope of our result, we need to formally define what kind of quantum algorithms we consider. In this chapter, we will use the following definition, adapted from Hosoyamada et al. [HY20] such that it works with uniform circuits.

Definition 5.4.1 (Uniform quantum ). A quantum algorithm $\mathscr{A}$ is a family of uniform quantum circuits $\left\{\mathscr{A}_{n}\right\}_{n \in \mathbb{N}}$. A family of quantum circuits is uniform if it can be generated by a (classical) deterministic Turing machine.

We refer the reader to Nishimura et al. [NO02] for more details on uniform quantum circuits.
Definition 5.4.2 (Oracle-aided quantum algorithms). A quantum oracle is a family of quantum gates $\mathscr{O}=\left\{\mathscr{O}_{n}\right\}_{n \in \mathbb{N}}$. Let $\mathscr{O}_{1}, \ldots, \mathscr{O}_{t}$ be a set of t quantum oracles. Then, an oracle-aided quantum algorithm $\mathscr{A}$ is a family of uniform quantum circuits $\left\{\mathscr{A}_{n}\right\}_{n \in \mathbb{N}}$ s.t. on a (classical) input $x \in$ $\{0,1\}^{n}, \mathscr{A}$ runs $\mathscr{A}_{n}^{\mathscr{O}_{1, n}, \ldots, \mathscr{O}_{t, n}}$ on the quantum state $|x, 0,0\rangle$, measures the final state and returns the result of the output register. In other words, $\mathscr{A}_{n}^{\mathscr{O}_{1, n}, \ldots, \mathscr{O}_{t, n}}$ can be defined as the unitary operator

$$
\mathscr{A}_{n}^{\mathscr{O}_{1, n} \ldots, \mathscr{O}_{t, n}}=\left(\prod_{i=1}^{q}\left(U_{i, t, n} \mathscr{O}_{t, n} \ldots U_{i, 1, n} \mathscr{O}_{1, n}\right)\right) U_{0, n},
$$

where $U_{i, j, n}, U_{0, n}$ are some unitary operators and $q$ is the number of queries made by $\mathscr{A}_{n}$ to the oracles. If an oracle $\mathscr{O}$ is randomised, it is sampled from a given distribution before $\mathscr{A}$ runs $\mathscr{A}_{n}^{\mathscr{O}_{n}}$.

Remark. The oracles (classical or quantum) considered in this chapter are stateless. In the quantum setting, that means the oracle does not keep a secret register that evolves with queries. Therefore, we assume that having quantum access to an oracle means having an oracle access to the corresponding unitary. The same assumption stays valid when an algorithm has oracle access to another quantum algorithm.

Now we can define the notion of query magnitude. Informally, this is the quantum equivalent to the probability that an adversary queries a certain value to an oracle.

Definition 5.4.3 (Query magnitude [HY20]). Let $\Gamma=\left(\mathscr{O}_{1}, \ldots, \mathscr{O}_{t}\right)$ be a set of fixed (i.e. not randomised) quantum oracles. In addition, let $\left|\phi_{j}^{i}\right\rangle$ be the state of $\mathscr{A}^{\Gamma}$ (running on some fixed input $x$ ) before the $j$-th query to an oracle $\mathscr{O}_{i}$. We can assume w.l.o.g. that the oracle $\mathscr{O}_{i}$ acts on the first inp $i_{i}+$ out $_{i}$ qubits of $\left|\phi_{j}^{i}\right\rangle$ (i.e. inp $p_{i}$ qubits of input and out $t_{i}$ qubits of output). Then there exist $\alpha_{z} \in \mathbb{C}$ and a state $\left|\psi_{z}\right\rangle$ s.t.

$$
\left|\phi_{j}^{i}\right\rangle=\sum_{z \in\{0,1\}^{i n p_{i}}} \alpha_{z}\left|z, \psi_{z}\right\rangle .
$$

The query magnitude of $z$ before the $j$-th query of $\mathscr{A}^{\Gamma}(x)$ to $\mathscr{O}_{i}$, for an input $x \in\{0,1\}^{n}$ is

$$
\mu_{z, j}^{\mathcal{A}, \mathscr{Q}_{i}}(x):=\left|\alpha_{z}\right|^{2} .
$$

Note that if one measures the first inp ${ }_{i}$ qubits of $\left|\phi_{j}^{i}\right\rangle, z$ will be the result with probability $\mu_{z, j}^{\alpha, \mathscr{O}_{i}}(x)=\left|\alpha_{z}\right|^{2}$.

The total query magnitude of $z$ is simply the sum of the query magnitude over all queries

```
\begin{tabular}{l}
\(\mathscr{B}^{\mathscr{A}, \Gamma}(x)\) \\
\hline \(1: \quad j \leftarrow \$[q]\) \\
\(2: \quad\) run \(\mathscr{A}^{\Gamma}(x)\) until the \(j\)-th query to \(\mathscr{O}_{i}\) \\
\(3: \quad\left(z, z^{\prime}\right) \leftarrow \$\) measure first register of \(\left|\phi_{j}^{i}\right\rangle\) \\
\(4:\) \\
return \(z\)
\end{tabular}
```

Figure 5.1: Algorithm $\mathscr{B}$ for Lemma 5.4.1.

```
\(\Psi_{\Psi, \mathscr{D}_{x, z, \Gamma}}^{\prime}\)
    \((x, z, \Gamma) \leftarrow \$ \Psi\)
    parse \(\left(\mathscr{O}_{1}, \ldots, \mathscr{O}_{t}\right) \leftarrow \Gamma\)
    for \(i \in\{1, \ldots, t\}\) :
        \(\mathscr{O}_{i}^{\prime} \leftarrow \mathscr{O}_{i}\)
        for \(z^{\prime} \in\{0,1\}^{i n p_{i}-k}\) :
            \(y \leftarrow \$ \mathscr{D}_{x, z, \Gamma}\)
                \(/ / \mathscr{O}_{i}=\mathscr{\sigma}_{i}^{\prime}\) except on values of the form \((z, \cdot)\)
            \(\mathscr{O}_{i}^{\prime}\left(z, z^{\prime}\right) \leftarrow y\)
    set \(\Gamma^{\prime} \leftarrow\left(\mathscr{O}_{1}^{\prime}, \ldots, \mathscr{O}_{t}^{\prime}\right)\)
    return \(\left(x, z, \Gamma, \Gamma^{\prime}\right)\)
```

Figure 5.2: Distribution $\Psi^{\prime}$ induced by $\Psi$ and $\mathscr{D}_{x, z, \Gamma}$ for Lemma 5.4.1.
$1 \leq j \leq q$ made by the adversary to $\mathscr{O}_{i}:$

$$
\mu_{z}^{\mathscr{A}, \mathscr{O}_{i}}(x):=\sum_{j=1}^{q} \mu_{z, j}^{\mathscr{A}, \mathscr{O}_{i}}(x) .
$$

Definition 5.4.4 (Quantum-accessible oracles). Let $\mathscr{O}$ be any classical oracle. The quantumaccessible oracle $O$ induced by $\mathscr{O}$ is a quantum oracle defined as the unitary operator $O:|x, y\rangle \mapsto$ $|x, y+\mathscr{O}(x)\rangle$ for any classical inputs $x$ and $y$. For the sake of simplicity, in this chapter we denote by $\mathscr{O}$ both a classical oracle and its quantum-accessible oracle counterpart.

Now we can state the following lemma, which will be useful in our proof. Informally, this lemma says that if a quantum algorithm can distinguish an oracle $\mathscr{O}$ from the same oracle where all values $\mathscr{O}(z, \cdot)$ for $z$ have been changed, then one can extract $z$ with good probability.

Lemma 5.4.1. Let $n, t \in \mathbb{Z}$ be some integers and $\Psi$ be some distribution that outputs a tuple $(x, z, \Gamma)$, where $\Gamma=\left(\mathscr{O}_{1}, \ldots, \mathscr{O}_{t}\right)$ is a sequence of $t$ sub-oracles $\mathscr{O}_{i}:\{0,1\}^{\text {inp }_{i}} \mapsto\{0,1\}^{\text {out }_{i}}, x \in\{0,1\}^{n}$, and $z \in\{0,1\}^{k}$ for some $k<$ inp $_{i}$. In addition, let $\mathscr{D}_{x_{d}, z_{d}, \Gamma_{d}}$ be a distribution parametrised by a tuple $\left(x_{d}, z_{d}, \Gamma_{d}\right)$ that is in the same domain as the output of $\Psi$ defined above.

Then, we consider the distribution $\Psi^{\prime}$ induced by $\Psi$ and $\mathscr{D}_{x_{d}, z_{d}, \Gamma_{d}}$ defined by the sampling algorithm given in Figure 5.2. In addition, let $\mathscr{B}$ be the algorithm presented in Figure 5.1. Then,

Chapter 5. Impossibility of Post-Quantum Shielding Black-Box Constructions of CCA from CPA
for any oracle-aided quantum algorithm $\mathscr{A}$ limited to q quantum queries to $\Gamma$ (or $\Gamma^{\prime}$ ) and any output y

$$
\left|\operatorname{Pr}\left[\mathscr{A}^{\Gamma}(x) \Rightarrow y\right]-\operatorname{Pr}\left[\mathscr{A}^{\Gamma^{\prime}}(x) \Rightarrow y\right]\right| \leq 2 q \sqrt{\operatorname{Pr}\left[\mathscr{B}^{\mathscr{A}}, \Gamma(x) \Rightarrow z\right]}
$$

where $\left(x, z, \Gamma, \Gamma^{\prime}\right) \leftarrow \$ \Psi^{\prime}$ and the probabilities are taken over the internal randomness of the adversaries, the randomness of measurements, and the sampling from $\Psi^{\prime}$.

Proof. We first recall a generalised version of the Swapping Lemma [Vaz98], proven by Hosoyamada et al. [HY20]:

Lemma 5.4.2 (Generalised Swapping Lemma [HY20]). Let $\Gamma=\left(\mathscr{O}_{1}, \ldots, \mathscr{O}_{t}\right)$ and $\Gamma^{\prime}=\left(\mathscr{O}_{1}^{\prime}, \ldots, \mathscr{O}_{t}^{\prime}\right)$ be sequences of fixed (i.e. not randomised) quantum-accessible oracles. In addition, for any pair of quantum-accessible oracles $\mathscr{O}, \mathscr{O}^{\prime}$, we define $\Delta\left(\mathscr{O}, \mathscr{O}^{\prime}\right):=\left\{x: \mathscr{O}(x) \neq \mathscr{O}^{\prime}(x)\right\}$. Then, for any oracle-aided quantum algorithm $\mathscr{A}$ and any input $x \in\{0,1\}^{n}$

$$
\left|\operatorname{Pr}\left[\mathscr{A}^{\Gamma}(x) \Rightarrow y\right]-\operatorname{Pr}\left[\mathscr{A}^{\Gamma^{\prime}}(x) \Rightarrow y\right]\right| \leq 2 \sum_{i=1}^{t} \sqrt{q \sum_{z \in \Delta\left(\mathscr{O}_{i}, \mathscr{O}_{i}^{\prime}\right)} \mu_{z}^{\mathscr{A}, \mathscr{O}_{i}}(x)}
$$

for any output $y$.

We first note that sampling $\Gamma^{\prime}$ is the same as sampling ( $\Gamma, z, x$ ) and then the set of differing outputs $D \leftarrow \$ \mathscr{D}_{x, z, \Gamma}$. Hence, the left-hand side of the equation can be written as

$$
\begin{aligned}
& \left|\underset{\Gamma, x, z, D}{\mathbb{E}}\left[\operatorname{Pr}\left[\mathscr{A}^{\Gamma}(x) \Rightarrow y\right]\right]-\underset{\Gamma, x, z, D}{\mathbb{E}}\left[\operatorname{Pr}\left[\mathscr{A}^{\Gamma^{\prime}}(x) \Rightarrow y\right]\right]\right| \\
& =\left|\underset{\Gamma, x, z, D}{\mathbb{E}}\left[\operatorname{Pr}\left[\mathscr{A}^{\Gamma}(x) \Rightarrow y\right]-\operatorname{Pr}\left[\mathscr{A}^{\Gamma^{\prime}}(x) \Rightarrow y\right]\right]\right| \\
& \leq \underset{\Gamma, x, z, D}{\mathbb{E}}\left[\left|\operatorname{Pr}\left[\mathscr{A}^{\Gamma}(x) \Rightarrow y\right]-\operatorname{Pr}\left[\mathscr{A}^{\Gamma^{\prime}}(x) \Rightarrow y\right]\right|\right]
\end{aligned}
$$

where we used the linearity of expectation and the inequality $|\mathbb{E}[X]| \leq \mathbb{E}[|X|]$. Now, $\Gamma, \Gamma^{\prime}, x$ are fixed in the probabilities above (i.e. we conditioned on $\Gamma, D, z$ and $x$ ). Thus, we can apply Lemma 5.4.2 to get

$$
\begin{aligned}
& \underset{\Gamma, x, z, D}{\mathbb{E}}\left[\left|\operatorname{Pr}\left[\mathscr{A}^{\Gamma}(x) \Rightarrow y\right]-\operatorname{Pr}\left[\mathscr{A}^{\Gamma^{\prime}}(x) \Rightarrow y\right]\right|\right] \\
& \leq 2 \sqrt{q_{\Gamma, x, z, D}} \underset{\sum_{\left(z, z^{\prime}\right) \in \Delta\left(\mathscr{O}_{i}, \mathscr{O}_{i}^{\prime}\right)}^{\mathbb{E}} \mu_{\left(z, z^{\prime}\right)}^{\mathscr{A}, \mathscr{O}_{i}}(x)}{ }\left[\sqrt{q_{\Gamma, x, z, D}^{\mathbb{E}}\left[\sum_{\left(z, z^{\prime}\right) \in \Delta\left(\mathscr{O}_{i}, \mathscr{O}_{i}^{\prime}\right)} \mu_{\left(z, z^{\prime}\right)}^{\mathscr{A}, \mathscr{O}_{i}}(x)\right]}\right. \\
& \leq 2 \sqrt{q_{\Gamma, x, z, D}^{\mathbb{E}}\left[\sum_{j=1}^{q} \mu_{(z, \cdot), j}^{\mathscr{A}, \mathscr{O}_{i}}(x)\right]}
\end{aligned}
$$

where we used the inequality $\mathbb{E}[\sqrt{X}] \leq \sqrt{\mathbb{E}[X]}$ and we set $\mu_{(z, \cdot), j}^{\mathscr{A}, \mathscr{O}_{i}}(x)=\sum_{\left(z, z^{\prime}\right) \in \Delta\left(\mathscr{O}_{i}, \mathscr{O}_{i}^{\prime}\right)} \mu_{\left(z, z^{\prime}\right), j}^{\mathscr{A}, \mathscr{O}_{i}}(x)$ for some query $j$. Now, let $Q$ be the query number sampled uniformly at random by $\mathscr{B}$ and let's assume $Q=j$. Then, the probability that $\mathscr{B}$ outputs $z$ is the probability that the result of measuring the $j$-th query made by $\mathscr{A}$ is of the form $\left(z, z^{\prime}\right)$ for some $z^{\prime}$. By the definition of query magnitude, it is at least $\mu_{(z, \cdot), j}^{\mathscr{A}, \mathscr{O}_{i}}(x)$, thus $\operatorname{Pr}\left[\mathscr{B}^{\mathscr{A}, \Gamma}(x) \Rightarrow z \mid Q=j\right] \geq \mu_{(z, \cdot), j}^{\mathscr{A}, \mathscr{O}_{i}}(x)$. Hence,

$$
\operatorname{Pr}\left[\mathscr{B}^{\mathscr{A}, \Gamma}(x) \Rightarrow z\right]=\frac{1}{q} \sum_{j=1}^{q} \operatorname{Pr}\left[\mathscr{B}^{\mathscr{A}, \Gamma}(x) \Rightarrow z \mid Q=j\right] \geq \frac{1}{q} \sum_{j=1}^{q} \mu_{(z, \cdot), j}^{\mathscr{A}, \mathscr{O}_{i}}(x) .
$$

Finally, we get

$$
\begin{aligned}
& 2 \sqrt{q_{\Gamma, x, z, D}^{\mathbb{E}}\left[\sum_{j=1}^{q} \mu_{(z, \cdot), j}^{\mathscr{A}, \mathscr{O}_{i}}(x)\right]} \leq 2 \sqrt{q_{\Gamma, x, z, D}^{2}\left[\operatorname{Pr}\left[\mathscr{B}^{\mathscr{A}, \Gamma}(x) \Rightarrow z\right]\right]} \\
& =2 q \sqrt{\operatorname{Pr}\left[\mathscr{B}^{\mathscr{A}, \Gamma}(x) \Rightarrow z\right]}
\end{aligned}
$$

where the last probability is taken over the internal randomness of $\mathscr{B}$, and the randomness of the measurement, $\Gamma, x$ and $z$. Note that we can remove the dependence over $D$ as the event $\left\{\mathscr{B}^{\mathscr{A}}, \Gamma(x) \Rightarrow z\right\}$ is fully determined by $\Gamma, x, z$ and the randomness of $\mathscr{B}$. Collecting the inequalities concludes the proof.

One can observe that the above lemma is a generalised version of OW2H lemma [Unr15] (Lemma 2.3.1).

### 5.4.1 Post-Quantum reductions

We first define a classical primitive as Baecher et al. [BBF13].

Definition 5.4.5 (Algorithm computing a random variable). We say an algorithm $\mathscr{A}$ computes a random variable $A$ if $\mathscr{A}$ produces an output with the same distribution as $A$. In the following, we often write $\mathscr{A}$ to denote both a random variable and the algorithm that computes it.

Definition 5.4.6 (Classical primitive). A (classical) primitive $\mathscr{P}$ is a tuple ( $\left.\mathscr{F}_{\mathscr{P}}, \mathscr{R}_{\mathscr{P}}\right)$, where $\mathscr{F}_{\mathscr{P}}$ is a set of random variables and $\mathscr{R}_{\mathscr{P}}$ is a relation between two random variables.

A classical algorithm (i.e. Turing machine) implements $\mathscr{P}$, or is an implementation of $\mathscr{P}$, if it computes $f$ for some $f \in \mathscr{F} \mathscr{P}$.

A classical/quantum adversary "breaks $f$ " if it computes $\mathscr{A}$ s.t. $(f, \mathscr{A}) \in \mathscr{R}_{\mathscr{P}}$.
Finally, let $f \in \mathscr{F}_{\mathscr{P}}$ be efficiently computable by a classical algorithm, then if there is no efficient classical (resp. quantum) algorithm $\mathscr{A}$ s.t. $(f, \mathscr{A}) \in \mathscr{R}_{\mathscr{P}}$, we say $f$ is secure (resp. post-quantum secure).

Remark. In this chapter, we are interested in classically computable primitives (PKEs) that might resist quantum adversaries. Therefore, we do not consider quantum implementations but only quantum adversaries. That is, any implementation can be computed by a classical algorithm but the set of adversaries is the set of efficient quantum algorithms.

Finally, we define the notion of post-quantum black-box reduction.
Definition 5.4.7 (Post-Quantum black-box reduction). Let $\mathscr{P}$ and $\mathscr{Q}$ be classical primitives. There exists a post-quantum black-box reduction from $\mathscr{Q}$ to $\mathscr{P}$ if there exist an efficient classical algorithm $G$ and an efficient quantum algorithm $\mathscr{S}$ s.t.

1. For every (classically computable) $f \in \mathscr{F}_{\mathscr{P}}$, then $G^{f} \in \mathscr{F}_{\mathscr{Q}}$.
2. For every quantum adversary $\mathscr{A}$ and (implementation of) $f \in \mathscr{F}_{\mathscr{P}}$, if $\left(G^{f}, \mathscr{A}^{f}\right) \in \mathscr{R}_{\mathscr{Q}}$ then $\left(f, \mathscr{S}^{\mathscr{A}, f}\right) \in \mathscr{R}_{\mathscr{P}}$.

The second condition can be rewritten as

$$
\begin{aligned}
& {\exists \mathrm{EFF}_{\mathrm{c}} G \quad \exists \mathrm{EFF}_{\mathrm{q}} \mathscr{S} \quad \forall \mathscr{A} \quad \forall f \in \mathscr{F}_{\mathscr{P}}}_{\left(G^{f}, \mathscr{A}^{f}\right) \in \mathscr{R}_{\mathscr{Q}} \Rightarrow\left(f, \mathscr{S}^{\mathscr{A}, f}\right) \in \mathscr{R}_{\mathscr{P}}}
\end{aligned}
$$

where $\mathrm{EFF}_{\mathrm{c}}$ and $\mathrm{EFF}_{\mathrm{q}}$ stand for efficient classical and efficient quantum, respectively.
In the post-quantum black-box reduction defined above, we start with a classical primitive $\mathscr{P}$ meant to be post-quantum secure. Then, for a black-box reduction to exist, there must be a classical algorithm that builds a primitive $\mathscr{Q}$ using $\mathscr{P}$. In addition, there must be an efficient quantum reduction algorithm $\mathscr{S}$, which, given quantum black-box access to any (even non efficient) adversary that breaks $\mathscr{Q}$, builds an adversary that breaks $\mathscr{P}$.

Ruling out post-quantum reductions. We show in the following lemma that a two oracles argument as described by Hsiao et al. [HRO4] is sufficient to rule out post-quantum reductions. The proof is basically the same as in the classical setting.

Lemma 5.4.3. Let $\mathscr{P}$ and $\mathscr{Q}$ be classical primitives. Then, there is no post-quantum reduction from $\mathscr{Q}$ to $\mathscr{P}$ if there exist oracles $(O, R)$ s.t.

1. There exist efficient classical algorithms $f$ s.t. $f^{O} \in \mathscr{F}_{\mathscr{P}}$.
2. For all efficient classical algorithms $G$ :

- there is an efficient quantum adversary $\mathscr{A}$ s.t. $\left(G^{f^{0}}, \mathscr{A}^{0, R}\right) \in \mathscr{R}_{\mathscr{Q}}$
- for all efficient quantum algorithms $\mathscr{S}$ then $\left(f^{O}, \mathscr{S}^{f, O, R}\right) \notin \mathscr{R}_{\mathscr{P}}$

Proof. For the sake of contradiction, we assume a pair of oracles $(O, R)$ fulfilling the conditions in Lemma 5.4.3 exists and a post-quantum reduction from $\mathscr{Q}$ to $\mathscr{P}$ exists as well. Let $f$ be the algorithm s.t. $f \in \mathscr{F} \mathscr{P}$ as specified in condition (1). By condition (2), we have that for all $G$ there is an efficient quantum adversary $\mathscr{A}$ s.t. $\left(G^{f^{0}}, \mathscr{A}^{0, R}\right) \in \mathscr{R}_{\mathscr{Q}}$. By the existence of the post-quantum reduction, it means that there exists an efficient quantum reduction $\mathscr{S}$ s.t. $\left(f^{O}, \mathscr{S}^{\mathscr{A}^{\prime}, f}\right) \in \mathscr{R}_{\mathscr{P}}$ with $\mathscr{A}^{\prime}:=\mathscr{A}^{O, R}$. Now, as $f, \mathscr{A}$ are efficient classical and quantum algorithms, one can embed these in $\mathscr{S}$. Hence, there exists an efficient $\mathscr{S}$ s.t. $\left(f^{O}, \mathscr{S}^{0, R}\right) \in \mathscr{R}_{\mathscr{P}}$. This contradicts the second part of condition (2), which completes the proof.

Informally, the two oracles technique works as follows. One builds an oracle $O$ that trivially implements the primitive $\mathscr{P}$ (i.e. the primitive exists relative to $O$ ). Then, we build another oracle $R$ and we show that the primitive is secure against even unbounded quantum adversaries (with bounded number of quantum queries to $(O, R)$ ). In particular, this implies that all the security of the primitive must come from $O$. In a second step, we show that there exists an inefficient adversary $\mathscr{A}$ (with bounded number of queries to $(O, R)$ ) that breaks any implementation of $\mathscr{Q}$ relative to $O$. Then, in a final step, it is argued that $\mathscr{A}$ can be made efficient. In the classical setting, this is done by assuming $P=N P$ or by embedding a PSPACE oracle in $R$. Looking ahead, this will be sufficient in our case as $\mathscr{A}$ will be classical in our proof. Lemma 5.4.3 then states that this technique is sufficient to rule out post-quantum black-box reductions.

### 5.5 The Oracle $\mathscr{O}$

We recall that we want to rule out reductions from IND-CCA to IND-CPA using Lemma 5.4.3. That is, we wish to find an oracle $\mathscr{O}=(O, R)$ s.t. an IND-CPA PKE exists relative to this oracle, but IND-CCA PKEs do not. We consider here PKEs that encrypt 1 bit, as they are known to imply PKEs for longer messages. We use the same oracle as the one defined by Gertner et al. [GMM07].

Definition 5.5.1 (Oracle $\mathscr{O}$ ). The oracle $\mathscr{O}$ is made of several sub-oracles, more precisely $\mathscr{O}=$ $(\mathbf{g}, \mathbf{e}, \mathbf{d}, \mathbf{u}, \mathbf{w})$. Each sub-oracle will play a part in the proof: ( $\mathbf{g}, \mathbf{e}, \mathbf{d})$ will correspond to the INDCPA PKE, ( $\mathbf{w}, \mathbf{u}$ ) will help the IND-CCA adversary break the underlying IND-CPA PKE in order to win its own game. More precisely, if we follow the notation of Lemma 5.4.3, $O=(\mathbf{g}, \mathbf{e}, \mathbf{d})$ and $R=(\mathbf{u}, \mathbf{w})$.

We now formalise how an oracle

$$
\mathscr{O}=(\mathbf{g}, \mathbf{e}, \mathbf{d}, \mathbf{u}, \mathbf{w}) \hookleftarrow \Psi
$$

is sampled. For each $n \in \mathbb{N}$, each sub-oracle is generated as follows.

- $\mathbf{g}:\{0,1\}^{n} \mapsto\{0,1\}^{3 n}$ is a random length-tripling one-to-one function. This function will be used as a key-generation function that outputs a public key given a secret key.
- e: $\{0,1\}^{3 n} \times\{0,1\} \times\{0,1\}^{n} \mapsto\{0,1\}^{3 n}$ is s.t. $\mathbf{e}(\mathrm{pk}, \cdot \cdot \cdot)$ is a random one-to-one function for all fixed pk. The oracle $\mathbf{e}$ will be used as a bit-encryption function.
- d: $\{0,1\}^{n} \times\{0,1\}^{3 n} \mapsto\{0,1, \perp\}$ is deterministically defined as follows. The oracle $\mathbf{d}(\mathrm{sk}, \mathrm{ct})$ outputs $b$ s.t. $\mathbf{e}(\mathbf{g}(\mathrm{sk}), b, r)=\mathrm{ct}$ if such $r$ exists. If not, $\mathbf{e}$ outputs $\perp$. This oracle will be used as a decryption function.
- $\mathbf{w}:\{0,1\}^{3 n} \times\{0,1\}^{n} \mapsto\{0,1\}^{3 n \times n} \cup\{\perp\}$ is defined as follows. The function takes a public key pk and an index i as inputs, and outputs $\perp$ if there is no unique $\mathrm{sk}^{\prime}$ s.t. $\mathbf{g}\left(\mathrm{sk}^{\prime}\right)=\mathrm{pk}$. Otherwise, $\mathbf{w}(\mathrm{pk}, i)$ returns a vector of $n$ encryptions of the bits of $\mathrm{sk}^{\prime}$ :

$$
\left(\mathbf{e}\left(\mathrm{pk}, \mathrm{sk}_{1}^{\prime}, r_{1, i, \mathrm{pk}}\right), \ldots, \mathbf{e}\left(\mathrm{pk}^{2}, \mathrm{sk}_{n}^{\prime}, r_{n, i, \mathrm{pk}}\right)\right),
$$

where the $r_{k, i, \mathrm{pk}}$ are sampled at random when ( $\mathrm{pk}, i$ ) is queried for the first time. This function returns the bit-by-bit encryption of the secret key corresponding to the input public key, with different random coins indexed by $i$.

- u: $\{0,1\}^{3 n} \times\{0,1\}^{3 n} \mapsto\{\perp, \mathrm{~T}\}$ takes a public key pk and a ciphertext ct as inputs and returns $\top$ if $\exists b, r$ s.t. $\mathbf{e}(\mathrm{pk}, b, r)=c t$. Otherwise it returns $\perp$. This function returns whether a ciphertext is valid or not.


### 5.6 Hard Problems

We introduce in this section several quantum hard problems that will be used to prove our main technical result.

First, we recall the definition of the (average) set quality (SETEQ) problem.
Definition 5.6.1 (SETEQ). Let $\operatorname{lnj}_{n, m}$ be the set of one-to-one functions from $\{0,1\}^{n}$ to $\{0,1\}^{m}$. We define $\mathscr{F}_{n}^{b}$ as the following distribution.

- If $b=0:$ Sample $f, g \leftarrow \$ \operatorname{lnj}{ }_{n, n+1}$ s.t. $\operatorname{Im}(f)=\operatorname{Im}(g)$.
- If $b=1:$ Sample $f, g \leftarrow \$ \operatorname{lnj}_{n, n+1}$ s.t. $\operatorname{Im}(f) \cap \operatorname{Im}(g)=\varnothing$.

The SETEQ problem is hard iffor any (possibly unbounded) quantum adversary $\mathscr{A}$ that makes poly( $n$ ) quantum queries to $f, g$

$$
\left|\operatorname{Pr}\left[\mathscr{A}^{f, g} \Rightarrow 1: f, g \leftarrow \$ \mathscr{F}_{n}^{1}\right]-\operatorname{Pr}\left[\mathscr{A}^{f, g} \Rightarrow 1: f, g \leftarrow \$ \mathscr{F}_{n}^{0}\right]\right|=\operatorname{neg}(n),
$$

where the probabilities are taken over the quantum randomness and the sampling of $f, g$.

It turns out the SETEQ problem is hard, according to the following theorem by Zhandry [Zha13].

Theorem 5.6.1 (Hardness of SETEQ [Zha13]). Let $\mathscr{F}_{n}^{b}$ be as defined above. Then, for any quantum adversary we have

$$
\mid \operatorname{Pr}\left[\mathscr{A}^{f, g} \Rightarrow 1: f, g \leftarrow \mathscr{F}_{n}^{1}\right]-\operatorname{Pr}\left[\mathscr{A}^{f, g} \Rightarrow 1: f, g \leftarrow\left\{\mathscr{F}_{n}^{0}\right] \mid=O\left(q^{3} / 2^{n}\right),\right.
$$

where $q$ is the number of queries $\mathscr{A}$ makes to $f$ and $g$.

We now introduce an intermediary problem that we call the IMG problem.
Definition 5.6.2 (IMG problem). Let $e_{0}:\{0,1\}^{n} \mapsto\{0,1\}^{3 n}$ and $e_{1}:\{0,1\}^{n} \mapsto\{0,1\}^{3 n}$ be random one-to-one functions s.t. $\operatorname{Im}\left(e_{0}\right) \cap \operatorname{Im}\left(e_{1}\right)=\varnothing$. I.e. $e_{0}$ and $e_{1}$ are random injective functions s.t. their images are different. Let $f:\{0,1\}^{n} \mapsto\{0,1\}^{n}$ be a random function. We define $w_{b}(\cdot):=$ $e_{b}(f(\cdot))$. In addition, we define an helper oracle $u(c)$ that returns $\top$ if $c \in \operatorname{Im}\left(e_{0}\right) \cup \operatorname{Im}\left(e_{1}\right)$ and $\perp$ otherwise. The IMG problem is considered hard if for every (possibly unbounded) quantum adversary $\mathscr{A}$ that makes poly ( $n$ ) quantum queries to $e_{0}, e_{1}, w_{b}, u$, we have

$$
\left|\operatorname{Pr}\left[\mathscr{A}^{e_{0}, e_{1}, w_{1}, u} \Rightarrow 1\right]-\operatorname{Pr}\left[\mathscr{A}^{e_{0}, e_{1}, w_{0}, u} \Rightarrow 1\right]\right|=\operatorname{neg} \mid(n),
$$

where the probabilities are taken over the quantum randomness and the sampling of $e_{0}, e_{1}, f$. Concretely, this problem is hard if with a polynomial number of quantum queries one cannot say whether $w_{b}$ has the same image as $e_{0}$ or $e_{1}$. Note that we could also define $w_{b}$ as a random function with domain $\{0,1\}^{n}$ and codomain $\operatorname{Im}\left(e_{b}\right)$.

Jumping ahead, we will use the above problem with $e_{b}$ defined as $\mathbf{e}\left(\mathrm{pk}^{*}, b, \cdot\right), u$ as $\mathbf{u}$ and $w_{b}$ as one part of the $\mathbf{w}$ oracle.

Using this result, we prove that the IMG problem is hard by showing that SETEQ reduces to it.
Lemma 5.6.1 (SETEQ reduces to IMG). Let $\mathscr{F}_{n}^{b}$ be as defined in the SETEQ problem and $e_{0}, e_{1}, w_{b}, u$ as defined in the IMG problem. Then, for any IMG quantum adversary one can build a SETEQ adversary such that

$$
\begin{aligned}
& \left|\operatorname{Pr}\left[\mathscr{A}_{0}^{e_{0}, e_{1}, w_{1}, u} \Rightarrow 1\right]-\operatorname{Pr}\left[\mathscr{A}_{0}^{e_{0}, e_{1}, w_{0}, u} \Rightarrow 1\right]\right| \leq \\
& \left|\operatorname{Pr}\left[\mathscr{B}^{f, g} \Rightarrow 1: f, g \leftarrow \mathscr{F}_{n}^{1}\right]-\operatorname{Pr}\left[\mathscr{B}^{f, g} \Rightarrow 1: f, g \leftarrow \mathscr{F}_{n}^{0}\right]\right|,
\end{aligned}
$$

where the number of queries made by $\mathscr{B}$ is roughly twice the number made by $\mathscr{A}$.

Proof. We first state the idea of the proof. In the SETEQ problem, when $b=1$ (thus $\operatorname{Im}(f) \cap$ $\operatorname{Im}(g)=\varnothing)$ one can set $e_{0}=f$ and $e_{1}=g$ and $w_{b^{\prime}}=e_{b^{\prime}} \circ r$ with $b^{\prime}$ picked at random and $r$ a random function. Minus some technical details, this perfectly simulates an instance of the IMG problem and the probability that the IMG adversary $\mathscr{A}$ outputs $b^{\prime}$ is the advantage of $\mathscr{A}$ (plus or minus $\frac{1}{2}$ ) in the IMG problem. Then, if $b=0$, images of $e_{0}$ and $e_{1}$ will be the same and it is impossible to distinguish $w_{0}$ from $w_{1}$. Thus, in this case $\mathscr{A}$ outputs 0 or 1 with probability
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$\frac{1}{2}$. Hence, if $\mathscr{A}$ makes the correct guess with probability $p$ in a correct instance of the IMG problem, the SETEQ reduction $\mathscr{B}$ has an advantage of $p-\frac{1}{2}$, which is equal to $\mathscr{A}$ 's advantage.

More formally, the reduction $\mathscr{B}^{f, g}$ sets $\mathscr{A}$ 's oracles as follows. First, $\mathscr{B}$ samples a random one-to-one function $h \longleftarrow \$ \operatorname{lnj}_{n+1,3 n}$, a random function $r:\{0,1\}^{n} \mapsto\{0,1\}^{n}$, and a random bit $b^{\prime}$. Then, each oracle is set as

- $e_{0}:=h \circ g$.
- $e_{1}:=h \circ f$.
- $w_{b^{\prime}}:=e_{b^{\prime}} \circ r$.
- $u(c)$ : return $T$ if $c \in \operatorname{Im}(h)$, otherwise return $\perp$. Note that the check $c \in \operatorname{Im}(h)$ can be done because $\mathscr{B}$ is an unbounded adversary which sampled $h$.

Each oracle can be implemented in a quantum circuit that makes 2 calls to the quantum oracles $f$ or $g$. For instance, the unitary $U_{e_{0}}:|x, y, z\rangle \mapsto\left|x, y+e_{0}(x), z\right\rangle$ can be implemented as

$$
U_{e_{0}}:|x, y, 0, z\rangle \xrightarrow{g}|x, y, g(x), z\rangle \xrightarrow{h}|x, y+h(g(x)), g(x), z\rangle \xrightarrow{g}|x, y+h(g(x)), 0, z\rangle .
$$

The adversary $\mathscr{B}^{f, g}$ runs $b^{\prime \prime} \leftarrow \mathscr{A}^{e_{0}, e_{1}, w_{b^{\prime}}, u}$ and returns $1_{b^{\prime}=b^{\prime \prime}}$. We distinguish two cases:

- $b=1(\operatorname{Im}(f) \cap \operatorname{Im}(g)=\varnothing)$ : By definition $g$ and $f$ are one-to-one functions from $\{0,1\}^{n}$ to $\{0,1\}^{n+1}$ and $h$ is a random one-to-one function from $\{0,1\}^{n+1}$ to $\{0,1\}^{3 n}$. Moreover, as the images of $g$ and $f$ are distinct, $e_{0}$ and $e_{1}$ are random one-to-one functions from $\{0,1\}^{n}$ to $\{0,1\}^{3 n}$ s.t. $\operatorname{Im}\left(e_{0}\right) \cap \operatorname{Im}\left(e_{1}\right)=\varnothing$. In addition, $w_{b^{\prime}}$ is defined as $e_{b^{\prime}} \circ r$ and $u(c)$ returns whether $c \in \operatorname{Im}\left(e_{0}\right) \cup \operatorname{Im}\left(e_{1}\right)$. Therefore,

$$
\begin{aligned}
\operatorname{Pr}\left[\mathscr{B}^{f, g} \Rightarrow 1: f, g \leftarrow \$ \mathscr{F}_{n}^{1}\right] & =\operatorname{Pr}\left[\mathscr{A}^{e_{0}, e_{1}, w_{b^{\prime}}, u} \Rightarrow b^{\prime}: b^{\prime} \leftarrow \$\{0,1\}\right] \\
& =\frac{1}{2} \operatorname{Pr}\left[\mathscr{A}^{e_{0}, e_{1}, w_{1}, u} \Rightarrow 1\right]+\frac{1}{2} \operatorname{Pr}\left[\mathscr{A}^{e_{0}, e_{1}, w_{0}, u} \Rightarrow 0\right]
\end{aligned}
$$

where $\left(e_{0}, e_{1}, w_{b^{\prime}}, u\right)$ follow the same distribution as in the IMG problem.

- $b=0(\operatorname{Im}(f)=\operatorname{Im}(g))$ : In this case, $\operatorname{Im}\left(e_{0}\right)=\operatorname{Im}\left(e_{1}\right)=\operatorname{Im}\left(w_{0}\right)=\operatorname{Im}\left(w_{1}\right)$. As $r$ is a random function and cannot be accessed by the adversary, $w_{0}$ and $w_{1}$ are perfectly indistinguishable. More precisely, given all values of $e_{0}, e_{1}, w_{b^{\prime}}$ (we omit $u$ as it is independent of $b^{\prime}$ ), the optimal distinguisher would output the $b$ that maximises $\operatorname{Pr}\left[e_{b}(r(0))=w_{b^{\prime}}(0), \ldots, e_{b}\left(r\left(2^{n}-1\right)\right)=w_{b^{\prime}}\left(2^{n}-1\right) \mid w_{b^{\prime}}, e_{0}, e_{1}\right]$. The only randomness
here is the one from $r$, as all values of $e_{0}, e_{1}, w_{b^{\prime}}$ are known. Now,

$$
\begin{aligned}
& \operatorname{Pr}_{r}\left[e_{b}(r(0))=w_{b^{\prime}}(0), \ldots, e_{b}\left(r\left(2^{n}-1\right)\right)=w_{b^{\prime}}\left(2^{n}-1\right) \mid w_{b^{\prime}}, e_{0}, e_{1}\right]= \\
& \operatorname{Pr}_{r}\left[r(0)=e_{b}^{-1}\left(w_{b^{\prime}}(0)\right), \ldots, r\left(2^{n}-1\right)=e_{b}^{-1}\left(w_{b^{\prime}}\left(2^{n}-1\right)\right) \mid w_{b^{\prime}}, e_{0}, e_{1}\right]= \\
& \frac{1}{2^{n 2^{n}}}
\end{aligned}
$$

for both $b^{\prime}=0$ or $b^{\prime}=1$, as $r$ is a random function. Hence, even with an unbounded number of queries to $e_{0}, e_{1}, w_{b^{\prime}}, \operatorname{Pr}\left[\mathscr{A}^{e_{0}, e_{1}, w_{1}, u} \Rightarrow 1\right]=\operatorname{Pr}\left[\mathscr{A}^{e_{0}, e_{1}, w_{0}, u} \Rightarrow 1\right]$. Therefore,

$$
\operatorname{Pr}\left[\mathscr{B}^{f, g} \Rightarrow 1: f, g \leftarrow \$ \mathscr{F}_{n}^{0}\right]=\operatorname{Pr}\left[\mathscr{A}^{e_{0}, e_{1}, w_{b^{\prime}}, u} \Rightarrow b^{\prime}: b^{\prime} \leftarrow \$\{0,1\}\right]=\frac{1}{2}
$$

Finally, we get that for any IMG adversary $\mathscr{A}$ that makes $q$ quantum queries, there exists an (unbounded) SETEQ adversary $\mathscr{B}$ s.t.

$$
\begin{aligned}
& 2 \cdot\left|\operatorname{Pr}\left[\mathscr{B}^{f, g} \Rightarrow 1: f, g \leftarrow \$ \mathscr{F}_{n}^{1}\right]-\operatorname{Pr}\left[\mathscr{B}^{f, g} \Rightarrow 1: f, g \leftarrow \$ \mathscr{F}_{n}^{0}\right]\right|= \\
& 2 \cdot\left|\operatorname{Pr}\left[\mathscr{A}^{e_{0}, e_{1}, w_{b^{\prime}}, u} \Rightarrow b^{\prime}: b^{\prime} \leftarrow \$\{0,1\}\right]-\frac{1}{2}\right|= \\
& \left|\operatorname{Pr}\left[\mathscr{A}^{e_{0}, e_{1}, w_{1}, u} \Rightarrow 1\right]-\operatorname{Pr}\left[\mathscr{A}^{e_{0}, e_{1}, w_{0}, u} \Rightarrow 1\right]\right|
\end{aligned}
$$

where $\mathscr{B}$ makes at most $2 q$ queries, which concludes the proof.

Corollary 5.6.1 (Hardness of IMG). The IMG is hard for quantum algorithms. More precisely, for any IMG quantum adversary, we have

$$
\left|\operatorname{Pr}\left[\mathscr{A}^{e_{0}, e_{1}, w_{1}, u} \Rightarrow 1\right]-\operatorname{Pr}\left[\mathscr{A}^{e_{0}, e_{1}, w_{0}, u} \Rightarrow 1\right]\right|=O\left(q^{3} / 2^{n}\right)
$$

where $q$ is the number of quantum queries made by $\mathscr{A}$.

Finally, we define partial inverse functions and recall a lemma by Cao et al. [CX21].
Definition 5.6.3 (Partial inverse function). Let f: $\{0,1\}^{n} \mapsto\{0,1\}^{n+m}$ be some injective function and $x^{*} \in\{0,1\}^{n}$. Then, we define the partial inverse function $f_{\neq x^{*}}^{-1}$ as

$$
f_{\neq x^{*}}^{-1}(y)=\left\{\begin{array}{ll}
x, & \text { if } \exists x \neq x^{*} \text { s.t. } f(x)=y \\
\perp, & \text { if } \nexists x \text { s.t. } f(x)=y \\
\perp, & \text { if } y=f\left(x^{*}\right)
\end{array} .\right.
$$

In other words, $f_{\neq x^{*}}^{-1}$ inverts $f$ except on $y=f\left(x^{*}\right)$.
Lemma 5.6.2 (Lemma $5[C X 21])$. Let $f \leftarrow \$ \operatorname{lnj}_{n, n+m}$ be a random injective function, $x^{*} \leftarrow \$\{0,1\}^{n}$, and $f_{\neq x^{*}}^{-1}$ be the partial inverse function. Then, for any (possible unbounded) quantum adversary
$\mathscr{A}$ making poly (n) quantum queries to $f, f_{\neq x^{*}}^{-1}$, we have

$$
\operatorname{Pr}\left[\mathscr{A}^{f, f_{\neq x^{*}}^{-1}}\left(f\left(x^{*}\right)\right) \Rightarrow x^{*}: x^{*} \leftarrow \$\{0,1\}^{n}, f \leftarrow \$ \ln j_{n, n+m}\right]=\operatorname{neg}(n)
$$

where the probability is taken over the randomness of $\mathscr{A}, f$ and $x^{*}$. I.e. inverting $f\left(x^{*}\right)$ given $f$ and the partial inverse function is hard.

### 5.7 Existence of IND-CPA PKE

We first define what a (1-bit) PKE relative to an oracle is.
Definition 5.7.1 (PKE relative to $O$ ). Let $O=(\mathbf{g}, \mathbf{e}, \mathbf{d})$ be an oracle. A valid PKE construction relative to $O$ is of the form $\mathrm{PKE}^{O}=\left(\mathrm{Gen}^{O}, \mathrm{Enc}^{O}, \mathrm{Dec}^{O}\right)$, where for all $n \in \mathbb{N}$ and some constants $\rho_{0}, \rho_{1}, \rho_{2}, \rho_{3},\left(\mathrm{Gen}^{O}, \mathrm{Enc}^{O}, \mathrm{Dec}^{O}\right)$ is as follows.

- $\operatorname{Gen}^{O}:\{0,1\}^{n} \mapsto\{0,1\}^{n^{\rho_{0}}} \times\{0,1\}^{n^{\rho_{1}}}$. We consider $\operatorname{Gen}^{O}(S)=(S K, P K)$ as a key generation function that takes a seed S and outputs a pair of secret/public keys (SK, PK).
- $\operatorname{Enc}^{O}:\{0,1\}^{n^{\rho_{1}}} \times\{0,1\} \times\{0,1\}^{n^{\rho_{2}}} \mapsto\{0,1\}^{n^{\rho_{3}}}$. We consider $\operatorname{Enc}^{O}(P K, P T, R)=C T$ as an encryption function that takes as inputs a public key $P K$, a bit $P T$, and random coins $R$, and outputs a ciphertext CT.
- $\operatorname{Dec}^{O}:\{0,1\}^{n^{\rho_{0}}} \times\{0,1\}^{n^{\rho_{3}}} \mapsto\{0,1\} \cup\{\perp\}$. We consider $\operatorname{Dec}^{O}(S K, C T)=P T^{\prime}$ as a decryption function that takes as inputs a secret key SK and a ciphertext CT, and outputs a plaintext bit $P T^{\prime}$ or the error symbol $\perp$.

We also require perfect correctness, that is for any $P T \in\{0,1\}, R \in\{0,1\}^{n^{\rho_{2}}}$ and $S \in\{0,1\}^{n}$,

$$
\operatorname{Dec}^{O}\left(S K, \operatorname{Enc}^{O}(P K, P T, R)\right)=P T
$$

for $(S K, P K)=\operatorname{Gen}^{O}(S)$. In addition, w.l.o.g. we assume there are constants $s$ and $q$ s.t. for any security parameter $n,\left(\mathrm{Gen}^{O}, \mathrm{Enc}^{O}, \mathrm{Dec}^{O}\right)$ make at most $n^{q}$ queries to $O$ and each query is at most of size $n^{s}$. In addition, the running time of $\left(\mathrm{Gen}^{O}, \mathrm{Enc}^{O}, \mathrm{Dec}^{O}\right)$ must be polynomial in $n$ as well.

We now prove the main theorem, that is $(\mathbf{g}, \mathbf{e}, \mathbf{d})$ is IND-CPA relative to the oracle $\mathscr{O}$.
Theorem 5.7.1. Let $\mathrm{PKE}_{\mathrm{q}}{ }^{\mathscr{O}}=\left(g^{\mathbf{g}}, \mathbf{e}, \mathbf{d}\right)$ be a $P K E$ relative to $\mathscr{O}$, where $g^{\mathbf{g}}(s)$ sets $\mathrm{sk} \leftarrow s$ and returns (sk, $\mathbf{g}(\mathrm{sk})$ ). Then, for any (possibly unbounded) quantum adversary $\mathscr{A}$ we have

$$
\operatorname{Adv}_{\mathscr{A}^{\varrho}, \mathrm{PKE}_{\mathrm{q}}{ }^{\circ}}^{\text {ind-cpa }}=\operatorname{negl}(n),
$$

where the number of quantum queries made by $\mathscr{A}$ to $\mathscr{O}$ is polynomial in $n$.


Figure 5.3: Games $\Gamma^{0}-\Gamma^{2}$ for the proof of Thm 5.7.1.

Proof. We proceed with a sequence of hybrid games $\Gamma^{0}-\Gamma^{2}$ shown in Figure 5.3.

Game $\Gamma^{0}$ : It is the original IND-CPA game. We recall that a quantum (sub-)oracle $\mathbf{o}$ is a family of quantum circuits: $\mathbf{o}=\left\{\mathbf{o}_{i}\right\}_{i \in \mathbb{N}}$, where $\mathbf{o} \in(\mathbf{g}, \mathbf{e}, \mathbf{d}, \mathbf{w}, \mathbf{u})$. In the IND-CPA game with security parameter $n$, we assume the adversary only queries oracle circuits $\mathbf{o}_{n}$. As the adversary's input is independent of any suboracle $\mathbf{o}_{i}, i \neq n$ it does not change the distribution of the output. For the sake of simplicity, we write $\boldsymbol{o}$ for $\mathbf{o}_{n}$.

Game $\Gamma^{1}$ : We modify the $\mathbf{d}$ oracle into an identical oracle $\mathbf{d}^{\prime}$ except that $\mathbf{d}^{\prime}\left(\mathrm{sk}^{*}, \cdot\right)=\perp$, where - denotes any value in $\{0,1\}^{3 n}$ and $s k^{*}$ is the challenge secret key (i.e. $\mathbf{g}\left(\mathrm{sk}^{*}\right)=\mathrm{pk}^{*}$ ). That is, the $\mathbf{d}^{\prime}$ oracle does not reply to decryption queries that could help the adversary decrypt the challenge ciphertext ct*. By Lemma 5.4.1, we have

$$
\begin{aligned}
& \left|\operatorname{Pr}\left[\mathscr{A}^{\mathbf{g}, \mathbf{e}, \mathbf{d}, \mathbf{w}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow b\right]-\operatorname{Pr}\left[\mathscr{A}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow b\right]\right| \\
& \leq 2 q \sqrt{\operatorname{Pr}\left[\mathscr{B}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow \mathrm{sk}^{*}\right]}
\end{aligned}
$$

where $\mathscr{B}$ runs $\mathscr{A}$ until some random quantum query $q_{i}$, measures the input register, and outputs the first $n$ bits of the result. Now we prove the following lemma.

Lemma 5.7.1. $\operatorname{Pr}\left[\mathscr{B}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow \mathrm{sk}^{*}\right]=\operatorname{negl}(n)$.

Proof. We proceed by building a sequence of hybrid games where the oracle $\mathbf{w}$ is modified.

We first recall that

$$
\mathbf{w}(\mathrm{pk}, i):=\left(\mathbf{e}\left(\mathbf{g}(\mathrm{sk}), \mathrm{sk}_{1}, r_{1, i, \mathrm{pk}}\right), \ldots, \mathbf{e}\left(\mathbf{g}(\mathrm{sk}), \mathrm{sk}_{n}, r_{n, i, \mathrm{pk}}\right)\right),
$$

where the values $r_{k, i, \mathrm{pk}}$ are sampled at random and pk is $\mathrm{s} . \mathrm{t} . \mathbf{g}(\mathrm{sk})=\mathrm{pk}$. Equivalently, we can write

$$
\mathbf{w}(\mathrm{pk}, i):=\left(\mathbf{e}\left(\mathbf{g}(\mathrm{sk}), \mathrm{sk}_{1}, r_{1, \mathrm{pk}}(i)\right), \ldots, \mathbf{e}\left(\mathbf{g}(\mathrm{sk}), \mathrm{sk}_{n}, r_{n, \mathrm{pk}}(i)\right)\right),
$$

where $r_{k, \mathrm{pk}}:\{0,1\}^{n} \mapsto\{0,1\}^{n}$ are random functions.
$\underline{\mathbf{w}^{1}}$ : Let $e_{b}(\cdot):=\mathbf{e}\left(\mathrm{pk}^{*}, b, \cdot\right)$. We modify $\mathbf{w}$ into an oracle $\mathbf{w}^{1}$ s.t.

$$
\mathbf{w}^{1}(\mathrm{pk}, i)=\left\{\begin{array}{ll}
\mathbf{w}(\mathrm{pk}, i), & \text { if } \mathrm{pk} \neq \mathrm{pk}^{*} \\
\left(e_{0}\left(r_{1, \mathrm{pk}}(i)\right), e_{\mathrm{sk}_{2}^{*}}\left(r_{2, \mathrm{pk}}(i)\right), \ldots, e_{\mathrm{sk}_{n}^{*}}\left(r_{n, \mathrm{pk}}(i)\right)\right), & \text { if } \mathrm{pk}=\mathrm{pk}^{*}
\end{array} .\right.
$$

In other words, when $\mathrm{pk}^{*}$ is queried, the encryption of the first bit of $\mathrm{sk}^{*}$ is replaced by the encryption of a zero. All other values returned are the same as in the original $\mathbf{w}$ oracle. We now wish to upper bound

$$
\begin{align*}
& \left|\operatorname{Pr}\left[\mathscr{B}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow \mathrm{sk}^{*}\right]-\operatorname{Pr}\left[\mathscr{B}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}^{1}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow \mathrm{sk}^{*}\right]\right|= \\
& \frac{1}{2}\left|\operatorname{Pr}\left[\mathscr{B}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow \mathrm{sk}^{*} \mid \mathrm{sk}_{1}^{*}=1\right]-\operatorname{Pr}\left[\mathscr{B}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}^{1}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow \mathrm{sk}^{*} \mid \mathrm{sk}_{1}^{*}=1\right]\right| \tag{5.1}
\end{align*}
$$

where the equality follows from the fact that $\mathbf{w}$ is identically distributed to $\mathbf{w}^{1}$ if $\mathrm{sk}_{1}^{*}=0$. We show that for any adversary $\mathscr{B}$, one can construct a IMG adversary $\mathscr{C}$ s.t. Eq. (5.1) is upper bounded by the advantage of $\mathscr{C}$. We show the reduction in Figure 5.4.

First, we see $\mathscr{C}$ simulates perfectly the oracles for queries independent of $\left(\mathrm{sk}^{*}, \mathrm{pk}^{*}\right)$. Indeed, $\mathscr{C}$ samples a valid function $g$ and random injective functions $e(g(s k), \cdot, \cdot)$ for each $s k \neq \mathrm{sk}^{*}$. Then, $\mathscr{C}$ can use its knowledge of these functions to reply to any query $e^{\prime}(\mathrm{pk}, \cdot, \cdot), d^{\prime}(\mathrm{sk}, \cdot), w^{\prime}(\mathrm{pk}, \cdot)$ or $u^{\prime}(\mathrm{pk}, \cdot)$ with $\mathrm{pk} \neq \mathrm{pk}^{*}, \mathrm{sk} \neq \mathrm{sk}^{*}$ as in the original game played by $\mathscr{B}$.

Then, $\mathscr{C}$ sets the encryption oracle for $\mathrm{pk}^{*}$ as

$$
e^{\prime}\left(\mathrm{pk}^{*}, b, r\right)= \begin{cases}e_{0}(r), & \text { if } b=0 \\ e_{1}(r) & \text { if } b=1\end{cases}
$$

where $e_{0}, e_{1}$ are $\mathscr{C}$ 's own oracles. As $e_{0}, e_{1}$ are random one-to-one functions s.t. their image do not intersect, $e^{\prime}\left(\mathrm{pk}^{*}, \cdot, \cdot\right)$ is also a random one-to-one function $\{0,1\}^{n+1} \mapsto\{0,1\}^{3 n}$. Therefore, $e^{\prime}$ simulates perfectly $\mathbf{e}$. Then, $d^{\prime}$ simulates perfectly $\mathbf{d}^{\prime}$ as $\perp$ is returned if it is queried on ( $\mathrm{sk}^{*}, \cdot$ ). Similarly, $u^{\prime}$ perfectly simulates $\mathbf{u}$ by using $\mathscr{C}$ 's own $u$ oracle to reply to queries of the form $u^{\prime}\left(\mathrm{pk}^{*}, \cdot\right)$. Finally, $w^{\prime}\left(\mathrm{pk}^{*}, \cdot\right)$ perfectly simulates $\mathbf{w}$ when $w_{b}:=e_{1}(r(\cdot))$ and perfectly simulates $\mathbf{w}^{1}$ when $w_{b}:=e_{0}(r(\cdot))$, where $r$ is a random function. Indeed, when $\mathscr{C}$ plays the IMG game with $b=1$, on a query $w^{\prime}\left(\mathrm{pk}^{*}, \cdot\right)$ made by $\mathscr{B}, \mathscr{C}$ outputs a ciphertext with the first
component set to $e_{1}(r(\cdot))=e_{\text {sk }_{0}^{*}}(r(\cdot))$ (i.e. the "encryption" of the first bit of $\mathrm{sk}^{*}$, which is equal to 1). Similarly, when $\mathscr{C}$ plays the IMG game with $b=0$, the returned ciphertext has a first component set to $e_{0}(r(\cdot))$, as in the $\mathbf{w}^{1}$ oracle. Hence, $\mathscr{C}$ playing the IMG game with bit $b=1$ $($ resp. $b=0)$ perfectly simulates $\mathscr{B}$ 's view with oracle $\mathbf{w}$ (resp. $\mathbf{w}^{1}$ ) and we have

$$
\begin{aligned}
& \left|\operatorname{Pr}\left[\mathscr{B}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow \mathrm{sk}^{*}\right]-\operatorname{Pr}\left[\mathscr{B}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}^{1}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow \mathrm{sk}^{*}\right]\right| \\
& =\frac{1}{2}\left|\operatorname{Pr}\left[\mathscr{B}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow \mathrm{sk}^{*} \mid \mathrm{sk}_{1}^{*}=1\right]-\operatorname{Pr}\left[\mathscr{B}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}^{1}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow \mathrm{sk}^{*} \mid \mathrm{sk}_{1}^{*}=1\right]\right| \\
& =\left|\operatorname{Pr}\left[\mathscr{C}^{e_{0}, e_{1}, w_{1}, u} \Rightarrow 1\right]-\operatorname{Pr}\left[\mathscr{C}^{e_{0}, e_{1}, w_{0}, u} \Rightarrow 1\right]\right|=\operatorname{negl}(n),
\end{aligned}
$$

where the last equality follows from Corollary 5.6.1.
$\underline{\mathbf{w}^{j}}$ : We successively modify the oracle $\mathbf{w}^{1}$ into an oracle $\mathbf{w}^{j}, j \in[n]$ s.t. on a query ( $\left.\mathrm{pk}^{*}, \cdot\right)$, the $i$-th first components of the resulting ciphertexts are encryptions of a 0 instead of the $i$-th bit of the challenge secret key. Formally, we have

$$
\mathbf{w}^{j}(\mathrm{pk}, i)= \begin{cases}\mathbf{w}(\mathrm{pk}, i), & \text { if } \mathrm{pk} \neq \mathrm{pk}^{*} \\ \left.\left(\ldots, e_{0}\left(r_{j, \mathrm{pk}}(i)\right), e_{\mathrm{sk}_{j+1}^{*}}\left(r_{j+1, \mathrm{pk}}(i)\right)\right), \ldots\right), & \text { if } \mathrm{pk}=\mathrm{pk}^{*}\end{cases}
$$

By a similar reduction to the IMG problem as before, we have for all $j \in\{1, \ldots, n-1\}$

$$
\left|\operatorname{Pr}\left[\mathscr{B}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}^{j}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow \mathrm{sk}^{*}\right]-\operatorname{Pr}\left[\mathscr{B}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}^{j+1}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow \mathrm{sk}^{*}\right]\right|=\operatorname{neg} \mid(n)
$$

$\underline{\mathbf{w}^{n}}$ : Now, $\mathbf{w}^{n}\left(\mathrm{pk}^{*}, \cdot\right)$ returns a vector of ciphertexts encrypting 0 which means we do not use $\mathrm{sk}^{*}$ in $\mathbf{w}^{n}$ anymore. In order to conclude the proof of the lemma, we wish to show that

$$
\operatorname{Pr}\left[\mathscr{B}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}^{n}, \mathbf{u}}\left(g\left(\mathrm{sk}^{*}\right), \mathrm{ct}^{*}\right) \Rightarrow \mathrm{sk}^{*}\right]=\operatorname{negl}(n)
$$

One can see that the oracles $\left(\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}^{n}, \mathbf{u}\right)$ never invert $\mathrm{pk}^{*}$ or use the secret key sk* anymore. The only exception is the decryption oracle that returns $\perp$ whenever sk* is equal to the queried sk. However, this condition can be checked by verifying whether $g(\mathrm{sk})=\mathrm{pk}^{*}$, as $g$ is one-to-one. Hence, we are going to show that if $\mathscr{B}$ outputs sk*, one can build an adversary $\mathscr{D}$ that inverts $g$ on a random image, having access to a partial inverse oracle. We show the adversary in Figure 5.5. As in Lemma 5.6.2, $\mathscr{D}^{g, g_{\neq \mathrm{sk}}{ }^{-1}}$ receives $g\left(\mathrm{sk}^{*}\right)$, where $g$ is a random injective function, $\mathrm{sk}^{*}$ is sampled at random, and the goal is to recover $\mathrm{sk}^{*}$. Note that $\mathrm{sk}^{*}$ and $\mathrm{pk}^{*}=g\left(\mathrm{sk}^{*}\right)$ are distributed as in $\mathscr{B}$ 's game. Then, $\mathscr{D}$ generates a challenge ciphertext ct* using $\mathrm{pk}^{*}$ and runs $\mathscr{B}$ while simulating the oracles (g, e, $\left.\mathbf{d}^{\prime}, \mathbf{w}^{n}, \mathbf{u}\right)$ as follows.

- $g(\mathrm{sk}): \mathscr{D}$ uses its own $g$ oracle to reply to $\mathscr{B}$ 's queries to $\mathbf{g}$. As they are similarly distributed and $\mathrm{pk}^{*}=g(\mathrm{sk})^{*}$, the simulation is perfect.
- $e^{\prime}(\mathrm{pk}, b, r)$ : It simply returns the evaluation of $e(\mathrm{pk}, b, r)$, where $e(\mathrm{pk}, \cdot, \cdot)$ is a random one-to-one function sampled by $\mathscr{D}$. This simulates perfectly $\mathbf{e}$.

| $\mathscr{C}^{\mathscr{B}, e_{0}, e_{1}, w_{b}, u}$ |
| :---: |
| 1: $\quad b^{\prime} \leftarrow \$\{0,1\} ; \mathrm{sk}^{*} \leftarrow \$\{0,1\}^{n}$ |
| 2: $\mathrm{sk}_{0}^{*} \leftarrow 1$ |
| 3: sample $g \leftarrow \operatorname{lnj}_{n, 3 n}$ |
| 4: $\mathrm{pk}^{*} \leftarrow \mathrm{~g}$ ( $\mathrm{sk}^{*}$ ) |
| 5: $\forall \mathrm{pk} \in\{0,1\}^{3 n}$ s.t. $\mathrm{pk} \neq \mathrm{pk}^{*}:$ |
| 6: sample $e(\mathrm{pk}, \cdot, \cdot) \leftarrow \operatorname{lnj}_{n+1,3 n}$ |
| 7: $\forall \mathrm{pk} \in\{0,1\}^{3 n}, i \in[n]$ : |
| 8: $\quad r_{i, \mathrm{pk}} \leftarrow\left\{\left\{f:\{0,1\}^{n} \mapsto\{0,1\}^{n}\right\}\right.$ |
| 9: $\quad r^{*} \leftarrow \mathbb{\{ 0 , 1 \} ^ { n } ; \mathrm { ct } ^ { * } \leftarrow e _ { b ^ { \prime } } ( r ^ { * } )}$ |
| 10: runsk $\leftarrow \$ \mathscr{B}^{g, e^{\prime}, d^{\prime}, w^{\prime}, u^{\prime}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right)$ |
| 11: return $1_{\text {sk }^{\prime}=\text { sk }}$ * |
| $e^{\prime}(\mathrm{pk}, b, r)$ |
| 1 : if $\mathrm{pk}=\mathrm{pk}^{*}$ : |
| 2: return $e_{b}(r)$ |
| 3: return $e(\mathrm{pk}, b, r)$ |

$\frac{d^{\prime}(\mathrm{sk}, \mathrm{ct})}{1: \text { if } \mathrm{sk}=\mathrm{sk}^{*}:}$
$\frac{d^{\prime}(\mathrm{sk}, \mathrm{ct})}{1: \text { if } \mathrm{sk}=\mathrm{sk}^{*}:}$
return $\perp$
return $\perp$
if $\exists(b, r)$ s.t. $e(g(\mathrm{sk}), b, r)=\mathrm{ct}:$
if $\exists(b, r)$ s.t. $e(g(\mathrm{sk}), b, r)=\mathrm{ct}:$
return $b$
return $b$
return $\perp$
return $\perp$
$w^{\prime}(\mathrm{pk}, i)$
$w^{\prime}(\mathrm{pk}, i)$
if $\mathrm{pk}=\mathrm{pk}^{*}$ :
if $\mathrm{pk}=\mathrm{pk}^{*}$ :
$r \leftarrow\left(w_{b}(i), e_{\mathrm{sk}_{2}^{*}}\left(r_{2, \mathrm{pk}}(i)\right), \ldots, e_{\mathrm{sk}_{n}^{*}}\left(r_{n, \mathrm{pk}}(i)\right)\right)$
$r \leftarrow\left(w_{b}(i), e_{\mathrm{sk}_{2}^{*}}\left(r_{2, \mathrm{pk}}(i)\right), \ldots, e_{\mathrm{sk}_{n}^{*}}\left(r_{n, \mathrm{pk}}(i)\right)\right)$
return $r$
return $r$
if $\exists \mathrm{sk}$ s.t. $g(\mathrm{sk})=\mathrm{pk}$ :
if $\exists \mathrm{sk}$ s.t. $g(\mathrm{sk})=\mathrm{pk}$ :


return $r$
return $r$
return $\perp$
return $\perp$
$\frac{u^{\prime}(\mathrm{pk}, \mathrm{ct})}{1: \text { if } \mathrm{pk}=\mathrm{pk}^{*}:}$
$\frac{u^{\prime}(\mathrm{pk}, \mathrm{ct})}{1: \text { if } \mathrm{pk}=\mathrm{pk}^{*}:}$
return $u$ (ct)
return $u$ (ct)
if $\exists(b, r)$ s.t. $e(\mathrm{pk}, b, r)=\mathrm{ct}:$
if $\exists(b, r)$ s.t. $e(\mathrm{pk}, b, r)=\mathrm{ct}:$
return $T$
return $T$
return $\perp$
return $\perp$

Figure 5.4: $\mathscr{C}$ adversary.

- $d^{\prime}(\mathrm{sk}, \mathrm{ct})$ : It returns the decryption of ct or $\perp$ if $s k=s k^{*}$, as in the oracle $\mathbf{d}^{\prime}$. Note that $\mathscr{D}$ uses its own oracle $g$ to check whether $g(s k)=p k^{*}$.
- $w^{\prime}(\mathrm{pk}, i)$ : It simulates $\mathbf{w}^{n}$ perfectly. Indeed, if $\mathrm{pk}=\mathrm{pk}^{*}$ it returns a vector of ciphertexts encrypting 0 . Otherwise, $\mathscr{D}$ uses its own $g_{\neq k^{*}}^{-1}$ to invert pk and encrypts the bits of the corresponding secret key.
- $u(\mathrm{pk}, \mathrm{ct})$ : It simulates perfectly $\mathbf{u}$ as $\mathscr{D}$ uses its knowledge of $e(\mathrm{pk}, \cdot, \cdot)$ to check whether ct is a valid image.

Note that while the simulated oracles are described in a classical way, $\mathscr{D}$ implements them as quantum accessible oracles. This can be done with a polynomial number of quantum queries to its own oracles, as described before. Finally, we get

$$
\operatorname{Pr}\left[\mathscr{B}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}^{n}, \mathbf{u}}\left(g\left(\mathrm{sk}^{*}\right), \mathrm{ct}^{*}\right) \Rightarrow \mathrm{sk}^{*}\right]=\operatorname{Pr}\left[\mathscr{D}^{g, g_{\neq \mathrm{sk}}^{-1}}\left(g\left(\mathrm{sk}^{*}\right)\right) \Rightarrow \mathrm{sk}^{*}\right]=\operatorname{negl}(n),
$$

where the last equality follows from Lemma 5.6.2. Collecting the probabilities as in a standard hybrid argument concludes the proof of Lemma 5.7.1.

Game $\Gamma^{2}$ : We recall that $\Gamma^{1}$ is the IND-CPA game except the oracle $\mathbf{d}$ has been modified into

|  |
| :---: |
| 1: $b^{\prime} \leftarrow\{40,1\}$ |
| 2: $\forall \mathrm{pk} \in\{0,1\}^{3 n}$ : |
| 3: sample $e($ pk,,$\cdot,) \leftarrow \operatorname{lnj}_{n+1,3 n}$ |
| 4: $\quad \forall i \in\{0,1\}^{n}$ : |
| 5: $\quad r_{i, \mathrm{pk}} \leftarrow$ ¢ $\left\{f:\{0,1\}^{n} \mapsto\{0,1\}^{n}\right\}$ |
| $6: \quad r^{*} \leftarrow \$\{0,1\}^{n} ; \mathrm{ct}^{*} \leftarrow e\left(\mathrm{pk}^{*}, b^{\prime}, r^{*}\right)$ |
| 7: $\mathrm{sk}^{\prime} \leftarrow \mathscr{B}^{\mathrm{g}}{ }^{\text {e }}$, $d^{\prime}, w^{\prime}, u^{\prime}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right)$ |
| 8: return $\mathrm{sk}^{\prime}$ |
| $e^{\prime}(\mathrm{pk}, b, r)$ |
| 1: return $e(\mathrm{pk}, b, r)$ |

$\frac{u^{\prime}(\mathrm{pk}, \mathrm{ct})}{1: \quad \text { if } \exists(b, r) \text { s.t. } e(\mathrm{pk}, b, r)=\mathrm{ct}:}$
$\frac{u^{\prime}(\mathrm{pk}, \mathrm{ct})}{1: \quad \text { if } \exists(b, r) \text { s.t. } e(\mathrm{pk}, b, r)=\mathrm{ct}:}$
$\frac{u^{\prime}(\mathrm{pk}, \mathrm{ct})}{1: \quad \text { if } \exists(b, r) \text { s.t. } e(\mathrm{pk}, b, r)=\mathrm{ct}:}$
$\frac{u^{\prime}(\mathrm{pk}, \mathrm{ct})}{1: \quad \text { if } \exists(b, r) \text { s.t. } e(\mathrm{pk}, b, r)=\mathrm{ct}:}$
return $T$
return $T$
return $\perp$
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\(w^{\prime}(\mathrm{pk}, i)\)
\(1: \quad\) if \(\mathrm{pk}=\mathrm{pk}^{*}:\)
\(2: \quad r \leftarrow\left(e\left(0, r_{1, \mathrm{pk}}(i)\right), \ldots, e\left(0, r_{n, \mathrm{pk}}(i)\right)\right)\)
\(3: \quad\) return \(r\)
\(4:\)
\(5: \quad\) sk \(\leftarrow g_{\neq \mathrm{sk}^{*}}^{-1}(\mathrm{pk})\)
\(5:\)
if \(\mathrm{sk}=\perp:\) return \(\perp_{6:} \quad r \leftarrow\left(e\left(\mathrm{pk}^{\mathrm{sk}}, \mathrm{sk}_{1}, r_{1, \mathrm{pk}}(i)\right), \ldots, e\left(\mathrm{pk}^{2}, \mathrm{sk}_{n}, r_{n, \mathrm{pk}}(i)\right)\right)\)
\(7: \quad\) return \(r\)
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$3: \quad$ return $r$
$4:$
$5: \quad$ sk $\leftarrow g_{\neq \mathrm{sk}^{*}}^{-1}(\mathrm{pk})$
$5:$
if $\mathrm{sk}=\perp:$ return $\perp_{6:} \quad r \leftarrow\left(e\left(\mathrm{pk}^{\mathrm{sk}}, \mathrm{sk}_{1}, r_{1, \mathrm{pk}}(i)\right), \ldots, e\left(\mathrm{pk}^{2}, \mathrm{sk}_{n}, r_{n, \mathrm{pk}}(i)\right)\right)$
$7: \quad$ return $r$
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\(1: \quad\) if \(\mathrm{pk}=\mathrm{pk}^{*}:\)
\(2: \quad r \leftarrow\left(e\left(0, r_{1, \mathrm{pk}}(i)\right), \ldots, e\left(0, r_{n, \mathrm{pk}}(i)\right)\right)\)
\(3: \quad\) return \(r\)
\(4:\)
\(5: \quad\) sk \(\leftarrow g_{\neq \mathrm{sk}^{*}}^{-1}(\mathrm{pk})\)
\(5:\)
if \(\mathrm{sk}=\perp:\) return \(\perp_{6:} \quad r \leftarrow\left(e\left(\mathrm{pk}^{\mathrm{sk}}, \mathrm{sk}_{1}, r_{1, \mathrm{pk}}(i)\right), \ldots, e\left(\mathrm{pk}^{2}, \mathrm{sk}_{n}, r_{n, \mathrm{pk}}(i)\right)\right)\)
\(7: \quad\) return \(r\)
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$2: \quad r \leftarrow\left(e\left(0, r_{1, \mathrm{pk}}(i)\right), \ldots, e\left(0, r_{n, \mathrm{pk}}(i)\right)\right)$
$3: \quad$ return $r$
$4:$
$5: \quad$ sk $\leftarrow g_{\neq \mathrm{sk}^{*}}^{-1}(\mathrm{pk})$
$5:$
if $\mathrm{sk}=\perp:$ return $\perp_{6:} \quad r \leftarrow\left(e\left(\mathrm{pk}^{\mathrm{sk}}, \mathrm{sk}_{1}, r_{1, \mathrm{pk}}(i)\right), \ldots, e\left(\mathrm{pk}^{2}, \mathrm{sk}_{n}, r_{n, \mathrm{pk}}(i)\right)\right)$
$7: \quad$ return $r$
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Figure 5.5: $\mathscr{D}$ adversary.
an oracle $\mathbf{d}^{\prime}$ that returns $\perp$ on a query (sk $\left.{ }^{*}, \cdot\right)$. Now, we modify $\Gamma^{1}$ into a game $\Gamma^{2}$ by building another "encryption" oracle $\mathbf{e}^{\prime}$ that returns $\perp$ whenever queried on $\left(\mathrm{pk}^{*}, b, r^{*}\right)$ for any bit $b$, where $r^{*}$ is the randomness used to compute the challenge ciphertext (i.e. $\mathrm{ct}^{*}=\mathbf{e}\left(\mathrm{pk}^{*}, b, r^{*}\right)$ ). Formally,

$$
\mathbf{e}^{\prime}(\mathrm{pk}, b, r)=\left\{\begin{array}{ll}
\perp, & \text { if } \mathrm{pk}=\mathrm{pk}^{*} \wedge r=r^{*} \\
\mathbf{e}(\mathrm{pk}, b, r), & \text { otherwise }
\end{array} .\right.
$$

In addition, we modify $\mathbf{w}$ into a $\mathbf{w}^{\prime}$ oracle s.t. it queries $\mathbf{e}^{\prime}$ instead of $\mathbf{e}$. Note that as $\mathbf{w}$ (resp. $\mathbf{w}^{\prime}$ ) encrypts $n$ bits in parallel, one quantum query to $\mathbf{w}$ (resp. $\mathbf{w}^{\prime}$ ) can be computed with $n$ quantum queries to $\mathbf{e}$ (resp. $\mathbf{e}^{\prime}$ ). Thus, in total, there are at most $q+q n$ queries made to $\mathbf{e}$ or $\mathbf{e}^{\prime}$, where $q$ is the number of queries made by $\mathscr{A}$. Then, $\Gamma^{2}$ is the same as $\Gamma^{1}$ except $\mathscr{A}$ has quantum oracle access to $\mathbf{e}^{\prime}$ and $\mathbf{w}^{\prime}$ instead of $\mathbf{e}$ and $\mathbf{w}$. As in the previous transition $\Gamma^{0} \rightarrow \Gamma^{1}$, one can apply Lemma 5.4.1 to get

$$
\begin{aligned}
& \left|\operatorname{Pr}\left[\mathscr{A}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow b\right]-\operatorname{Pr}\left[\mathscr{A}^{\mathbf{g}, \mathbf{e}^{\prime} \mathbf{d}^{\prime}, \mathbf{w}^{\prime}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow b\right]\right| \\
& \leq 2(q+q n) \sqrt{\operatorname{Pr}\left[\mathscr{B}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow r^{*}\right]},
\end{aligned}
$$

where $\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}=\mathbf{e}\left(\mathrm{pk}^{*}, b, r^{*}\right)\right.$ ) is as in the IND-CPA game, and $\mathscr{B}$ runs $\mathscr{A}$ until some random quantum query $q_{i}$ to $\mathbf{e}$ (made by $\mathscr{A}$ or $\mathbf{w}$ ), measures the input register and outputs the last $n$ bits of the result. As before, we are going to upper bound the right-hand side of the equation by
the probability a quantum adversary $\mathscr{F}$ inverts a random one-to-one length-tripling function with the help of a partial inverse oracle. This time, $\mathscr{F}$ will simulate queries of the form $\mathbf{e}\left(\mathrm{pk}^{*}, b, \cdot\right)$ using the function $e \in \operatorname{lnj}_{n, 3 n}$ it wants to invert. We show $\mathscr{F}$ in Figure 5.6. As in previous reductions, $\mathscr{F}$ samples its own functions $g, r_{\mathrm{pk}, i}$ and $e(\mathrm{pk}, \cdot, \cdot)$ for $\mathrm{pk} \neq \mathrm{pk}$. Using these, it can reply consistently to $\mathscr{B}$ 's queries that do not involve sk* or $\mathrm{pk}^{*}$. In addition, $\mathscr{F}$ samples a random challenge bit $b^{\prime}$ that plays the role of the challenge bit of the IND-CPA game. Then, it sets

$$
e^{\prime}\left(\mathrm{pk}^{*}, b, r\right)= \begin{cases}e(r), & \text { if } b=b^{\prime} \\ e_{1-b^{\prime}}(r), & \text { if } b=1-b^{\prime}\end{cases}
$$

where $e$ is the function $\mathscr{F}$ wants to invert and $e_{1-b^{\prime}} \in \operatorname{lnj}_{n, 3 n}$ is sampled by $\mathscr{F}$. Now, as both $e, e_{1-b^{\prime}}$ are injective functions in $\operatorname{lnj}_{n, 3 n}$, the probability that $e^{\prime}\left(\mathrm{pk}^{*}, \cdot, \cdot\right)$ is not a random function from $\operatorname{Inj}_{n+1,3 n}$ is $\operatorname{Pr}[$ coll $]=\operatorname{Pr}\left[\operatorname{lm}(e) \cap \operatorname{Im}\left(e_{1-b^{\prime}}\right) \neq \varnothing\right]=O\left(\frac{1}{2^{n}}\right)$. Thus, assuming coll does not occur, $e^{\prime}\left(\mathrm{pk}^{*}, \cdot, \cdot\right)$ follows the same distribution as $\mathbf{e}$. In addition, $\mathscr{F}$ can simulate perfectly $\mathbf{d}$ and $\mathbf{w}$ using its knowledge of sk* and its own oracles/functions. In particular, each quantum query $\mathbf{w}\left(\mathrm{pk}^{*}, \cdot\right)$ can be simulated with at most $n$ quantum queries to its oracle $e$. Finally, queries of the form $u^{\prime}\left(\mathrm{pk}^{*}, \mathrm{ct}\right)$ for some $\mathrm{ct} \in\{0,1\}^{3 n}$ can be simulated perfectly, as:

- if $\mathrm{ct}=\mathrm{ct}^{*}: \mathscr{F}$ can return T as $\mathrm{ct}^{*}$ is a valid ciphertext.
- if $\mathrm{ct} \neq \mathrm{ct}^{*}: \mathscr{F}$ can query its oracle $e_{\neq r^{*}}^{-1}$ to check whether ct is a valid ciphertext of the form $\mathrm{ct}=e^{\prime}\left(\mathrm{pk}^{*}, b^{\prime}, r\right)$, for some $r$. If that is not the case, $\mathscr{F}$ further checks whether $\mathrm{ct}=e^{\prime}\left(\mathrm{pk}^{*}, 1-b^{\prime}, r\right)$ for some $r$ using its knowledge of $e_{1-b^{\prime}}$.
- if the two previous conditions are not fulfilled, then ct is not a valid ciphertext.

Hence, if coll does not occur, $\mathscr{F}$ simulates perfectly $\mathscr{B}$ 's view and we get

$$
\left.\operatorname{Pr}\left[\mathscr{B}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow r^{*}\right] \leq O\left(\frac{1}{2^{n}}\right)+\operatorname{Pr}\left[\mathscr{F}^{e, e_{\neq r^{*}}^{-1}}\left(e\left(r^{*}\right)\right) \Rightarrow r^{*}\right]=\operatorname{neg} \right\rvert\,(n),
$$

where the last equality follows from Lemma 5.6.2. Thus,

$$
\left|\operatorname{Pr}\left[\mathscr{A}^{\mathbf{g}, \mathbf{e}, \mathbf{d}^{\prime}, \mathbf{w}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow b\right]-\operatorname{Pr}\left[\mathscr{A}^{\mathbf{g} \mathbf{e}^{\prime}, \mathbf{d}^{\prime}, \mathbf{w}^{\prime}, \mathbf{u}}\left(\mathrm{pk}^{*}, c t^{*}\right) \Rightarrow b\right]\right|=\operatorname{neg}(n) .
$$

Finally, we argue that

$$
\operatorname{Pr}\left[\mathscr{A}^{\mathbf{g} \mathbf{e}^{\prime}, \mathbf{d}^{\prime}, \mathbf{w}^{\prime}, \mathbf{u}}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right) \Rightarrow b\right]=\frac{1}{2}
$$

Indeed, we recall that the challenge ciphertext is $\mathrm{ct}^{*}=\mathbf{e}\left(\mathrm{pk}^{*}, b, r^{*}\right)$, where $\mathbf{e}\left(\mathrm{pk}^{*}, \cdot, \cdot\right)$ is a random injective function and $b$ is a random bit. Then, the decryption oracle $\mathbf{d}^{\prime}$ is useless as $\mathbf{d}^{\prime}\left(\mathrm{sk}^{*}\right.$, ,) returns $\perp$, thus $\mathscr{A}$ cannot invert ct ${ }^{*}$. In addition, no oracle (i.e. $\mathbf{e}^{\prime}$ or $\left.\mathbf{w}^{\prime}\right)$ ever returns $\mathbf{e}\left(\mathrm{pk}^{*}, b, r^{*}\right)$ for any bit $b$ (i.e. $\perp$ is returned in both cases). Finally, $\mathbf{u}\left(\mathrm{pk}^{*}, \mathbf{e}\left(\mathrm{pk}^{*}, b, r^{*}\right)\right.$ ) returns T for both $b=0$ and $b=1$. Hence, given $\mathscr{A}$ 's view, $\operatorname{Pr}\left[\mathrm{ct}^{*}=\mathbf{e}\left(\mathrm{pk}^{*}, 0, r^{*}\right)\right]=\operatorname{Pr}\left[\mathrm{ct}^{*}=\mathbf{e}\left(\mathrm{pk}^{*}, 1, r^{*}\right)\right]$ and $\mathscr{A}$ cannot distinguish. Therefore, $\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]=\frac{1}{2}$ and collecting the probabilities concludes the proof.

| $\mathscr{F}^{\mathscr{B}}, e, e_{\neq r^{*}}^{-1}\left(c t^{*}=e\left(r^{*}\right)\right)$ |
| :---: |
| 1: $\quad b^{\prime} \leftarrow \$\{0,1\} ; \mathrm{sk}^{*} \leftarrow \$\{0,1\}^{n}$ |
| 2: sample $g \leftarrow \operatorname{lnj}_{n, 3 n}$ |
| 3: $\mathrm{pk}^{*} \leftarrow g\left(\mathrm{sk}^{*}\right)$ |
| 4: $\quad \forall \mathrm{pk} \neq \mathrm{pk}^{*} \in\{0,1\}^{3 n}:$ |
| 5: sample $e($ pk, $\cdot, \cdot) \leftarrow \$ \operatorname{lnj}_{n+1,3 n}$ |
| 6: $\forall \mathrm{pkk} \in\{0,1\}^{3 n}, \forall i \in\{0,1\}^{n}$ : |
| 7: $\quad r_{i, \mathrm{pk}} \leftarrow\left\{\left\{f:\{0,1\}^{n} \mapsto\{0,1\}^{n}\right\}\right.$ |
| 8: $e_{1-b^{\prime}} \leftarrow \operatorname{lnj}_{n, 3 n}$ |
| 9: $\mathrm{sk}^{\prime} \leftarrow \mathscr{B}^{\mathrm{B}}{ }^{\mathrm{e}} e^{\prime}, d^{\prime}, w^{\prime}, u^{\prime}\left(\mathrm{pk}^{*}, \mathrm{ct}^{*}\right)$ |
| 10: return $\mathrm{sk}^{\prime}$ |
| $e^{\prime}(\mathrm{pk}, b, r)$ |
| 1 : if $\mathrm{pk}=\mathrm{pk}^{*}$ : |
| 2: if $b=b^{\prime}$ : return $e(r)$ |
| 3: else: return $e_{1-b}(r)$ |
| 4: return $e(\mathrm{pk}, b, r)$ |

$d^{\prime}(\mathrm{sk}, \mathrm{ct})$
$d^{\prime}(\mathrm{sk}, \mathrm{ct})$
if $s k=s k^{*}$ :
if $s k=s k^{*}$ :
return $\perp$
return $\perp$
if $\exists(b, r)$ s.t. $e(g(\mathrm{sk}), b, r)=\mathrm{ct}:$
if $\exists(b, r)$ s.t. $e(g(\mathrm{sk}), b, r)=\mathrm{ct}:$
return $b$
return $b$
return $\perp$
return $\perp$
$w^{\prime}(\mathrm{pk}, i)$
$w^{\prime}(\mathrm{pk}, i)$
if $\exists \mathrm{sk}$ s.t. $g(\mathrm{sk})=\mathrm{pk}$ :
if $\exists \mathrm{sk}$ s.t. $g(\mathrm{sk})=\mathrm{pk}$ :
$r \leftarrow\left(e^{\prime}\left(\mathrm{pk}^{\mathrm{sk}}{ }_{1}, r_{1, \mathrm{pk}}(i)\right), \ldots, e^{\prime}\left(\mathrm{pk}, \mathrm{sk}_{n}, r_{n, \mathrm{pk}}(i)\right)\right)$
$r \leftarrow\left(e^{\prime}\left(\mathrm{pk}^{\mathrm{sk}}{ }_{1}, r_{1, \mathrm{pk}}(i)\right), \ldots, e^{\prime}\left(\mathrm{pk}, \mathrm{sk}_{n}, r_{n, \mathrm{pk}}(i)\right)\right)$
return $r$
return $r$
return $\perp$
return $\perp$
$u^{\prime}(\mathrm{pk}, \mathrm{ct})$
$u^{\prime}(\mathrm{pk}, \mathrm{ct})$
if $\mathrm{pk}=\mathrm{pk}^{*}$ :
if $\mathrm{pk}=\mathrm{pk}^{*}$ :
if $\mathrm{ct}=\mathrm{ct}{ }^{*}$ : return $\top$
if $\mathrm{ct}=\mathrm{ct}{ }^{*}$ : return $\top$
if $e_{\neq r^{*}}^{-1}(\mathrm{ct}) \neq \perp$ : return $\top$
if $e_{\neq r^{*}}^{-1}(\mathrm{ct}) \neq \perp$ : return $\top$
if $\exists r$ s.t. $e_{1-b^{\prime}}(r)=\mathrm{ct}:$ return $\top$
if $\exists r$ s.t. $e_{1-b^{\prime}}(r)=\mathrm{ct}:$ return $\top$
return $\perp$
return $\perp$
if $\exists(b, r)$ s.t. $e(\mathrm{pk}, b, r)=\mathrm{ct}:$
if $\exists(b, r)$ s.t. $e(\mathrm{pk}, b, r)=\mathrm{ct}:$
return T
return T
return $\perp$
return $\perp$

Figure 5.6: $\mathscr{F}$ adversary.

Corollary 5.7.1. Let $\mathrm{PKE}_{\mathrm{q}}{ }^{\mathscr{O}}=\left(g^{\mathbf{g}}, \mathbf{e}, \mathbf{d}\right)$ be a PKE relative to $\mathscr{O}$, where $g^{\mathbf{g}}(s)$ sets $\mathrm{sk} \leftarrow s$ and returns (sk, g(sk)). Then, we have

$$
\operatorname{Pr}_{\mathscr{O} \leftarrow \mathbb{S r}}\left[\forall \mathrm{EFF}_{\mathrm{q}} \mathscr{A}: \operatorname{Adv}_{\mathscr{A}^{\mathscr{}}, \mathrm{PKE}_{\mathrm{q}}{ }^{\circ}}^{\text {ind-cpa }}=\operatorname{negl}(n)\right]=1
$$

where $\mathrm{EFF}_{\mathrm{q}}$ stands for "efficient quantum". In other words, for measure 1 of oracles, $\mathrm{PKE}_{\mathrm{q}}{ }^{\mathscr{O}}$ is IND-CPA secure.

Proof. This follows from a now standard trick in impossibility results based on the BorelCantelli lemma, Markov inequalities, and a counting argument (e.g. see Lemma 2 and 5 by Buldas et al. [BN13]). Note, however, that for the proof to work, the set of efficient quantum adversaries must be countable. This is the case here, as we consider uniform quantum circuits, which are countable (as they can be generated by deterministic Turing Machines).

### 5.8 Non-existence of IND-CCA PKE

We first recall which type of constructions we will rule out, namely shielding constructions.

Definition 5.8.1 (Shielding construction). A valid PKE construction relative to $O=(\mathbf{g}, \mathbf{e}, \mathbf{d})$ $\mathrm{PKE}^{O}=\left(\mathrm{Gen}^{\circ}, \mathrm{Enc}^{O}, \mathrm{Dec}^{\circ}\right)$ is shielding iff the decryption function Dec never queries the oracles $\mathbf{e}$. In other words, we can write $\mathrm{PKE}^{O}=\left(\mathrm{Gen}^{\mathbf{g}, \mathrm{e}, \mathrm{d}}, \mathrm{Enc}^{\mathbf{g}, \mathrm{e}}{ }^{\mathbf{d}}, \mathrm{Dec}^{\mathbf{g}, \mathbf{d}}\right)$.

Informally, the decryption function of a PKE resulting from a shielding transform never queries the encryption function of the underlying PKEs.

Now, in order to complete the proof of the impossibility result, we need to show that any shielding black-box construction

$$
\mathrm{PKE}^{O}=\left(\mathrm{Gen}^{\mathbf{g}, \mathbf{e}, \mathbf{d}}, \mathrm{Enc}^{\mathbf{g}, \mathbf{e}, \mathbf{d}}, \mathrm{Dec}^{\mathbf{g}, \mathbf{d}}\right)
$$

is not IND-CCA secure. We can simply reuse Gertner et al.'s result [GMM07], as they showed there exists a classical IND-CCA adversary that breaks any shielding PKE construction. This implies that there is such a quantum adversary as well.

This is stated in the following theorem.
Theorem 5.8.1 (Theorem 2 [GMM07]). Let PKE $=(G e n, E n c, D e c)$ be any shielding construction. Then, there exists a (non-efficient) adversary $\mathscr{A}=\left(\mathscr{A}_{1}, \mathscr{A}_{2}\right)$ making a polynomial number of queries to $(O, R)$ s.t.

$$
\operatorname{Adv}_{\substack{\text { ind } 0, R, P K E E^{o}}}^{\text {ind }} \geq 1-\frac{1}{n},
$$

where the probability of the advantage is taken over the randomness of the game and of the adversary, and the sampling of $(O, R) \leftarrow \Psi$, where $\Psi$ is defined as in Definition 5.5.1.

Proof sketch. We recall the idea of the proof here.

1. In the first step, the public keys $\mathbf{g}(\mathrm{sk})$ for some sk's embedded into the public key $P K$ (which is output by $\mathrm{Gen}^{\circ}$ ) are collected. In order to do this, the adversary executes $\mathrm{Enc}^{\circ}(P K, M, R)$ for many different $M$ and $R$, collecting all pk in queries $\mathbf{e}(\mathrm{pk}, \cdot, \cdot)$ made by Enc. Obviously not all pk's possibly embedded in $P K$ are recovered as some could never be used, but the useful ones (most likely) are. Indeed, the secret keys sk's that are going to be used in decryption should correspond to the public keys used in encryption. Thus, the main goal of the next steps will be to invert the public keys pk's that have been collected in this part.
2. In this step, the public keys corresponding to the IND-CPA scheme are inverted. This is the only part where the decryption oracle provided to the classical adversary in the IND-CCA game is used. The approximate idea is the following. Many ciphertexts $C=\operatorname{Enc}^{O}(P K, M, R)$ for a random bit $M$ and coins $R$ are generated. Then, the process is repeated but in each encryption, some query $\mathbf{e}(\mathrm{pk}, b, r$ ) (for some $b$ and $r$ ) made by Enc is replaced by some value $\mathbf{e}\left(\mathrm{pk}, \mathrm{sk}_{i}, r^{\prime}\right)$ obtained through the $\mathbf{w}$ oracle, where
$\mathrm{pk}=\mathbf{g}(\mathrm{sk})$. Let $C^{\prime}$ be such a modified ciphertext and $C=\operatorname{Enc}^{\circ}(P K, M, R)$ the original one. Then, $C^{\prime}$ is queried to the decryption oracle to get $M^{\prime}=\operatorname{Dec}^{\circ}\left(S K, C^{\prime}\right)$. We first observe that if sk ${ }_{i}=b$, then $M^{\prime}$ should be equal to $M$. Indeed, we replaced ct := $\mathbf{e}(\mathrm{pk}, b, r)$ by $\mathrm{ct}^{\prime}:=\mathbf{e}\left(\mathrm{pk}, b, r^{\prime}\right)$, but since Dec cannot query $\mathbf{e}$, it cannot distinguish ct from $\mathrm{ct}^{\prime}$. Now we can distinguish two cases:

- $M \neq M^{\prime}$ : By the previous observation, it means that (most likely) $b \neq \mathrm{sk}_{i}$ and thus $\mathrm{sk}_{i}=1-b$ can be recovered, as $b$ is known.
- $M=M^{\prime}$ : Either $\mathrm{sk}_{i}=b$ or the ciphertext corresponding to the modified query (or the decryption of the ciphertext) does not impact the decryption result. However, by repeating many times the experiment with different $(M, R)$, it is possible to distinguish both cases with high probability and one can recover the corresponding bit of the secret key sk.

Note that if no ciphertext of the form e(pk, $\cdot, \cdot)$ ever impacts the decryption, the secret key sk s.t. $\mathbf{g}(\mathrm{sk})=\mathrm{pk}$ will not be recovered using this technique. However, it also means that recovering such a secret key is not important as it is not used in decryption. Hence, after this step, all useful sk's should be recovered with high probability.
3. In the last step, using the knowledge of the secret keys recovered and of the queries made throughout the different experiments, the adversary builds a key $S K^{\prime}$ and simulates the decryption algorithm $\operatorname{Dec}^{\circ}$ using its own version $\widehat{\operatorname{Dec}}{ }^{\hat{O}}$. Then, with high probability we will have $\widehat{\operatorname{Dec}}{ }^{\hat{O}}\left(S K^{\prime}, C^{*}\right)=M^{*}$, where $C^{*}$ is the challenge ciphertext and $M^{*}$ the challenge bit of the IND-CCA game (remember we consider 1-bit PKEs). This step is the only non-efficient one, as the adversary needs to sample an oracle $\hat{O}$ consistent with the values observed in the previous step.

Corollary 5.8.1. If $\mathrm{P}=\mathrm{NP}$, for measure one of oracles $(O, R)$, there exists an efficient adversary $\mathscr{A}$ that breaks the IND-CCA security of every shielding construction $\mathrm{PKE}^{O}=\left(\mathrm{Gen}^{O}, \mathrm{Enc}^{O}, \mathrm{Dec}^{O}\right)$.

Proof. This follows from Theorem 5.8.1 and the fact that the adversary defined in the proof is efficient if $\mathrm{P}=\mathrm{NP}$. Indeed, the adversary is efficient except in the last step, where it samples an oracle that must be consistent with the queries seen. Sampling such an oracle is equivalent to sampling an NP witness, which can be done efficiently if $\mathrm{P}=\mathrm{NP}$. More details can be found in the original proof [GMM07].

It follows that that disproving the previous result would imply proving $\mathrm{P} \neq \mathrm{NP}$. However, we note that the assumption $\mathrm{P}=\mathrm{NP}$ is not necessary. One can also embed a PSPACE oracle in the breaking oracle $R$, then the proof holds as $\mathrm{P}^{\mathrm{PSPACE}}=\mathrm{NP}{ }^{\text {PSPACE }}$.

The main result of this chapter then follows.

Chapter 5. Impossibility of Post-Quantum Shielding Black-Box Constructions of CCA from CPA

Theorem 5.8.2. There is no post-quantum shielding black-box construction of IND-CCA PKE from IND-CPA PKEs.

Proof. From Corollaries 5.7.1 and 5.8.1 we know that for measure one of oracles $(O, R)$, INDCPA PKEs exist but IND-CCA PKEs do not. Thus, there exists a tuple of oracle $(O, R)$ s.t. IND-CPA PKEs exist but IND-CCA PKEs do not. Hence, the conditions for Lemma 5.4.3 to hold are fulfilled and that concludes the proof.

## 6 On IND-qCCA Security in the ROM and Its Applications: CPA Security Is Sufficient for TLS 1.3

We showed in the previous chapter that CCA-secure PKE or, equivalently, CCA-secure KEMs can only be obtained from CPA-secure PKE in a black-box way at the price of a re-encryption check. In addition to be quite costly in terms of computation time, we saw that this step can be tricky to implement properly, which can lead to security issues. Since it is impossible to remove it to get IND-CCA in a general way, a natural question is whether IND-CCA security is really necessary in the post-quantum protocols that are meant to replace existing classical ones.

For example, if we consider the flagship example of cryptographic protocols, namely TLS in its current version 1.3 , we know that it is secure classically assuming the underlying primitives are themselves secure. However, as TLS relies on Diffie-Hellman, it would obviously be vulnerable to quantum adversaries. Therefore, in order to remedy this, several post-quantum variants of TLS 1.3 have been proposed. The simplest one is what we will call PQ TLS 1.3, which has been implemented as part of the OQS-OpenSSL project [SM23]. In this version, the changes compared to the standard version of the TLS 1.3 handshake are minimal. That is, the client's (resp. the server's) Diffie-Hellman share is replaced by a public key (resp. a ciphertext encapsulated under the public key), and the shared secret is the key encapsulated in the ciphertext. Several works have analysed the performance and implementation challenges of OQS-OpenSSL (e.g. [CPS19; PST20]).

More recently, based on the observation that (post-quantum) KEM public keys/ciphertexts are usually more compact than (post-quantum) public keys/signatures, Schwabe et al. [SSW20a] proposed KEMTLS as a variant of the TLS 1.3 handshake. The main difference between PQ TLS 1.3 and KEMTLS is that the latter uses a KEM for implicit server authentication instead of a signature. This reduces the overall bandwidth of the handshake and the computation time on the server-side. Thus, two KEMs are used in KEMTLS: one for establishing an ephemeral shared secret and the other one to authenticate the server. While the latter KEM needs to be IND-CCA secure as it uses long-term keys, the authors showed that IND-1CCA security of the former is sufficient for the whole handshake to be secure. That is, the KEM needs to be secure against an adversary that can make a unique decapsulation query. Similarly, in the security
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proof of TLS 1.3 handshake by Dowling et al. [Dow+20], DH key-exchange can be replaced by an IND-1CCA KEM and the proof would still go through.

Therefore, it seems that sometimes IND-1CCA KEMs are sufficient for security, and thus we focus on this primitive in this chapter. More specifically, we study whether IND-1CCA KEMs can be obtained from CPA-secure PKEs through a more efficient transform than FO-like ones (in the ROM and QROM). We reply in the affirmative by showing that IND-1CCA KEMs with much faster decapsulation than FO-derived IND-CCA KEMs can be obtained from any CPAsecure PKE. Using similar tools, we also study the security of the PQ TLS 1.3 handshake when the KEM used for key exchange is only CPA-secure.

The content of this chapter is a joint work with Serge Vaudenay and was published at EUROCRYPT 2022 [HV22].

### 6.1 Contributions

We show how to build an efficient IND-qCCA KEM (i.e. the adversary can only make $q$ decapsulation queries with $q$ constant) from any OW-CPA PKE in the (Q)ROM. The bound has a loss factor of $2^{q}$, making it insecure or impractical for large $q$. However, such construction is sufficient to build an efficient IND-1CCA KEM from any OW-CPA public-key encryption scheme. The transform simply sends a confirmation hash along the ciphertext encrypting the seed. In addition, we prove the security of this construction in the QROM as well.

Such a transform might be useful in several applications such as the KEMTLS protocol [SSW20a] mentioned above, PQ variants of TLS 1.3, or ratcheting, as discussed in Section 6.6.

Similarly, we show that deriving the key as $K:=H(m, c t)$, where $m$ is the seed encrypted in the ciphertext ct, holds an IND-qCCA KEM in the ROM. The security bound is less tight compared to the first transform, having $\mathrm{a} \approx q_{H}^{2 q}$ factor, where $q_{H}$ is the number of queries an adversary can make to the random oracle $H$. The intuition is that any decapsulation query that returns $H(m, c t)$ with $c t \neq c t^{*}$ does not help much the adversary to recover the real key $H\left(m^{*}, \mathrm{ct}^{*}\right)$ due to the independence of RO values. However, each query to the decapsulation oracle still leaks a little information (such as equality between decrypted values), leading to the $\approx q_{H}^{2 q}$ factor.

Compared to the FO transform and its variants, our CPA-to-qCCA transforms offer several advantages. The main one is a significant speedup of the decapsulation, as there is no need for re-encryption. Depending on the cost of encryption of the underlying scheme, the difference can be large. For instance, as shown in Table 6.1 (we leave the benchmarks for SIKE for the sake of completeness), removing the re-encryption check in Kyber or Lightsaber cuts by more than $50 \%$ the decapsulation time on our setup. The speedup is even larger for Frodo ( $>6 \times$ ), which has a slow underlying encryption procedure compared to the decryption. We also note that our transform does not perform de-randomisation of the underlying encryption (i.e. computing the random coins for encapsulation as the hash of the message/seed), removing

| Scheme | Decaps with re-enc. $(\mu \mathrm{s})$ | Decaps without re-enc. $(\mu \mathrm{s})$ | Speedup |
| :---: | :---: | :---: | :---: |
| SIKE $^{*}$ | 2316 | 1020 | 2.27 |
| Kyber | 6.1 | 2.8 | 2.17 |
| Lightsaber | 11.1 | 4.0 | 2.78 |
| Frodo-AES | 295.0 | 48.3 | 6.11 |

Table 6.1: Benchmark of Decaps with/without re-encryption with liboqs (avx2 enabled, NIST security level I) on Ubuntu 21.04, Intel Core i7-1165G7@2.8Ghz.*SIKE has been broken since the publication of this research [CD23].
the need for an additional random oracle.
Another interesting feature of the second transform (i.e. the one where the key is derived as $H(m, \mathrm{ct}))$ is that the symmetric structure of the underlying KEM, if it exists, is preserved. That is, if the underlying KEM is a non-interactive key-exchange (NIKE), the scheme output by our transform will still be a NIKE. For instance, the IND-qCCA KEM derived from Diffie-Hellman or CSIDH [Cas+18] with our second transform will be a NIKE.

We then consider the PQ TLS 1.3 handshake as implemented in OQS-OpenSSL [SM23]. Based on the observation that the key-schedule computes the keys as key-derivation functions (KDFs) applied on the shared secret and (the hash of) the transcript so far (including the ciphertext), we prove that if the KEM is OW-CPA secure, then the handshake is secure in the MultiStage model of Dowling et al. [Dow+20]. The proof is inspired by the proof of security of our second transform. Note that this result holds in the ROM (the KDFs/hash function are assumed to be ROs) and the security bound is very much "non-tight". Still, this shows that CPA-secure KEMs are sufficient for the TLS 1.3 handshake to be secure, solving an open problem raised by several authors (e.g. [Dow+20; PST20]). Then, since one can consider DH as a KEM, this implies that TLS 1.3 is secure as long as the computational Diffie-Hellman (CDH) problem is hard, showing that the PRF-ODH assumption used in the original proof [Dow+20] is not necessary (in the ROM). We note that this last result can also be derived from the fact that DH as used in TLS 1.3 is a IND-1CCA KEM in the ROM, assuming that CDH is hard. We prove this in Appendix A.

Finally, in Section 6.6, we discuss possible use cases of IND-qCCA in the context of communication protocols and ratcheting primitives. In particular, we note that IND-1CCA security is sufficient in many recent applications as the trend is to move to forward secure schemes, which discard key pairs after one use.

## Remark on IND-CPA vs IND-1CCA

We note that plain IND-CPA PQ schemes are often not IND-1CCA. In particular, it is stated in Section 4.3 of the KEMTLS paper [SSW20b]:
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"We leave as an open question to what extent non-FO-protected post-quantum KEMs may be secure against a single decapsulation query, but at this point IND-CCA is the safe choice."

The answer to this question obviously depends on how the "non-FO protected" IND-CPA PKE is used as a KEM. However, if it is used in the trivial way (i.e. $m \leftarrow \$ \mathscr{M}, K:=H(m)$, ct := Enc(pk, $m$ )), the resulting KEM can usually be broken with 1 query for most of the PQ schemes. The adversary receives $K^{*}$, $\mathrm{ct}^{*}:=\operatorname{Enc}\left(\mathrm{pk}, m^{*}\right)$, queries $\mathrm{ct}{ }^{*}+\delta$ and gets back $H\left(m^{*}\right)$ with high probability, if $\delta$ is "small". Then, it can just compare whether $H\left(m^{*}\right)=K^{*}$ or not and break IND-1CCA security. The reaction attacks (like the ones presented in Chapter 3) requiring thousands of queries mentioned in the same paper [SSW20b] are key-recovery attacks, not distinguishing attacks. The simple distinguishing adversary given above actually gives a good intuition of why adding a confirmation hash $H^{\prime}(m, c t)$ along the ciphertext as in our first transform yields an IND-qCCA KEM. In order to submit a valid decapsulation query, the adversary must compute $H^{\prime}(m, c t)$ with $c t \neq c t^{*}$. Hence, the adversary itself needs to query $H^{\prime}(m, c t)$ beforehand, thus it knows $m$ and the decapsulation query is (nearly) useless.

### 6.2 Related Work

The notion of bounded IND-CCA (i.e. IND-qCCA) has been studied in several works. Bellare et al. [BS99] defined the notion of indistinguishability under parallel attack (IND-PA), which can be seen as a generalisation of IND-1CCA, where the adversary can submit once a vector of ciphertexts to a decryption oracle. Cramer et al. [Cra+07] defined IND-qCCA and showed that one can build an IND-qCCA PKE from any CPA-secure PKE in a black-box manner in the standard model, using one-time signatures. While this construction is valid in the standard model and ours in the ROM only, their reduction is inefficient compared to FO transforms, which we aim to improve. Following their work, Peirera et al. [Per+10] built a more efficient IND-qCCA PKE based on the CDH assumption and Yamakawa et al. [Yam+15] proposed other constructions based on the factoring and bilinear CDH assumptions. As far as we know, we are the first to note that a IND-qCCA KEM can be obtained from any CPA-secure PKE through a very simple and efficient transform in the ROM.

Starting from the original Fujisaki-Okamoto transform [FO99; FO13], many works have been dedicated to building variants of FO with tighter security bounds in the QROM (e.g. [HHK17; Bin+19b; Kuc+20; SXY18]). While these are CPA-to-CCA transforms, ours guarantee qCCA security only but at a lesser computational cost.

Dowling et al. [Dow +20 ] proved the security of the standard TLS 1.3 handshake in their MultiStage security model. We extend their result by showing that TLS 1.3 security still holds if the DH key-exchange is replaced by a CPA-secure KEM (in the ROM). In turn, this also implies that the CDH assumption is sufficient for proving the security of the original TLS 1.3, which was based on the PRF-ODH assumption so far. In two more recent papers, Diemert and Jager [DJ21] and Davis and Günther [DG21] aimed at proving a tighter security bound for

| IND-qCCA $_{\text {KEM }}(\mathscr{A})$ |
| :---: |
| 1: $i \leftarrow 0$ |
| 2: (pk,sk) $\$_{\text {Gen }\left(1{ }^{\lambda}\right)}$ |
| 3: $b \leftarrow\{0,1\}$ |
| 4: ct ${ }^{*}, K_{0} \multimap$ Encaps(pk) |
| 5: $K_{1} \leftrightarrows \mathcal{X}$ |
| 6: $b^{\prime} \leftarrow \mathscr{A}^{\mathbb{O}^{\text {Dec }}}\left(\mathrm{pk}, \mathrm{ct}^{*}, K_{b}\right)$ |
| 7: return $1_{b^{\prime}=b}$ |


| $\underline{\mathrm{IND}-\mathrm{qCCA}}{ }_{\mathrm{KEM}}^{\prime}(\mathscr{A})$ |
| :---: |
| 1: $i \leftarrow 0$ |
| 2: (pk,sk) $\sim$ Gen $\left(1^{\lambda}\right)$ |
| 3: ct** $K_{0} \leftarrow$ Encaps(pk) |
| 4: $K_{1} \leftrightarrow \mathcal{K}$ |
| 5: $b^{\prime} \leftarrow \mathscr{A}^{\text {dec }}\left(\mathrm{pk}, \mathrm{ct}^{*}, K_{b}\right)$ |
| 6: return $b^{\prime}$ |


$\frac{\text { Oracle } \mathscr{O}^{\mathrm{Dec}}(\mathrm{ct})}{1: \text { if } \mathrm{ct}=\mathrm{ct}^{*}: \text { return } \perp}$
if $i=q$ : return $\perp$
$K^{\prime} \leftarrow \operatorname{Decaps}(\mathrm{sk}, \mathrm{ct})$
$i \leftarrow i+1$
return $K^{\prime}$

Figure 6.1: Equivalent IND-qCCA games and the decapsulation oracle.

TLS 1.3. Their proofs are valid in the ROM and are based on the Strong Diffie-Hellman (SDH) assumption. Our result on TLS 1.3 is complementary to theirs in the sense that we prove that TLS security holds under a weaker assumption but with a looser security bound.

Brendel et al. [Bre+17] studied the PRF-ODH assumption. In particular, they showed that PRFODH is hard if the SDH assumption holds in the ROM. The PRF-ODH notion considered in their work is generic as the adversary can query two types of "decapsulation" oracles multiple times. On the other hand, if we restrict ourselves to the notion where the adversary can make a unique query (which is sufficient for TLS 1.3 security), we show in Appendix A that CDH hardness is sufficient.

Finally, following the KEMTLS paper [SSW20a], several variants of the protocol (e.g. [SSW21; Gün+22]) as well as a post-quantum replacement of X 3 DH [Bre+22] have been using IND-1CCA KEM as a building block, showing the growing importance of such a notion.

### 6.3 IND-qCCA KEM

We first need to formally define the notion of IND-qCCA, which is defined as IND-CCA (see Definition 2.2.10) but the adversary is limited to $q$ queries in the game.

Definition 6.3.1 (KEM IND-qCCA). We consider the games induced by the pseudocode on the left in Figure 6.1. A KEM scheme KEM = (Gen, Encaps, Decaps) is IND-qCCA iffor any efficient adversary $\mathscr{A}$ we have

$$
\operatorname{Adv}_{\mathscr{A}, \mathrm{KEM}}^{\text {ind-qca }}: \left.=\left\lvert\, \operatorname{Pr}[\operatorname{IND-qCCA} \text { KEM }(\mathscr{A}) \Rightarrow 1]-\frac{1}{2}\right. \right\rvert\,=\operatorname{negl}(\lambda) .
$$

Equivalently, we can consider the game given in the middle in Figure 6.1. Then, a KEM scheme $\mathrm{KEM}=(\mathrm{Gen}, \mathrm{Enc}, \mathrm{Dec})$ is IND-qCCA iffor any efficient adversary $\mathscr{A}$ we have

$$
\operatorname{Adv}_{\mathscr{A}, \mathrm{KEM}}^{\text {ind-qca }}:=\left|\operatorname{Pr}\left[\operatorname{IND}-\mathrm{qCCA}_{\mathrm{KEM}}^{\prime 1}(\mathscr{A}) \Rightarrow 1\right]-\operatorname{Pr}\left[\operatorname{IND}-\mathrm{qCCA}_{\mathrm{KEM}}^{0}(\mathscr{A}) \Rightarrow 1\right]\right|=\operatorname{neg} \mid(\boldsymbol{\lambda})
$$
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 Sufficient for TLS 1.3| $\operatorname{Gen}\left(1^{\lambda}\right)$ | Encaps(pk) | Decaps(sk, ct) |
| :---: | :---: | :---: |
| 1: (pk,sk) ¢\$ $\operatorname{gen}^{\mathrm{p}}\left(1^{\lambda}\right)$ | 1: $\sigma \leftarrow \$ \mathscr{M}$ | 1: $\left(\mathrm{ct}_{0}^{\prime}, \mathrm{tag}^{\prime}\right) \leftarrow \mathrm{ct}$ |
| 2: return (pk, sk) | 2: $\mathrm{ct}_{0} \leftarrow \mathrm{enc}^{\mathrm{p}}(\mathrm{pk}, \sigma)$ | 2: $\quad \sigma^{\prime} \leftarrow \operatorname{dec}^{\mathrm{p}}\left(\mathrm{sk}, \mathrm{ct}_{0}^{\prime}\right)$ |
|  | $3: \operatorname{tag} \leftarrow H^{\prime}\left(\sigma, \mathrm{ct}_{0}\right)$ | 3 : if $H^{\prime}\left(\sigma^{\prime}, \mathrm{ct}_{0}^{\prime}\right) \neq \mathrm{tag}^{\prime}$ : |
|  | 4: $K \leftarrow H(\sigma)$ | 4: return $\perp$ |
|  | 5: return $K$, (ct ${ }_{0}, \mathrm{tag}$ ) | 5: return $H\left(\sigma^{\prime}\right)$ |

Figure 6.2: $\mathrm{T}_{\mathrm{CH}}$ transform.

### 6.4 OW-CPA to IND-qCCA Transforms

We first prove the following simple lemma, which states that a OW-CPA PKE is OW-PCA up to a factor $2^{q}$, where $q$ is the number of queries one can make to the plaintext-checking oracle.

Lemma 6.4.1. Let PKE be a $P K E$. Then, for any efficient $O W-P C A$ adversary $\mathscr{A}$ making at most $q$ queries to the PCO oracle, there exists a $O W-C P A$ adversary $\mathscr{B}$ s.t.

$$
\operatorname{Adv}_{\operatorname{PKE}}^{\mathrm{ow}-\mathrm{pca}}(\mathscr{A}) \leq 2^{q} \cdot \operatorname{Adv}_{\operatorname{PKE}}^{\mathrm{ow}-\mathrm{cpa}}(\mathscr{B})
$$

Proof. We can simply see that the PCO oracle returns 1 bit of information, thus PKE loses at most $q$ bits of security when a PCO oracle is available. More formally, given $\mathscr{A}$, one can build $\mathscr{B}$ as follows. It passes its input to $\mathscr{A}$ and simulates the PCO oracle by sampling a response at random in $\{0,1\}$. Then, it returns the response of $\mathscr{A}$. Its probability of success is $\operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{cpa}}(\mathscr{B}) \geq \frac{1}{2^{q}} \operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{pca}}(\mathscr{A})$, as the probability the $q$ responses are correct is $\frac{1}{2^{q}}$.

We consider the transform $\mathrm{T}_{\mathrm{CH}}$ given in Figure 6.2. This construction takes a $\mathrm{PKE} \mathrm{PKE}=$ (gen ${ }^{\text {p }}$, enc $^{\mathrm{P}}, \mathrm{dec}^{\mathrm{P}}$ ) and outputs a KEM (Gen, Encaps, Decaps). Note that $\mathrm{T}_{\mathrm{CH}}$ is basically the REACT transform [OP01] without the asymmetric part (to get a KEM instead of a PKE).

We now show that the resulting KEM is IND-qCCA assuming the underlying PKE is OW-PCA.
Theorem 6.4.1. We consider two random oracles $H, H^{\prime}:\{0,1\}^{*} \mapsto\{0,1\}^{n}$. Let KEM be the KEM resulting from applying the $\mathrm{T}_{\mathrm{CH}}$ transform to a $\delta$-correct PKE . Then, for any IND-qCCA adversary $\mathscr{A}$ that makes at most $q_{H}\left(r e s p . q_{H^{\prime}}\right)$ queries to $H$ (resp. $H^{\prime}$ ), there exists a OW-PCA adversary $\mathscr{B}$ s.t.

$$
\operatorname{Adv}_{\mathrm{KEM}}^{\mathrm{ind}-\mathrm{qcca}}(\mathscr{A}) \leq \frac{\left(q+q_{H^{\prime}}+1\right)^{2}}{2^{n}}+\delta+\frac{q}{2^{n}}+\left(q_{H}+q_{H^{\prime}}\right) \cdot \operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow-pca}}(\mathscr{B})
$$

where $\mathscr{B}$ makes at most $q$ queries to its plaintext-checking oracle. In addition, if PKE is a deterministic encryption scheme, the bound becomes

$$
\operatorname{Adv}_{\text {KEM }}^{\mathrm{ind}-\mathrm{qcca}}(\mathscr{A}) \leq \frac{\left(q+q_{H^{\prime}}+1\right)^{2}}{2^{n}}+\delta+\frac{q}{2^{n}}+\operatorname{Adv}_{\mathrm{PKE}}^{\text {ow-pca }}(\mathscr{B})
$$

| $\Gamma^{0-3}(\mathscr{A})$ |
| :---: |
| 1: $(\mathrm{pk}, \mathrm{sk}) \leftarrow \$ \operatorname{Gen}\left(1^{\lambda}\right)$ |
| 2: $b \leftarrow\{\{0,1\}$ |
| 3: $\quad \sigma^{*} \leftarrow\left\{\{0,1\}^{n}\right.$ |
| 4: $\mathrm{ct}_{0}^{*} \leftarrow$ - $\mathrm{enc}^{\mathrm{p}}\left(\mathrm{pk}, \sigma^{*}\right)$ |
| $5: \quad K_{0} \leftarrow H\left(\sigma^{*}\right) ; h^{*} \leftarrow H^{\prime}\left(\sigma^{*}, \mathrm{ct}_{0}^{*}\right)$ |
| 6: $K_{1} \leftarrow \$ \mathcal{K}$ |
| 7: $\mathrm{ct}^{*} \leftarrow\left(\mathrm{ct}_{0}^{*}, h^{*}\right)$ |
| 8: $\quad b^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\text {Dec }}, H, H^{\prime}}\left(\mathrm{pk}, \mathrm{ct}^{*}, K_{b}\right) \quad / / \Gamma^{0-1}$ |
| 9: $b^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\text {Dec2 }}, H, H^{\prime}}\left(\mathrm{pk}, \mathrm{ct}^{*}, K_{b}\right) \quad / / \Gamma^{2-3}$ |
| 10: if query : abort $\\| \Gamma^{3}$ |
| 11: return $1_{b^{\prime}=b}$ |
| $H(\sigma)$ |
| 1: if $\exists h$ s.t. $(\sigma, h) \in \mathscr{L}_{H}$ : <br> 2: return $h$ |
| 3: if $\sigma=\sigma^{*}:$ query $\leftarrow$ true $\quad / / \Gamma^{3}$ |
| 4: $h \leftarrow \$\{0,1\}^{n}$ |
| 5: $\mathscr{L}_{H} \leftarrow \mathscr{L}_{H} \cup\{(\sigma, h)\}$ |
| 6: return $h$ |


| Oracle $\mathscr{O}^{\text {Dec }}$ (ct) |
| :---: |
| 1: if $\mathrm{ct}=\mathrm{ct}^{*}$ : return $\perp$ |
| 2: if more than $q$ queries: |
| 3: return $\perp$ |
| 4: ( $\mathrm{ct}_{0}, h$ ) ct |
| 5: if $\mathrm{ct}_{0}=\mathrm{ct}_{0}^{*}$ or $h=h^{*}: \quad / / \Gamma^{1-3}$ |
| 6: return $\perp / / \Gamma^{1-3}$ |
| 7: $\sigma^{\prime} \leftarrow \operatorname{dec}^{\mathrm{p}}\left(\mathrm{sk}, \mathrm{ct}_{0}^{\prime}\right)$ |
| 8: if $H^{\prime}\left(\sigma^{\prime}, \mathrm{ct}_{0}\right) \neq h$ : |
| 9: return $\perp$ |
| 10: return $H\left(\sigma^{\prime}\right)$ |
| $H^{\prime}(\sigma, \mathrm{ct})$ |
| : if $\exists h$ s.t. $((\sigma$, ct) $), h) \in \mathscr{L}_{H^{\prime}}$ : <br> 2: return $h$ |
| 3: if $\sigma=\sigma^{*}$ : $/ / \Gamma^{3}$ |
| 4: query $\leftarrow$ true $/ / \Gamma^{3}$ |
| 5: $h \multimap\left\{(0,1\}^{n}\right.$ |
| 6: $\mathscr{L}_{H^{\prime}} \leftarrow \mathscr{L}_{H^{\prime}} \cup\{((\sigma, \mathrm{ct}), h)\}$ |
| 7: if $\exists x, x^{\prime}, h$ s.t. $x \neq x^{\prime}$ |
| $\wedge(x, h) \in \mathscr{L}_{H^{\prime}}$ |
| $\wedge\left(x^{\prime}, h\right) \in \mathscr{L}_{H^{\prime}}$ : |
| 10: abort |
| 11: return $h$ |


return $h$

Figure 6.3: Sequence of games for the proof of Theorem 6.4.1. $\mathscr{O}^{\mathrm{PCO}}$ is defined as in the OW-PCA game (see Figure 2.4).

Proof. We proceed by game hopping, the sequence of games is presented in Figure 6.3. Let $\mathscr{L}_{H}$ (resp. $\mathscr{L}_{H^{\prime}}$ ) be the list of queries $(x, h)$ made to the RO $H$ (resp. $H^{\prime}$ ) s.t. $H(x)=h$ (resp. $H^{\prime}(x)=$ $h)$. In addition, let the challenge ciphertext be ct ${ }^{*}=\left(\mathrm{ct}_{0}^{*}, h^{*}\right)$, and $\sigma^{*}$ be s.t. enc ${ }^{\mathrm{p}}\left(\mathrm{pk}, \sigma^{*}\right)=\mathrm{ct}_{0}^{*}$. We start with game $\Gamma^{0}$ which is the IND-qCCA game, except we abort if the adversary finds a collision on $H^{\prime}$ (i.e. $H^{\prime}(x)=H^{\prime}\left(x^{\prime}\right)$ for $x \neq x^{\prime}$ and $\left.(x, h),\left(x^{\prime}, h\right) \in \mathscr{L}_{H^{\prime}}\right)$. This happens with probability at most $\frac{\left(q+q_{H^{\prime}}+1\right)^{2}}{2^{n}}$ and we have

$$
\left|\operatorname{Pr}\left[\operatorname{IND}-\operatorname{qCCA}_{\mathrm{KEM}}(\mathscr{A}) \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{0}(\mathscr{A}) \Rightarrow 1\right]\right| \leq \frac{\left(q+q_{H^{\prime}}+1\right)^{2}}{2^{n}}
$$

Game $\Gamma^{1}$ : The decapsulation oracle is modified s.t. it returns $\perp$ whenever $\mathrm{ct}_{0}^{*}$ or $h^{*}$ is queried (note that both cannot be submitted at the same time). This game is the same as $\Gamma^{0}$ except if the oracle in $\Gamma^{0}$ does not return $\perp$ on such queries. Let bad be this event. We split this into two cases:
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- $\mathscr{O}^{\mathrm{Dec}}\left(\mathrm{ct}_{0}^{*}, h \neq h^{*}\right) \neq \perp$. This happens only if

$$
H^{\prime}\left(\operatorname{Dec}\left(\mathrm{sk}, \mathrm{ct}_{0}^{*}\right), \mathrm{ct}_{0}^{*}\right)=h \neq h^{*}=H^{\prime}\left(\sigma^{*}, \mathrm{ct}_{0}^{*}\right)
$$

In turn, this implies that $\operatorname{Dec}\left(\mathrm{sk}, \mathrm{ct}_{0}^{*}\right) \neq \sigma^{*}$ and thus it is a correctness error. Such an error happens with probability at most $\delta$.

- $\mathscr{O}^{\text {Dec }}\left(\operatorname{ct}_{0} \neq \operatorname{ct}_{0}^{*}, h^{*}\right) \neq \perp$. It means that $h^{*}=H^{\prime}\left(\sigma^{*}, \mathrm{ct}_{0}^{*}\right)=H^{\prime}\left(\sigma^{\prime}, \mathrm{ct}_{0}\right)$, with $\sigma^{\prime} \leftarrow \operatorname{dec}^{\mathrm{p}}\left(\mathrm{sk}, \mathrm{ct}_{0}\right)$, which is not possible since $\mathrm{ct}_{0} \neq \mathrm{ct}_{0}^{*}$ and we assume no collision occurs.

Therefore, overall $\operatorname{Pr}[\mathrm{bad}] \leq \delta$ and

$$
\left|\operatorname{Pr}\left[\Gamma^{0} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]\right| \leq \operatorname{Pr}[\text { bad }] \leq \delta .
$$

Game $\Gamma^{2}$ : We modify the decapsulation oracle into another oracle $\mathscr{O}^{\text {Dec }}{ }^{2}$ as follows. On a decapsulation query $\left(\mathrm{ct}_{0}, h\right.$ ) (with $\sigma^{\prime} \leftarrow \operatorname{Dec}\left(\mathrm{sk}, \mathrm{ct}_{0}\right)$ ):

1. If there is no $\left(\left(*, \mathrm{ct}_{0}\right), h\right)$ in $\mathscr{L}_{H^{\prime}}$ : return $\perp$. This differs from the previous game only if $h=H^{\prime}\left(\sigma^{\prime}, \mathrm{ct}_{0}\right)$ but ( $\left.\sigma^{\prime}, \mathrm{ct}_{0}\right)$ was never queried to $H^{\prime}$. As the RO values are uniformly distributed, this happens with probability at most $\frac{1}{2^{n}}$.
2. If $\left(\left(\sigma, \mathrm{ct}_{0}\right), h\right) \in \mathscr{L}_{H^{\prime}}$ for some $\sigma$ : If $\mathscr{O}^{\mathrm{PCO}}\left(\sigma, \mathrm{ct}_{0}\right):=1_{\operatorname{Dec}\left(\mathrm{sk}^{\prime}, \mathrm{ct}_{0}\right)=\sigma}=1$, return $H(\sigma)$. Otherwise, return $\perp$. This perfectly simulates the previous oracle as $\mathscr{O}^{\mathrm{PCO}}\left(\sigma, \mathrm{ct}_{0}\right)=1$ iff $\sigma=\sigma^{\prime}$ and we know $h=H\left(\sigma=\sigma^{\prime}, \mathrm{ct}_{0}\right)$.
Note that there is at most one $\sigma$ s.t. $\left(\left(\sigma, \mathrm{ct}_{0}\right), h\right) \in \mathscr{L}_{H^{\prime}}$ as we assume no collision occurs. In particular, it means that $\mathscr{O}^{\mathrm{PCO}}$ is called at most once every decapsulation query.

Therefore, by a union bound we get

$$
\left|\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]\right| \leq \frac{q}{2^{n}}
$$

Game $\Gamma^{3}$ : Finally, we abort whenever $\mathscr{A}$ queries $\sigma^{*}$ to $H$ or ( $\left.\sigma^{*}, \cdot\right)$ to $H^{\prime}$. Let this event be query. Note that $\mathscr{A}$ could also learn the value of $H\left(\sigma^{*}\right)$ through a query to $\mathscr{O}^{\text {Dec2 }}$. However, the latter oracle would return $H\left(\sigma^{*}\right)$ only if $\mathscr{A}$ queried $H^{\prime}\left(\sigma^{*}, \cdot\right)$ before (thus triggering query).

Then, we can build a OW-PCA adversary $\mathscr{B}$ (shown in Figure 6.4) that perfectly simulates $\mathscr{A}$ 's view as long as query does not happen. More precisely, $\mathscr{B}$ can simulate the decapsulation oracle using its PCO oracle. Then, on input (pk, $\mathrm{ct}_{0}^{*}$ ), $\mathscr{B}$ runs $\mathscr{A}$ ( pk , $\left.\left(\mathrm{ct}_{0}^{*}, h^{*}\right), K^{*}\right)$, where $h^{*}$ and $K^{*}$ are picked at random. Unless query occurs, $\mathscr{A}$ cannot distinguish between these random

| $\mathscr{B}^{\mathscr{O}^{\mathrm{PCO}}\left(\mathrm{pk}, \mathrm{ct}^{*}\right)}$ |  |
| :--- | :--- |
| $1:$ | init $\mathscr{L}_{H}, \mathscr{L}_{H^{\prime}} \leftarrow \varnothing$ |
| $2:$ | $h^{*} \leftarrow \$\{0,1\}^{n}$ |
| $3:$ | $K^{*} \leftarrow\{0,1\}^{n}$ |
| $4:$ | $\operatorname{simulate} H, H^{\prime}$ for $\mathscr{A}$ with lazy sampling: |
| $5:$ | $\operatorname{run} \mathscr{A}^{H, H^{\prime}, \mathscr{O}^{\text {Dec2 }}\left(\mathrm{pk},\left(\mathrm{ct}^{*}, h^{*}\right), K^{*}\right)}$ |
| $6:$ | $\sigma^{\prime} \leftarrow \$\left\{\sigma: \sigma \in \mathscr{L}_{H}^{\mathscr{A}} \vee(\sigma, *) \in \mathscr{L}_{H^{\prime}}\right\}$ |
| $7:$ | $\operatorname{return} \sigma^{\prime}$ |

Oracle $\mathscr{O}^{\text {Dec2 }}$ (ct)
Oracle $\mathscr{O}^{\text {Dec2 }}$ (ct)
if more than $q$ queries :
if more than $q$ queries :
return $\perp$
return $\perp$
$\left(\mathrm{ct}_{0}, h\right) \leftarrow \mathrm{ct}$
$\left(\mathrm{ct}_{0}, h\right) \leftarrow \mathrm{ct}$
if $\mathrm{ct}_{0}=\mathrm{ct}_{0}^{*}$ or $h=h^{*}:$
if $\mathrm{ct}_{0}=\mathrm{ct}_{0}^{*}$ or $h=h^{*}:$
return $\perp$
return $\perp$
if $\exists \sigma$ s.t. $((\sigma, \mathrm{ct}), h) \in \mathscr{L}_{H^{\prime}}$ :
if $\exists \sigma$ s.t. $((\sigma, \mathrm{ct}), h) \in \mathscr{L}_{H^{\prime}}$ :
if $\mathscr{O}^{\mathrm{PCO}}\left(\sigma, \mathrm{ct}_{0}\right)$ : return $H(\sigma)$
if $\mathscr{O}^{\mathrm{PCO}}\left(\sigma, \mathrm{ct}_{0}\right)$ : return $H(\sigma)$
return $\perp$
return $\perp$

Figure 6.4: $\mathscr{B}$ adversary for the proof of Theorem 6.4.1.
$h^{*}, K^{*}$ and the real ones. Finally, if query occurs, $\mathscr{B}$ can recover $\sigma^{*}$ with probability $\frac{1}{q_{H}+q_{H^{\prime}}}$ by sampling a random $\sigma$ from $S=\left\{\sigma:(\sigma, *) \in \mathscr{L}_{H}^{\mathscr{A}} \vee((\sigma, *), *) \in \mathscr{L}_{H^{\prime}}\right\}$, where $\mathscr{L}_{H}^{\mathscr{A}}$ is the set of queries to $H$ made by $\mathscr{A}$. Thus,

$$
\left|\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{3} \Rightarrow 1\right]\right| \leq \operatorname{Pr}[\text { query }] \leq\left(q_{H}+q_{H^{\prime}}\right) \cdot \operatorname{Adv}_{\mathrm{PKE}}^{\text {ow-pca }}(\mathscr{B}),
$$

where $\mathscr{B}$ makes $q$ query to the PCO oracle. Note that if PKE is deterministic, $\mathscr{B}$ can check whether $\operatorname{Enc}(\mathrm{pk}, \sigma)=\mathrm{ct}_{0}^{*}$ for all $\sigma \in S$ to find $\sigma^{*}$. This fails only if there exists $\sigma^{\prime} \neq \sigma^{*}$ s.t. $\operatorname{Enc}\left(\mathrm{pk}, \sigma^{\prime}\right)=\mathrm{ct}_{0}^{*}$. In turn this implies that there exists $\sigma \in S \cup\left\{\sigma^{*}\right\}$ that would break correctness, but such an event is already covered by the previous $\delta$ factor. In this case, we obtain

$$
\left|\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{3} \Rightarrow 1\right]\right| \leq \operatorname{Pr}[\text { query }] \leq \operatorname{Adv}_{\operatorname{PKE}}^{\text {ow-pca }}(\mathscr{B})
$$

Finally, since $\mathscr{A}$ cannot query $\sigma^{*}$ to $H$ anymore, it cannot distinguish between a random key and $H\left(\sigma^{*}\right)$. Hence, $\operatorname{Pr}\left[\Gamma^{3} \Rightarrow 1\right]=\frac{1}{2}$. Collecting the probabilities concludes the proof.

Corollary 6.4.1. We consider two random oracles $H, H^{\prime}:\{0,1\}^{*} \mapsto\{0,1\}^{n}$. Let KEM be the KEM resulting from applying the $\mathrm{T}_{\mathrm{CH}}$ transform to a $\delta$-correct PKE . Then, for any IND-qCCA adversary $\mathscr{A}$ that makes at most $q_{H}\left(\right.$ resp. $q_{H^{\prime}}$ ) queries to $H$ (resp. $H^{\prime}$ ), there exists a $O W-C P A$ adversary $\mathscr{B}$ s.t.

$$
\operatorname{Adv}_{\mathrm{KEM}}^{\mathrm{ind}-\mathrm{qcca}}(\mathscr{A}) \leq \frac{\left(q+q_{H^{\prime}}\right)^{2}}{2^{n}}+\delta+\frac{q}{2^{n}}+\left(q_{H}+q_{H^{\prime}}+q\right) 2^{q} \cdot \operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{cpa}}(\mathscr{B})
$$

If PKE is deterministic, we get

$$
\operatorname{Adv}_{\mathrm{KEM}}^{\mathrm{ind}-\mathrm{qcca}}(\mathscr{A}) \leq \frac{\left(q+q_{H^{\prime}}\right)^{2}}{2^{n}}+\delta+\frac{q}{2^{n}}+2^{q} \cdot \operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{cpa}}(\mathscr{B})
$$

In particular, in the case of IND-1CCA (i.e. $q=1$ ), if the underlying PKE is OW-CPA, then the KEM obtained from the $T_{C H}$ transform is IND-1CCA with a security loss of $\approx 1$ bit compared to the OW-CPA advantage (if we omit the other negligible terms). Finally, we note that as $q$ is a constant that does not depend on the security parameter of the PKE, if the OW-CPA advantage
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of the PKE is negligible, so is the KEM IND-qCCA one. However, in practice, we would need to set the security parameter to a very large value to guarantee security for more than a few queries.

### 6.4.1 Security in the QROM.

We also show that the $T_{C H}$ transform is secure in the Quantum Random Oracle Model (QROM) by proving that Theorem 6.4.1 holds in the QROM.

Theorem 6.4.2. We consider two quantum random oracles $H, H^{\prime}:\{0,1\}^{*} \mapsto\{0,1\}^{n}$. Let KEM be the KEM resulting from applying the $\mathrm{T}_{\mathrm{CH}}$ transform to $a \mathrm{PKE}$. Then, for any IND-qCCA adversary $\mathscr{A}$ that makes at most $q_{H}$ (resp. $q_{H^{\prime}}$ ) quantum queries to $H$ (resp. $H^{\prime}$ ), there exists a OW-PCA adversary $\mathscr{B}$ that makes at most $q$ queries to its plaintext-checking oracle s.t.

$$
\operatorname{Adv}_{\mathrm{KEM}}^{\text {ind-qcca }}(\mathscr{A}) \leq \delta+2\left(q_{H^{\prime}}+q_{H}+q\right) \sqrt{\operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{pca}}(\mathscr{B})+\epsilon_{1}+q\left(\left(q_{H^{\prime}}+2 q\right) \epsilon_{2}+2 \epsilon_{3}\right)}
$$

where $\epsilon_{1}:=\frac{40 e^{2}\left(q_{H^{\prime}}+q+1\right)^{3}+2}{2^{n}}, \epsilon_{2}:=8 \sqrt{2 / 2^{n}}$ and $\epsilon_{3}:=2 / 2^{n}$.

Proof. Thanks to the use of the extractable RO-simulator (see Definition 2.3.1), the proof technique is very similar to the classical one and most of the QROM subtleties are abstracted away. The sequence of games is shown in Figure 6.5.

Game $\Gamma^{0}$ : This is the original IND-CCA game.

Game $\Gamma^{1}$ : The decapsulation oracle is modified s.t. it returns $\perp$ whenever (ct*, $\cdot$ ) is queried to $\mathscr{O}^{\text {Dec }}$ (note that (ct ${ }^{*}$, tag $^{*}$ ) cannot be queried). This game is the same as $\Gamma^{0}$ except when the oracle in $\Gamma^{0}$ does not return $\perp$ on such queries. Now, let's assume $\mathscr{O}^{\text {Dec }}\left(\right.$ ct $\left.^{*}, \operatorname{tag} \neq \operatorname{tag}^{*}\right) \neq \perp$. This happens only if

$$
H^{\prime}\left(\operatorname{Dec}\left(\mathrm{sk}^{2}, \mathrm{ct}^{*}\right), \mathrm{ct}^{*}\right)=\operatorname{tag} \neq \operatorname{tag}^{*}=H^{\prime}\left(\sigma^{*}, \mathrm{ct}^{*}\right) .
$$

In turn, this implies that $\operatorname{dec}^{\mathrm{p}}\left(\mathrm{sk}, \mathrm{ct}^{*}\right) \neq \sigma^{*}$ and thus the challenge ciphertext in the IND-CCA game would trigger a correctness error. Such an error happens with probability at most $\delta$. Therefore, overall

$$
\left|\operatorname{Pr}\left[\Gamma^{0} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]\right| \leq \delta .
$$

Game $\Gamma^{2}$ : We replace the challenge key $K^{*}$ and tag tag* by random values. As the key is now always random we have

$$
\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]=\frac{1}{2} .
$$

```
\(\Gamma^{0-2}, \Upsilon^{0-7}(\mathscr{A})\)
```

$\Gamma^{0-2}, \Upsilon^{0-7}(\mathscr{A})$
$(\mathrm{pk}, \mathrm{sk}) \leftarrow \$ \operatorname{Gen}\left(1^{\lambda}\right)$
$(\mathrm{pk}, \mathrm{sk}) \leftarrow \$ \operatorname{Gen}\left(1^{\lambda}\right)$
$b \leftarrow \$\{0,1\}$
$b \leftarrow \$\{0,1\}$
$\sigma^{*} \leftarrow \$\{0,1\}^{n}$
$\sigma^{*} \leftarrow \$\{0,1\}^{n}$
$K_{0} \leftarrow H\left(\sigma^{*}\right) ; \mathrm{ct}^{*} \leftarrow \mathrm{enc}^{\mathrm{p}}\left(\mathrm{pk}, \sigma^{*}\right)$
$K_{0} \leftarrow H\left(\sigma^{*}\right) ; \mathrm{ct}^{*} \leftarrow \mathrm{enc}^{\mathrm{p}}\left(\mathrm{pk}, \sigma^{*}\right)$
$\operatorname{tag}^{*} \leftarrow H^{\prime}\left(\sigma^{*}, \mathrm{ct}^{*}\right)$
$\operatorname{tag}^{*} \leftarrow H^{\prime}\left(\sigma^{*}, \mathrm{ct}^{*}\right)$
$K_{0} \leftrightarrow\{0,1\}^{n} ; \operatorname{tag}^{*} \leftrightarrow\{0,1\}^{n} \quad / / \Gamma^{2}, \gamma^{0-7}$
$K_{0} \leftrightarrow\{0,1\}^{n} ; \operatorname{tag}^{*} \leftrightarrow\{0,1\}^{n} \quad / / \Gamma^{2}, \gamma^{0-7}$
$K_{1} \rightsquigarrow\{0,1\}^{n}$
$K_{1} \rightsquigarrow\{0,1\}^{n}$
$b^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\text {Dec }}, H, H^{\prime}}\left(\mathrm{pk},\left(\mathrm{ct}^{*}, \operatorname{tag}^{*}\right), K_{b}\right) \quad / / \Gamma^{0}-\Gamma^{1}$
$b^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\text {Dec }}, H, H^{\prime}}\left(\mathrm{pk},\left(\mathrm{ct}^{*}, \operatorname{tag}^{*}\right), K_{b}\right) \quad / / \Gamma^{0}-\Gamma^{1}$
return $1_{b^{\prime}=b} \quad / / \Gamma^{0}-\Gamma^{2}$
return $1_{b^{\prime}=b} \quad / / \Gamma^{0}-\Gamma^{2}$
$\sigma^{\prime} \leftarrow \$ \operatorname{Ext}^{\mathscr{A}^{\mathscr{O}}}{ }^{\mathrm{Dec}}, H, H^{\prime}\left(\mathrm{pk},\left(\mathrm{ct}^{*}, \mathrm{tag}^{*}\right), K_{b}\right) \quad / / \Upsilon^{0-5}$
$\sigma^{\prime} \leftarrow \$ \operatorname{Ext}^{\mathscr{A}^{\mathscr{O}}}{ }^{\mathrm{Dec}}, H, H^{\prime}\left(\mathrm{pk},\left(\mathrm{ct}^{*}, \mathrm{tag}^{*}\right), K_{b}\right) \quad / / \Upsilon^{0-5}$
$\sigma^{\prime} \rightarrow$ Ext $\theta^{\theta^{\theta^{0} \mathrm{Dec} 2}, H, H^{\prime}}\left(\mathrm{pk},\left(\mathrm{ct}^{*}, \operatorname{tag}^{*}\right), K_{b}\right) / / Y^{6-7}$
$\sigma^{\prime} \rightarrow$ Ext $\theta^{\theta^{\theta^{0} \mathrm{Dec} 2}, H, H^{\prime}}\left(\mathrm{pk},\left(\mathrm{ct}^{*}, \operatorname{tag}^{*}\right), K_{b}\right) / / Y^{6-7}$
for $i \in[q]:\left(\widehat{\sigma}_{i}, \widehat{c t}_{i}\right) \leftarrow \operatorname{S.Ext}\left(\operatorname{tag}_{i}\right) \quad / / \Upsilon^{1-2}$
for $i \in[q]:\left(\widehat{\sigma}_{i}, \widehat{c t}_{i}\right) \leftarrow \operatorname{S.Ext}\left(\operatorname{tag}_{i}\right) \quad / / \Upsilon^{1-2}$
for $i \in[q]: \sigma^{\prime} \leftarrow \operatorname{dec}^{\mathrm{p}}\left(\mathrm{sk}, \mathrm{ct}_{i}\right) ; H^{\prime}\left(\sigma^{\prime}, \mathrm{ct}_{i}\right) \quad / / \Upsilon^{7}$
for $i \in[q]: \sigma^{\prime} \leftarrow \operatorname{dec}^{\mathrm{p}}\left(\mathrm{sk}, \mathrm{ct}_{i}\right) ; H^{\prime}\left(\sigma^{\prime}, \mathrm{ct}_{i}\right) \quad / / \Upsilon^{7}$
return $1_{\sigma^{\prime}=\sigma^{*}} \quad / / \Upsilon^{0-7}$

```
    return \(1_{\sigma^{\prime}=\sigma^{*}} \quad / / \Upsilon^{0-7}\)
```

$H(\sigma), H^{\prime}(\sigma, \mathrm{ct})$
1: use standard QROs to reply $\quad / \Gamma^{0}-\Gamma^{1}$
2: use two QROs $\left(H, H_{\left.\mathrm{ct}_{0}^{*}\right)}^{\prime}\right)$ and $H_{\neq \mathrm{ct}}^{\prime}: \quad \| \Gamma^{2}, \Upsilon^{0}$
3: use compressed oracle instead of $H_{\neq \mathrm{ct}}^{0}:$

```
Oracle \(\mathscr{O}^{\mathrm{Dec}}\) (ct,tag)
```

Oracle $\mathscr{O}^{\mathrm{Dec}}$ (ct,tag)
$i \leftarrow$ query number
$i \leftarrow$ query number
if $(\mathrm{ct}, \mathrm{tag})=\left(\mathrm{ct}^{*}, \mathrm{tag}^{*}\right):$ return $\perp$
if $(\mathrm{ct}, \mathrm{tag})=\left(\mathrm{ct}^{*}, \mathrm{tag}^{*}\right):$ return $\perp$
if $i>q$ : return $\perp$
if $i>q$ : return $\perp$
if $\mathrm{ct}=\mathrm{ct}{ }^{*}: \quad / / \Gamma^{1}-\Gamma^{2}, \mathrm{Y}^{0-5}$
if $\mathrm{ct}=\mathrm{ct}{ }^{*}: \quad / / \Gamma^{1}-\Gamma^{2}, \mathrm{Y}^{0-5}$
return $\perp \quad \| \Gamma^{1}-\Gamma^{2}, \Upsilon^{0-5}$
return $\perp \quad \| \Gamma^{1}-\Gamma^{2}, \Upsilon^{0-5}$
$\sigma^{\prime} \leftarrow \operatorname{dec}^{\mathrm{p}}(\mathrm{sk}, \mathrm{ct})$
$\sigma^{\prime} \leftarrow \operatorname{dec}^{\mathrm{p}}(\mathrm{sk}, \mathrm{ct})$
$(\widehat{\sigma}, \widehat{\mathrm{ct}}) \leftarrow \mathrm{S} . \operatorname{Ext}(\mathrm{tag}) \quad / \Upsilon^{5}$
$(\widehat{\sigma}, \widehat{\mathrm{ct}}) \leftarrow \mathrm{S} . \operatorname{Ext}(\mathrm{tag}) \quad / \Upsilon^{5}$
$\operatorname{tag}^{\prime} \leftarrow H^{\prime}\left(\sigma^{\prime}, \mathrm{ct}\right)$
$\operatorname{tag}^{\prime} \leftarrow H^{\prime}\left(\sigma^{\prime}, \mathrm{ct}\right)$
$(\widehat{\sigma}, \widehat{c t}) \leftarrow \mathrm{S} . \operatorname{Ext}(\operatorname{tag}) \quad / / \Upsilon^{3-4}$
$(\widehat{\sigma}, \widehat{c t}) \leftarrow \mathrm{S} . \operatorname{Ext}(\operatorname{tag}) \quad / / \Upsilon^{3-4}$
if $\operatorname{tag}^{\prime} \neq \operatorname{tag}:$ return $\perp$
if $\operatorname{tag}^{\prime} \neq \operatorname{tag}:$ return $\perp$
if $\left(\widehat{\sigma}_{i}, \widehat{c t}_{i}\right)=\perp: \quad / / \Upsilon^{4-5}$
if $\left(\widehat{\sigma}_{i}, \widehat{c t}_{i}\right)=\perp: \quad / / \Upsilon^{4-5}$
bad $_{i}^{\prime} \leftarrow$ true; abort $\| \Upsilon^{4-5}$
bad $_{i}^{\prime} \leftarrow$ true; abort $\| \Upsilon^{4-5}$
if $\left(\sigma_{i}^{\prime}, \mathrm{ct}_{i}\right) \neq\left(\widehat{\sigma}_{i}, \hat{\mathrm{ct}}_{i}\right) \neq \perp: \quad / \Upsilon^{2-5}$
if $\left(\sigma_{i}^{\prime}, \mathrm{ct}_{i}\right) \neq\left(\widehat{\sigma}_{i}, \hat{\mathrm{ct}}_{i}\right) \neq \perp: \quad / \Upsilon^{2-5}$
bad $\leftarrow$ true; abort $/ / \Upsilon^{2-5}$
bad $\leftarrow$ true; abort $/ / \Upsilon^{2-5}$
return $H\left(\sigma^{\prime}\right)$

```
return \(H\left(\sigma^{\prime}\right)\)
```

Oracle $\mathscr{O}^{\text {Dec2 }}$ (ct,tag)
if $c t=c t^{*}:$ return $\perp$
if more than $q$ queries : return $\perp$
$\sigma^{\prime} \leftarrow \operatorname{dec}^{\mathrm{p}}(\mathrm{sk}, \mathrm{ct}) \quad / / \Upsilon^{6}$
$(\widehat{\sigma}, \widehat{c t}) \leftarrow \mathrm{S} . E x t(\mathrm{tag})$
$\operatorname{tag}^{\prime} \leftarrow H^{\prime}\left(\sigma^{\prime}, \mathrm{ct}\right) \quad / / \Upsilon^{6}$
if $(\widehat{\sigma}, \widehat{c t}) \neq \perp$ and $\widehat{c t}=\mathrm{ct}$ and $\mathscr{O}^{\mathrm{PCO}}(\widehat{\sigma}, \widehat{\mathrm{ct}})$ :
return $H(\widehat{\sigma})$
return $\perp$

Figure 6.5: Sequence of games for Theorem 6.4.2.

We now consider $H^{\prime}$ as two random oracles $H_{\mathrm{ct}^{*}}^{\prime}$ and $H_{\neq \mathrm{ct}^{*}}^{\prime}$, where the former is called on queries of the form $H^{\prime}\left(\mathrm{ct}^{*}, \cdot\right)$, and the latter on queries of the form $H^{\prime}\left(\mathrm{ct} \neq \mathrm{ct}^{*}, \cdot\right)$.

Then, by the OW2H lemma (Lemma 2.3.1) applied on ( $H, H_{\mathrm{ct}^{*}}^{\prime}$ ) with F as in Figure 6.6, we have

$$
\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right] \leq 2\left(q_{H^{\prime}}+q_{H}+q\right) \cdot \sqrt{\operatorname{Pr}[\Upsilon \Rightarrow 1]},
$$

where $\Upsilon^{0}$ is the same game as $\Gamma^{2}$, except that we measure the input register of a random quantum query made to $H, H_{\mathrm{ct}^{*}}^{\prime}$ (by the adversary or the decapsulation oracle) and outputs 1 iff this is equal to the challenge seed $\sigma^{*}$. Note that the number of queries made to this oracle (i.e. to $H$ and $H_{\mathrm{ct}^{*}}^{\prime}$ ) throughout the game is at most $q_{H^{\prime}}+q_{H}+q$ as the adversary can make $q_{H^{\prime}}+q_{H}$ queries to the oracles and the decapsulation oracle makes 1 query to $H$ (and none to $H_{\mathrm{ct}^{*}}^{\prime}$ due to the change in the previous game).
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| $\mathrm{F}\left(\sigma^{*},\left(K^{*}, \mathrm{tag}^{*}\right)\right)$ |  |
| :--- | :--- |
| 1: | $(\mathrm{pk}, \mathrm{sk}) \rightsquigarrow \mathrm{sen}^{\lambda}\left(1^{\lambda}\right)$ |
| 2: | $\mathrm{ct}^{*} \hookrightarrow \mathrm{enc}^{\mathrm{p}}\left(\mathrm{pk}, \sigma^{*}\right)$ |
| 3: | return $\left(\mathrm{pk},\left(\mathrm{ct}^{*}, \operatorname{tag}^{*}\right), K^{*}\right)$ |

Figure 6.6: F function for applying the AOW2H lemma in the proof of Theorem 6.4.2.

Game $\Upsilon^{1}$ : From now on, let $\left(\mathrm{ct}_{1}, \mathrm{tag}_{1}\right), \ldots,\left(\mathrm{ct}_{q}, \mathrm{tag}_{q}\right)$ be the queries to the decapsulation oracle, and $\sigma_{i}^{\prime}:=\operatorname{dec}^{\mathrm{p}}\left(\mathrm{sk}^{\mathrm{ct}}{ }_{i}\right)$ be the decrypted seed from the $i$-th ciphertext. We modify $\Upsilon^{0}$ s.t. the compressed oracle of the extractable RO-simulator $S$ is used instead of the standard RO for $H_{\neq \mathrm{ct}^{*}}^{\prime}$. For the sake of simplicity, we will refer to the compressed RO as $H_{\neq c t^{*}}^{\prime}$ (instead of S. $\left.H_{\neq \mathrm{ct}^{*}}^{\prime}\right)$. In addition, at the end of the game, we call the extractor on all tags $\mathrm{tag}_{1}, \ldots, \mathrm{tag}_{q}$, to get extracted values $\left(\widehat{\sigma}_{1}, \widehat{c t}_{1}\right), \ldots,\left(\widehat{\sigma}_{q}, \widehat{c t}_{q}\right)$. As the standard and compressed oracles are indistinguishable (Property 1 of Def. 2.3.1), and the extractor calls are made at the end of the game, this does not change anything to the outcome and we have

$$
\operatorname{Pr}\left[\Upsilon^{0} \Rightarrow 1\right]=\operatorname{Pr}\left[\Upsilon^{1} \Rightarrow 1\right]
$$

Game $\Upsilon^{2}$ : Let bad be the event that on any query ( $\mathrm{ct}_{i}, \operatorname{tag}_{i}$ ), the decapsulation oracle outputs no error (i.e. $\left.H^{\prime}\left(\sigma_{i}^{\prime}, \mathrm{ct}_{i}\right)=\operatorname{tag}_{i}\right)$ but the corresponding extracted values at the end are such that $\left(\widehat{\sigma}_{i}, \widehat{\mathrm{ct}}_{i}\right) \neq \perp$ and $\left(\widehat{\sigma}_{i}, \widehat{\mathrm{ct}}_{i}\right) \neq\left(\sigma_{i}^{\prime}, \mathrm{ct}_{i}\right)$. Then, by Property 8 of Def. 2.3.1, we have that $\operatorname{Pr}[\mathrm{bad}] \leq \epsilon_{1}$, where $\epsilon_{1}:=\frac{40 e^{2}\left(q_{H^{\prime}}+q+1\right)^{3}+2}{2^{n}}$. Now, let $\Upsilon^{2}$ be the same as $\Upsilon^{1}$, except we abort if bad happens. We get

$$
\operatorname{Pr}\left[\Upsilon^{1} \Rightarrow 1\right]-\operatorname{Pr}\left[\Upsilon^{2} \Rightarrow 1\right] \leq \epsilon_{1}
$$

We note that in the game description in Figure 6.5, we check whether bad happens in the decapsulation oracle for the sake of presentation, even though it is not technically correct (i.e. the values $\left(\widehat{\sigma}_{i}, \widehat{\mathrm{ct}}_{i}\right)$ are not defined at this time). This issue will disappear in the next game.

Game $\Upsilon^{3}$ : We now move all extractions to the corresponding decapsulation query, just after the tag is verified. We have that moving each extraction to the decapsulation oracle implies at most $\left(q_{H^{\prime}}+q\right)$ swaps with RO queries to $H^{\prime}$. Thus, by Property 4 of Def. 2.3.1 we get

$$
\operatorname{Pr}\left[\Upsilon^{1} \Rightarrow 2\right]-\operatorname{Pr}\left[\Upsilon^{1} \Rightarrow 1\right] \leq q\left(q_{H^{\prime}}+q\right) \epsilon_{2}
$$

where $\epsilon_{2}:=8 \sqrt{2 / 2^{n}}$.

Game $\Upsilon^{4}$ : Let bad $_{i}^{\prime}$ be the event that on a query $\left(\mathrm{ct}_{i}, \operatorname{tag}_{i}\right)$, the decapsulation oracle outputs no error (i.e. $\left.H^{\prime}\left(\sigma_{i}^{\prime}, \mathrm{ct}_{i}\right)=\operatorname{tag}_{i}\right)$ but the corresponding extracted values at the end are such that $\left(\widehat{\sigma}_{i}, \widehat{\mathrm{ct}}_{i}\right)=\perp$. By Property 7 of Def. 2.3.1, this happens with probability at most $\epsilon_{3}=2 \cdot 2^{-n}$. Let
$\Upsilon^{4}$ be the same as $\Upsilon^{3}$ except we abort if bad ${ }_{i}^{\prime}$ happens for any $i \in\{1, \ldots, q\}$. Then, we have

$$
\operatorname{Pr}\left[\Upsilon^{3} \Rightarrow 1\right]-\operatorname{Pr}\left[\Upsilon^{4} \Rightarrow 1\right] \leq q \epsilon_{3} .
$$

Game $\Upsilon^{5}$ : In the decapsulation oracle, we move the classical RO query made for tag verification after the extraction. By Property 4 of Def. 2.3.1, we have that

$$
\operatorname{Pr}\left[\Upsilon^{4} \Rightarrow 1\right]-\operatorname{Pr}\left[\Upsilon^{5} \Rightarrow 1\right] \leq q \epsilon_{2} .
$$

Game $\Upsilon^{6}$ : We modify the previous game such that after the extraction in the decapsulation oracle, we call a PCO oracle on the extracted values that returns a bit $r$ that is $1 \mathrm{iff} \operatorname{dec}^{\mathrm{p}}\left(\mathrm{sk}^{\left(\mathrm{ct}_{i}\right)}\right)=$ $\widehat{\sigma}_{i}$. Then, we modify the decapsulation oracle s.t. we return $H\left(\widehat{\sigma}_{i}\right)$ iff $r=1$ and $\widehat{\mathrm{ct}}_{i}=\mathrm{ct}_{i}$. Otherwise, $\perp$ is returned. If the extracted values are null, $\perp$ is returned as well. Now we argue that the decapsulation oracle in $\Upsilon^{5}$ returns identical outputs as the ones in the previous game. We split the analysis in two cases:

1. Assume $H\left(\sigma^{\prime}\right) \neq \perp$ is output by $O^{\text {Dec }}\left(\mathrm{ct}_{i}\right)$ in $\Upsilon^{5}$. Since we assume bad and bad ${ }_{i}^{\prime}$ do not occur, it means that $\left(\widehat{\sigma}_{i}, \widehat{\mathrm{c}}_{i}\right)=\left(\sigma_{i}^{\prime}, \mathrm{ct}_{i}\right)$, and thus the decapsulation oracle in $\Upsilon^{6}$ returns $H\left(\sigma_{i}^{\prime}\right)=H\left(\widehat{\sigma}_{i}\right)$.
2. Assume $H\left(\sigma^{\prime}\right)=\perp$ is output by $O^{\operatorname{Dec}}\left(\mathrm{ct}_{i}\right)$ in $\Upsilon^{5}$ (i.e. the tag verification failed). In addition, let's assume toward contradiction that $\mathrm{O}^{\operatorname{Dec}}\left(\mathrm{ct}_{i}\right)$ outputs $H\left(\widehat{\sigma}_{i}\right) \neq \perp$ in $\Upsilon^{6}$. Since the checks passed, we know that $\widehat{\mathrm{ct}}_{i}=\mathrm{ct}_{i}$ and $\operatorname{dec}^{\mathrm{p}}\left(\mathrm{sk}^{\mathrm{ct}}{ }_{i}\right)=\operatorname{dec}^{\mathrm{p}}\left(\mathrm{sk}^{2}, \mathrm{ct}_{i}\right)=\widehat{\sigma}_{i}=\sigma_{i}^{\prime}$. By Property 6 of Def. 2.3.1, we know that $H^{\prime}\left(\widehat{\sigma}_{i}, \widehat{\mathrm{ct}}_{i}\right)=H^{\prime}\left(\sigma_{i}^{\prime}, \mathrm{ct}_{i}\right)=\operatorname{tag}_{i}$ except with probability at most $\frac{2}{2^{n}}=\epsilon_{3}$. Hence, this contradicts the fact that the tag verification would have failed in $O^{\text {Dec }}\left(\mathrm{ct}_{i}\right)$ in $\Upsilon^{5}$.

We also remove the original tag verification and logic, as these instructions do not influence on the probability of success. In the end, we get

$$
\operatorname{Pr}\left[\Upsilon^{5} \Rightarrow 1\right]-\operatorname{Pr}\left[\Upsilon^{6} \Rightarrow 1\right] \leq q \epsilon_{3} .
$$

Game $\Upsilon^{7}$ : In this last game, we move hash queries to $H^{\prime}$ made during tag verification in the decapsulation oracle to the end of the game. Note that the outputs of the decapsulation oracle are independent of the tag verification now, so we can apply Property 8 of Def. 2.3.1 again. We also remove the call to the decryption procedure as it is not useful anymore. Finally, we change the game s.t. the random query that is measured is taken uniformly at random from the queries made by the adversary to $H$ or $H^{\prime}$, and the queries made by the decapsulation oracle to $H$. In other words, we forget about the queries to $H^{\prime}$ that have been moved at the end of the game. As these queries are classical and are never equal to $H^{\prime}\left(\mathrm{ct}^{*}, \sigma^{*}\right)$, this does not lower the probability of $\Upsilon^{7}$ to output 1 compared to the previous game.
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| $\operatorname{Gen}\left(1^{\lambda}\right)$ | Encaps(pk) | Decaps(sk, ct) |
| :---: | :---: | :---: |
| 1: (pk,sk) $\leftarrow$ ¢ $\operatorname{gen}^{\mathrm{p}}\left(1^{\lambda}\right)$ | 1: $\sigma \leftarrow \mathscr{M}$ | 1: $\quad \sigma^{\prime} \leftarrow \operatorname{dec}^{\mathrm{p}}$ (sk, ct) |
| 2: return (pk, sk) | 2: ct $\leftarrow$ enc $^{\text {p }}$ (pk, $\sigma$ ) | 2: if $\sigma^{\prime}=\perp$ : return $\perp$ |
|  | 3: $K \leftarrow H(\sigma, \mathrm{ct})$ | 3 : return $H\left(\sigma^{\prime}, \mathrm{ct}\right)$ |
|  | 4: return $K, \mathrm{ct}$ |  |

Figure 6.7: $\mathrm{T}_{\mathrm{H}}$ transform.

Thus, we have

$$
\operatorname{Pr}\left[\Upsilon^{6} \Rightarrow 1\right]-\operatorname{Pr}\left[\Upsilon^{7} \Rightarrow 1\right] \leq(q-1) q \epsilon_{2}
$$

as we move at most $q$ queries to $H^{\prime}$ and each is going to be swapped with at most ( $q-1$ ) calls to the extractor.

Now, one can see that a OW-PCA adversary $\mathscr{B}$ can perfectly simulate $\Upsilon^{7}$ as both the challenge key $K_{b}$ and tag tag* are random, and the decapsulation oracle can be perfectly simulated with a plaintext-checking oracle (which is called at most $q$ times). In addition, whenever $\Upsilon^{7}$ outputs $1, \mathscr{B}$ can recover $\sigma^{*}$ from the query measurement. Hence, we have

$$
\operatorname{Pr}\left[Y^{7} \Rightarrow 1\right] \leq \operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{pca}}(\mathscr{B}) .
$$

Collecting the probabilities concludes the proof.
Corollary 6.4.2. We consider two quantum random oracles $H, H^{\prime}:\{0,1\}^{*} \mapsto\{0,1\}^{n}$. Let KEM be the KEM resulting from applying the $\mathrm{T}_{\mathrm{CH}}$ transform to a $\delta$-correct PKE . Then, for any IND-qCCA adversary $\mathscr{A}$ that makes at most $q_{H}\left(\right.$ resp. $q_{H^{\prime}}$ ) queries to $H$ (resp. $H^{\prime}$ ), there exists a OW-CPA adversary $\mathscr{B}$ s.t.

$$
\operatorname{Adv}_{\mathrm{KEM}}^{\mathrm{ind}-q c c a}(\mathscr{A}) \leq \delta+2\left(q_{H^{\prime}}+q_{H}+q\right) \sqrt{2^{q} \cdot \operatorname{Adv}_{\mathrm{PKE}}^{\text {ow-cpa }}(\mathscr{B})+\epsilon_{1}+q\left(\left(q_{H^{\prime}}+2 q\right) \epsilon_{2}+2 \epsilon_{3}\right)},
$$

where $\epsilon_{1}:=\frac{40 e^{2}\left(q_{H^{\prime}}+q+1\right)^{3}+2}{2^{n}}, \epsilon_{2}:=8 \sqrt{2 / 2^{n}}$ and $\epsilon_{3}:=2 / 2^{n}$.

### 6.4.2 Hashing the plaintext and ciphertext

One can also wonder what is the leakage of the decapsulation oracle in the ROM, when the key is simply the hash of the seed and the plaintext. That is, we consider the simple PKE to KEM transform given in Figure 6.7, which we call $\mathrm{T}_{\mathrm{H}}$. Note that this is the same transform as the $\mathrm{U}^{\perp}$ transform from Hofheinz et al. [HHK17] presented in Figure 2.17. We now show that if $q$ is small (logarithmic in the security parameter), then $\mathrm{T}_{H}$ outputs a secure IND-qCCA scheme in the ROM, given that the underlying PKE is OW-CPA.

Theorem 6.4.3. We consider a random oracle $H:\{0,1\}^{*} \mapsto\{0,1\}^{n}$. Let KEM be the KEM resulting from applying the $\mathrm{T}_{\mathrm{H}}$ transform to a $\delta$-correct PKEPKE (which never queries $H$ ). Then, for any

```
\(\mathscr{O}^{\mathrm{i}}\left(\mathscr{L}_{H}, \mathrm{ct}\right)\)
    sort \(\mathscr{L}_{H}\) according to query order :
    \(\mathscr{L}_{H}=\left(\left(\sigma_{i}, \mathrm{ct}_{i}\right), K_{i}\right)_{i \in\left\{1, \ldots,\left|\mathscr{L}_{H}\right|\right\}}\)
    \(\sigma^{\prime} \leftarrow \operatorname{dec}^{\mathrm{p}}(\mathrm{sk}, \mathrm{ct})\)
    if \(\sigma^{\prime}=\perp\) : return \(\perp_{d}\)
    for \(i \in\left\{1, \ldots,\left|\mathscr{L}_{H}\right|\right\}\)
        if \(\mathrm{ct}_{i}=\mathrm{ct}\) and \(\sigma^{\prime}=\sigma_{i}:\)
            return \(i\)
    return \(\perp\)
```

Figure 6.8: $\mathscr{O}^{\mathrm{i}}$ oracle for the proof of Theorem 6.4.3.

IND-qCCA adversary $\mathscr{A}$ that makes at most $q_{H}$ queries to $H$, there exists a OW-CPA adversary $\mathscr{B}$ s.t.

$$
\operatorname{Adv}_{\mathrm{KEM}}^{\mathrm{ind}-\mathrm{qcca}}(\mathscr{A}) \leq q_{H} \cdot\left(\left(q_{H}+1\right)\left(q_{H}+2\right)\right)^{q} \cdot \operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{cpa}}(\mathscr{B}) .
$$

IfPKE is deterministic, we get

$$
\operatorname{Adv}_{\mathrm{KEM}}^{\text {ind-qcca }}(\mathscr{A}) \leq \delta+\left(\left(q_{H}+1\right)\left(q_{H}+2\right)\right)^{q} \cdot \operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{cpa}}(\mathscr{B})
$$

Proof. We start by defining an oracle $\mathscr{O}^{\mathrm{i}}\left(\mathscr{L}_{H}, \mathrm{ct}\right)$ (see Figure 6.8). This oracle returns the index $i$ s.t. $\left(\left(\sigma_{i}, \mathrm{ct}_{i}\right), K_{i}\right) \in \mathscr{L}_{H}$ (we first sort $\mathscr{L}_{H}$ according to some fixed order) and $\mathrm{ct}_{i}=\mathrm{ct}$ and $\operatorname{dec}^{\mathrm{p}}\left(\mathrm{sk}, \mathrm{ct}_{i}\right)=\sigma_{i}$. If such a $i$ does not exist and $\operatorname{dec}^{\mathrm{p}}\left(\mathrm{sk} \mathrm{ct}_{i}\right)=\perp$ it returns $\perp_{d}$, otherwise it returns $\perp$.

Now we show how to simulate the IND-qCCA decapsulation oracle in the ROM, using $\mathscr{O}^{i}$ and $\mathscr{O}^{\mathrm{PCO}}$ only. The original (resp. modified) oracles $\mathscr{O}^{\mathrm{Dec}}$ and $H$ (resp. $\mathscr{O}^{\text {Dec' }}$ and $H^{\prime}$ ) are on the left (resp. right) in Figure 6.9. We now prove that any IND-qCCA adversary cannot distinguish between the real and modified oracles.

First, we show that the outputs of the ROs $H$ and $H^{\prime}$ on any query ( $\sigma, \mathrm{ct}$ ) have the same distribution, given the adversary's view. We break this into four subcases:

- ( $\sigma, \mathrm{ct}$ ) was queried before to $H$ (resp. $H^{\prime}$ ): In this case, both $H$ and $H^{\prime}$ return the value $h$ returned on the previous similar query. Thus, we assume from now on that every RO query made by the adversary is unique.
- ct was never queried to the decapsulation oracle before: In this case, both $H$ and $H^{\prime}$ return a random value $h$ and store the query/response in $\mathscr{L}_{H}$.
- ct was queried to the decapsulation oracle before: In both cases (original and modified oracles) one can see that if the decryption of ct either fails or $\sigma^{\prime}=\operatorname{dec}^{\mathrm{p}}(\mathrm{sk}, \mathrm{ct})$ is different from $\sigma$, then the output of the decapsulation oracle is independent of $H(\sigma, \mathrm{ct})$ (and $\left.H^{\prime}(\sigma, \mathrm{ct})\right)$. In both cases, the ROs sample a fresh value ( $H^{\prime}$ will do so because $\mathscr{O}^{\mathrm{PCO}}(\sigma, \mathrm{ct})$ will output 0 in this case, as $\sigma \neq \sigma^{\prime}$ or the ciphertext is not valid). Now, if ct decrypts
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| Oracle $\mathscr{O}^{\mathrm{Dec}}(\mathrm{ct})$ |
| :--- |
| 1: if $\mathrm{ct}=\mathrm{ct}^{*}:$ return $\perp$ |
| 2: if more than $q$ queries : |
| 3: return $\perp$ |
| $4:$ |
| $\sigma^{\prime} \leftarrow \operatorname{dec}^{\mathrm{p}}(\mathrm{sk}, \mathrm{ct})$ |
| $5:$ |
| if $\sigma^{\prime}=\perp:$ return $\perp$ |
| $6:$ |
| return $H\left(\sigma^{\prime}, c \mathrm{ct}\right)$ |


| $H(\sigma, \mathrm{ct})$ |
| :--- |
| $1: \quad$ if $\exists h$ s.t. $((\sigma, \mathrm{ct}), h) \in \mathscr{L}_{H}:$ |
| $2: \quad$ return $h$ |
| $3: \quad h \leftarrow\left\{\{0,1\}^{n}\right.$ |
| $4: \quad \mathscr{L}_{H} \leftarrow \mathscr{L}_{H} \cup\{((\sigma, \mathrm{ct}), h)\}$ |
| $5: \quad$ return $h$ |

Oracle $\mathscr{O}^{\operatorname{Dec}^{\prime}}$ (ct)
Oracle $\mathscr{O}^{\operatorname{Dec}^{\prime}}$ (ct)
if $\mathrm{ct}=\mathrm{ct}^{*}:$ return $\perp$
if $\mathrm{ct}=\mathrm{ct}^{*}:$ return $\perp$
if more than $q$ queries : return $\perp$
if more than $q$ queries : return $\perp$
if $\exists K$ s.t. $(\mathrm{ct}, K) \in \mathscr{L}_{K}$ :
if $\exists K$ s.t. $(\mathrm{ct}, K) \in \mathscr{L}_{K}$ :
return $K$
return $K$
$i \leftarrow \mathscr{O}^{\mathbf{i}}\left(\mathscr{L}_{H}, \mathrm{ct}\right)$
$i \leftarrow \mathscr{O}^{\mathbf{i}}\left(\mathscr{L}_{H}, \mathrm{ct}\right)$
if $i=\perp_{d}$ : return $\perp$
if $i=\perp_{d}$ : return $\perp$
if $i \neq \perp$ :
if $i \neq \perp$ :
$\left(\left(\sigma_{i}, \mathrm{ct}_{i}\right), K_{i}\right) \leftarrow \mathscr{L}_{H}[i]$
$\left(\left(\sigma_{i}, \mathrm{ct}_{i}\right), K_{i}\right) \leftarrow \mathscr{L}_{H}[i]$
return $K_{i} \quad / /$ return $i$-th valued returned by $H^{\prime}$
return $K_{i} \quad / /$ return $i$-th valued returned by $H^{\prime}$
$K \leftarrow\{\{0,1\}$
$K \leftarrow\{\{0,1\}$
$\mathscr{L}_{K} \leftarrow \mathscr{L}_{K} \cup\{(\mathrm{ct}, K)\}$
$\mathscr{L}_{K} \leftarrow \mathscr{L}_{K} \cup\{(\mathrm{ct}, K)\}$
return $K$
return $K$
$\frac{H^{\prime}(\sigma, \mathrm{ct})}{1: \text { if } \exists h \text { s.t. }((\sigma, \mathrm{ct}), h) \in \mathscr{L}_{H}:}$
$\frac{H^{\prime}(\sigma, \mathrm{ct})}{1: \text { if } \exists h \text { s.t. }((\sigma, \mathrm{ct}), h) \in \mathscr{L}_{H}:}$
return $h$
return $h$
if $\exists K$ s.t. $(\mathrm{ct}, K) \in \mathscr{L}_{K}$ :
if $\exists K$ s.t. $(\mathrm{ct}, K) \in \mathscr{L}_{K}$ :
if $\mathscr{O}^{\left.\mathrm{PCO}_{(\sigma, c \mathrm{t}}\right)}$ :
if $\mathscr{O}^{\left.\mathrm{PCO}_{(\sigma, c \mathrm{t}}\right)}$ :
$\mathscr{L}_{H} \leftarrow \mathscr{L}_{H} \cup\{((\sigma, \mathrm{ct}), K)\}$
$\mathscr{L}_{H} \leftarrow \mathscr{L}_{H} \cup\{((\sigma, \mathrm{ct}), K)\}$
return $K$
return $K$
$h \leftarrow\left\{\{0,1\}^{n}\right.$
$h \leftarrow\left\{\{0,1\}^{n}\right.$
$\mathscr{L}_{H} \leftarrow \mathscr{L}_{H} \cup\{((\sigma, \mathrm{ct}), h)\}$
$\mathscr{L}_{H} \leftarrow \mathscr{L}_{H} \cup\{((\sigma, \mathrm{ct}), h)\}$
return $h$
return $h$

Figure 6.9: Original and modified oracles for the proof of Theorem 6.4.3.
to $\sigma$, the original decapsulation oracle outputs $H(\sigma, c t)$. In the modified game, the decapsulation oracle outputs a random $K$. Indeed, as we assume ( $\sigma, \mathrm{ct}$ ) was never queried to $H, \mathscr{O}^{\mathrm{i}}\left(\mathscr{L}_{H}, \mathrm{ct}\right)$ outputs $\perp$. Then, the modified RO will output the same $K$, as $\mathscr{O}^{\mathrm{PCO}}(\sigma, \mathrm{ct})$ will verify. In both cases, the ROs output the same value as the decapsulation oracle.

We now show that the decapsulation oracles $\mathscr{O}^{\mathrm{Dec}}$ and $\mathscr{O}^{\mathrm{Dec}}{ }^{\prime}$ are indistinguishable. Let ct be the queried ciphertext and $\sigma=\operatorname{dec}^{\mathrm{p}}(\mathrm{sk}, \mathrm{ct})$.

- $\mathrm{ct}=\mathrm{ct}^{*}$ : both oracles return $\perp$.
- $\sigma=\perp$ : Both oracles return $\perp$, as $\mathscr{O}^{\mathrm{i}}\left(\mathscr{L}_{H}, \mathrm{ct}\right)$ returns $\perp_{d}$.
- $H(\sigma, \mathrm{ct})\left(\right.$ resp. $\left.H^{\prime}(\sigma, \mathrm{ct})\right)$ was never queried. Both oracles return a random value if ct was never queried, or a consistent value if it was. It is straightforward to see this is the case in the original oracle. In the modified oracle, as $H^{\prime}(\sigma, \mathrm{ct})$ was never queried, we have $\mathscr{O}^{\mathrm{i}}\left(\mathscr{L}_{H}, \mathrm{ct}\right)$ that returns $\perp$. Thus, the decapsulation oracle returns a random $K$ if ct was not queried or a consistent $K$ if it was.
$\mathscr{B}\left(\mathrm{pk}, \mathrm{ct}^{*}\right)$
$\mathscr{B}\left(\mathrm{pk}, \mathrm{ct}^{*}\right)$
init $\mathscr{L}_{H}, \mathscr{L}_{K} \leftarrow \varnothing$
init $\mathscr{L}_{H}, \mathscr{L}_{K} \leftarrow \varnothing$
init $\mathscr{L}_{q} \leftarrow[]$
init $\mathscr{L}_{q} \leftarrow[]$
$K^{*} \leftrightarrow \mathcal{K}$
$K^{*} \leftrightarrow \mathcal{K}$
$\operatorname{run} \mathscr{A}^{H^{\prime \prime}, \mathscr{C}^{\mathrm{Dec}}}{ }^{\prime \prime}\left(\mathrm{pk}, \mathrm{ct}^{*}, K^{*}\right)$
$\operatorname{run} \mathscr{A}^{H^{\prime \prime}, \mathscr{C}^{\mathrm{Dec}}}{ }^{\prime \prime}\left(\mathrm{pk}, \mathrm{ct}^{*}, K^{*}\right)$
sample random query ( $\sigma^{\prime}$, ct' $^{\prime}$ ) made to $H^{\prime \prime}$
sample random query ( $\sigma^{\prime}$, ct' $^{\prime}$ ) made to $H^{\prime \prime}$
return $\sigma^{\prime}$
return $\sigma^{\prime}$
$H^{\prime \prime}(\sigma, \mathrm{ct})$
$H^{\prime \prime}(\sigma, \mathrm{ct})$
$i_{q} \leftarrow$ query number
$i_{q} \leftarrow$ query number
if $\exists h$ s.t. $((\sigma, \mathrm{ct}), h) \in \mathscr{L}_{H}$ :
if $\exists h$ s.t. $((\sigma, \mathrm{ct}), h) \in \mathscr{L}_{H}$ :
return $h$
return $h$
if $\exists K$ s.t. $(\mathrm{ct}, K) \in \mathscr{L}_{K}$ :
if $\exists K$ s.t. $(\mathrm{ct}, K) \in \mathscr{L}_{K}$ :
if $\mathscr{L}_{q}[\mathrm{ct}]=i_{q}$ :
if $\mathscr{L}_{q}[\mathrm{ct}]=i_{q}$ :
$\mathscr{L}_{H} \leftarrow \mathscr{L}_{H} \cup\{((\sigma, \mathrm{ct}), K)\}$
$\mathscr{L}_{H} \leftarrow \mathscr{L}_{H} \cup\{((\sigma, \mathrm{ct}), K)\}$
return $K$
return $K$
$h \leftarrow \leftarrow\{0,1\}^{n}$
$h \leftarrow \leftarrow\{0,1\}^{n}$
$\mathscr{L}_{H} \leftharpoondown \mathscr{L}_{H} \cup\{((\sigma, \mathrm{ct}), h)\}$
$\mathscr{L}_{H} \leftharpoondown \mathscr{L}_{H} \cup\{((\sigma, \mathrm{ct}), h)\}$
return $h$
return $h$

Oracle $\mathscr{O}^{\text {Dec }}$ (ct)
if $c t=c t^{*}:$ return $\perp$
if more than $q$ queries : return $\perp$
if $\exists K$ s.t. $(\mathrm{ct}, K) \in \mathscr{L}_{K}:$

## return $K$

$i \leftarrow \$\left\{1, \ldots, q_{H}, \perp, \perp_{d}\right\}$
if $i=\perp_{d}$ : return $\perp$
if $i \neq \perp$ :
$\left(\mathrm{ct}_{i}, K_{i}\right) \leftarrow \mathscr{L}_{H}[i]$
return $K_{i} \quad / /$ return $i$-th valued returned by $H^{\prime \prime}$
$K \longleftarrow \$\{0,1\}$
$\mathscr{L}_{K} \leftarrow \mathscr{L}_{K} \cup\{(\mathrm{ct}, K)\}$
$\mathscr{L}_{q}[\mathrm{ct}] \leftarrow \$\left\{0, \ldots, q_{H}\right\}$
return $K$

Figure 6.10: $\mathscr{B}$ adversary for the proof of Theorem 6.4.3.

- $H(\sigma, \mathrm{ct})\left(\right.$ resp. $\left.H^{\prime}(\sigma, c t)\right)$ was queried and it output $K$. Both oracles return $K$. In the modified decapsulation oracle, $\mathscr{O}^{\mathrm{i}}\left(\mathscr{L}_{H}, \mathrm{ct}\right)$ will output a valid $i$ s.t. $H^{\prime}\left(\sigma_{i}\right.$, ct $)=h_{i}$ and $h_{i}$ is returned. Thus, the answer is consistent with the RO.

Now we can prove the theorem by game hopping as before. We define $\Gamma^{0}$ as the original IND-qCCA game.

Game $\Gamma^{1}$ : We modify the original IND-qCCA game into another game $\Gamma^{1}$ where the random/decapsulation oracles are the modified ones (i.e. $H^{\prime}$ and $\mathscr{O}^{\text {Dec' }}$ ) described above. As shown, both games are indistinguishable and thus

$$
\left|\operatorname{Pr}\left[\Gamma^{0} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]\right|=0
$$

Game $\Gamma^{2}$ : We replace the challenge key by a random one, as in the previous proof. Then, similarly, the real key is indistinguishable from a random one unless $H\left(\sigma^{*}, \mathrm{ct}^{*}\right)$ is queried. We define this event as query and

$$
\left|\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]\right| \leq \operatorname{Pr}[\text { query }] .
$$

We can upper bound this probability by the advantage of a OW-CPA adversary $\mathscr{B}$ against PKE. That is, given a IND-qCCA adversary playing game $\Gamma^{2}$, we build an adversary $\mathscr{B}$ as shown in Figure 6.10. One can see that if $\mathscr{B}$ was simulating $\mathscr{A}$ with the $H^{\prime}$ and $\mathscr{O}^{\text {Dec' }}$ oracles (instead
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of its own oracles $H^{\prime \prime}$ and $\mathscr{O}^{\text {Dec }}$ " , the simulation would be perfect as long as query did not occur. Then, whenever query would happen, $\mathscr{B}$ would recover $\sigma^{*}$ with probability $\frac{1}{q_{H}}$. Now $\mathscr{B}$ does not simulate the modified oracles perfectly but instead makes some guessing in its own oracles $H^{\prime \prime}$ and $\mathscr{O}^{\text {Dec" }}$ :

- $\mathscr{O}^{\text {Dec }}$ : In line $5, i$ is picked at random instead of being the returned value of the $\mathscr{O}^{\mathrm{i}}$ oracle. On each query the simulation is perfect with probability $1 /\left(q_{H}+2\right)$ and overall with probability $\frac{1}{\left(q_{H}+2\right)^{q}}$, as there are at most $q$ queries to this oracle. In line 12 , we associate a random index to each ct s.t. (ct, $*) \in \mathscr{L}_{K}$.
- $H^{\prime \prime}$ : In line 5 , when $(c t, *) \in \mathscr{L}_{K}$, instead of querying the plaintext-checking oracle we check whether the corresponding sampled index $\mathscr{L}_{q}$ [ct] is equal to the query number. If it is, we reply with $K$ s.t. (ct, $K$ ) $\in \mathscr{L}_{K}$ otherwise we proceed as before (i.e. as in $H^{\prime}$ ). Let's assume w.l.o.g that each query to $H^{\prime \prime}$ is unique. For each ct s.t. (ct, $\left.*\right) \in \mathscr{L}_{K}$, there can be at most one query ( $\sigma, c \mathrm{ct}$ ) s.t. $\mathscr{O}^{\mathrm{PCO}}(\sigma, c t)$ returns 1 (it is when $\sigma$ is the decryption of $c t$ ). Here, $\mathscr{B}$ guesses beforehand which query it is (or if no such query will be made) and gets the correct answer with probability $\frac{1}{q_{H}+1}$. Note that $\mathscr{B}$ needs to make one guess per query to $\mathscr{O}^{\text {Dec" }}$ (not per query to $H^{\prime \prime}$ ). Overall, the probability $H^{\prime \prime}$ simulates correctly $H^{\prime}$ is $\frac{1}{\left(q_{H}+1\right)^{q}}$.

From this we can deduce that $\mathscr{B}$ correctly simulates $\Gamma^{2}$ with probability $\frac{1}{\left(\left(q_{H}+1\right)\left(q_{H}+2\right)\right)^{q}}$ and wins the OW-CPA game with probability at least $\frac{1}{q_{H}} \cdot \operatorname{Pr}[q u e r y]$. Hence,

$$
\left|\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]\right| \leq \operatorname{Pr}[\text { query }] \leq q_{H} \cdot\left(\left(q_{H}+1\right)\left(q_{H}+2\right)\right)^{q} \cdot \operatorname{Adv}_{\operatorname{PKE}}^{\text {ow-cpa }}(\mathscr{B})
$$

Note that when PKE is deterministic, in order to recover $\sigma^{*}, \mathscr{B}$ can check which $\sigma^{\prime}$ queried is s.t. Enc $\left(\mathrm{pk}^{*}, \sigma^{\prime}\right)=\mathrm{ct}^{*}$ instead of guessing. This works as long as the challenge seed $\sigma^{*}$ and queried seeds are correct. If that is not the case, one can build an adversary that wins the correctness game defined in Figure 2.2. Note that this adversary knows which will be the correct seed as it is given sk and the PKE is deterministic. As the correctness advantage is upper bounded by $\delta$, we obtain that for deterministic PKEs the last inequality becomes

$$
\left|\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]\right| \leq \operatorname{Pr}[\text { query }] \leq \delta+\left(\left(q_{H}+1\right)\left(q_{H}+2\right)\right)^{q} \cdot \operatorname{Adv}_{\mathrm{PKE}}^{\mathrm{ow}-\mathrm{cpa}}(\mathscr{B}) .
$$

Finally, in game $\Gamma^{2}$, the challenge key is always random and thus $\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]=\frac{1}{2}$. Collecting the probabilities concludes the proof.

### 6.5 CPA-security Is Sufficient for TLS 1.3 in the ROM

We show in this section that a CPA-secure KEM is sufficient for the handshake in TLS 1.3 to be secure in the ROM. The security bound is very loose, but this still solves an interest-

```
IND-1CCA-MACKEM \((\mathscr{A})\)
    \(b \leftarrow\{0,1\}\)
    (pk,sk) \(\leftarrow \$ \operatorname{Gen}\left(1^{\lambda}\right)\)
    \(\mathrm{ct}^{*}, K^{*} \leftarrow\) Encaps(pk)
    \(n^{*} \leftarrow \$\{0,1\}^{n}\)
    \(\mathrm{HS}^{*} \leftarrow G\left(K^{*}\right)\)
    \(\mathrm{CHTS}_{0} \leftarrow H_{1}\left(\mathrm{HS}^{*}, H_{T}\left(\mathrm{ct}^{*}, n^{*}\right)\right)\)
    \(\mathrm{SHTS}_{0} \leftarrow H_{2}\left(\mathrm{HS}^{*}, H_{T}\left(\mathrm{ct}^{*}, n^{*}\right)\right)\)
    \(\mathrm{dHS}_{0} \leftarrow \mathrm{H}_{3}\left(\mathrm{HS}^{*}\right)\)
    \(\left(\mathrm{CHTS}_{1}, \mathrm{SHTS}_{1}, \mathrm{dHS}_{1}\right) \leftarrow\left\{\{0,1\}^{3 n}\right.\)
    \(b^{\prime} \leftarrow \mathscr{A}^{\mathscr{C}^{\mathrm{Dec}}, \mathscr{O}_{\mathrm{MAC}}^{\mathrm{Dec}}, G,\left\{H_{i} i_{i \in[4]}\right.}\left(\mathrm{pk}, \mathrm{ct}^{*}, n^{*}\right.\),
            \(\left.\left(\mathrm{CHTS}_{b}, \mathrm{SHTS}_{b}, \mathrm{dHS}_{b}\right)\right)\)
    return \(1_{b^{\prime}=b}\)
```

```
Oracle \(\mathscr{O}^{\mathrm{Dec}}((\mathrm{ct}, n))\)
```

Oracle $\mathscr{O}^{\mathrm{Dec}}((\mathrm{ct}, n))$
if more than 1 query: return $\perp$
if more than 1 query: return $\perp$
if $(c t, n)=\left(c t^{*}, n^{*}\right):$ return $\perp$
if $(c t, n)=\left(c t^{*}, n^{*}\right):$ return $\perp$
$K^{\prime} \leftarrow \operatorname{Decaps}(s k, c t)$
$K^{\prime} \leftarrow \operatorname{Decaps}(s k, c t)$
if $K^{\prime}=\perp$ : return $\perp$
if $K^{\prime}=\perp$ : return $\perp$
$\mathrm{HS}^{\prime} \leftarrow G\left(K^{\prime}\right)$
$\mathrm{HS}^{\prime} \leftarrow G\left(K^{\prime}\right)$
$\mathrm{CHTS} \leftarrow H_{1}\left(\mathrm{HS}^{\prime}, H_{T}(\mathrm{ct}, n)\right)$
$\mathrm{CHTS} \leftarrow H_{1}\left(\mathrm{HS}^{\prime}, H_{T}(\mathrm{ct}, n)\right)$
$\mathrm{SHTS} \leftarrow H_{2}\left(\mathrm{HS}^{\prime}, H_{T}(\mathrm{ct}, n)\right)$
$\mathrm{SHTS} \leftarrow H_{2}\left(\mathrm{HS}^{\prime}, H_{T}(\mathrm{ct}, n)\right)$
$\mathrm{tk}_{\mathrm{c}} \leftarrow H_{D}$ (CHTS)
$\mathrm{tk}_{\mathrm{c}} \leftarrow H_{D}$ (CHTS)
$\mathrm{tk}_{\mathrm{s}} \leftarrow H_{D}(\mathrm{SHTS})$
$\mathrm{tk}_{\mathrm{s}} \leftarrow H_{D}(\mathrm{SHTS})$
return $\left(\mathrm{tk}_{\mathrm{c}}, \mathrm{tk}_{\mathrm{s}}\right)$
return $\left(\mathrm{tk}_{\mathrm{c}}, \mathrm{tk}_{\mathrm{s}}\right)$
Oracle $\mathscr{O}_{\text {MAC }}^{\mathrm{Dec}}(\mathrm{ct}, n$, tag, txt $)$
Oracle $\mathscr{O}_{\text {MAC }}^{\mathrm{Dec}}(\mathrm{ct}, n$, tag, txt $)$
if more than 1 query: return $\perp$
if more than 1 query: return $\perp$
if $(c t, n)=\left(c t *, n^{*}\right):$ return $\perp$
if $(c t, n)=\left(c t *, n^{*}\right):$ return $\perp$
$K^{\prime} \leftarrow$ Decaps $(\mathrm{sk}, \mathrm{ct})$
$K^{\prime} \leftarrow$ Decaps $(\mathrm{sk}, \mathrm{ct})$
$\mathrm{HS}^{\prime} \leftarrow G\left(K^{\prime}\right)$
$\mathrm{HS}^{\prime} \leftarrow G\left(K^{\prime}\right)$
SHTS $\leftarrow H_{2}\left(\mathrm{HS}^{\prime}, H_{T}(\mathrm{ct}, n)\right)$
SHTS $\leftarrow H_{2}\left(\mathrm{HS}^{\prime}, H_{T}(\mathrm{ct}, n)\right)$
$\mathrm{fk}_{S} \leftarrow H_{4}(\mathrm{SHTS})$
$\mathrm{fk}_{S} \leftarrow H_{4}(\mathrm{SHTS})$
if $\mathrm{MAC} . \mathrm{Vrf}\left(\mathrm{fk}_{s}, \mathrm{txt}, \mathrm{tag}\right)=$ true :
if $\mathrm{MAC} . \mathrm{Vrf}\left(\mathrm{fk}_{s}, \mathrm{txt}, \mathrm{tag}\right)=$ true :
return $\mathrm{HS}^{\prime}$
return $\mathrm{HS}^{\prime}$
return $\perp$

```
    return \(\perp\)
```

Figure 6.11: IND-1CCA-MAC game.
ing open problem. TLS 1.3 only supports DH key-exchange but it can be trivially modified to support KEMs as done in several PQ variants of TLS (e.g.[SM23; Cel+21]). That is, the client runs (sk, pk) $\leftarrow \$$ Gen and sends pk as its share (instead of $g^{x}$ ). Then, the server runs $K, c t \leftarrow \$ \operatorname{Encaps}(p k)$ and sends ct as its secret share (instead of $g^{y}$ ). Finally, the client runs $K \leftarrow \operatorname{Decaps}(\mathrm{sk}, \mathrm{ct})$ and the shared secret is set to $K$. By abuse of language, we refer to this modified protocol as TLS 1.3 in what follows. An overview of this modified handshake is given in Figure 6.15.

### 6.5.1 IND-1CCA-MAC

In order to show that a CPA-secure KEM is sufficient for TLS 1.3 to be secure, we first introduce an intermediary notion of security for KEMs, called IND-1CCA-MAC. This security definition has no application and will serve only as a useful intermediary building block for the proof.

Definition 6.5.1 (IND-1CCA-MAC). We consider the games defined in Figure 6.11. Let $\mathbb{K}$ be the key space, $G, H_{1}, H_{2}, H_{3}, H_{4}$, and $H_{D}$ be key-derivation functions with images in $\{0,1\}^{n}, H_{T}$ be a hash function with images in $\{0,1\}^{n}$, and MAC a MAC scheme. A KEM scheme $\mathrm{KEM}=$
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(Gen, Encaps, Decaps) is IND-1CCA-MAC iffor any efficient adversary $\mathscr{A}$ we have

$$
\operatorname{Adv}_{K E M}^{\text {ind-1cca-mac }}(\mathscr{A}):=\left\lvert\, \operatorname{Pr}[\text { IND-1CCA-MAC KEM }(\mathscr{A}) \Rightarrow 1]-\frac{1}{2}|=\operatorname{neg}|(\lambda)\right.,
$$

where $\operatorname{Pr}\left[\operatorname{IND}-1 \mathrm{CCA}-\mathrm{MAC}_{\mathrm{KEM}}^{b}(\mathscr{A}) \Rightarrow\right.$ 1] is the probability that $\mathscr{A}$ wins the IND-1CCA-MAC game defined in Figure 6.11.

In this game, the adversary receives a challenge ciphertext encapsulating a key $K$, a nonce $n^{*}$, and either three secrets $\left(\mathrm{CHTS}_{b}, \mathrm{SHTS}_{b}, \mathrm{dHS}_{b}\right)$ derived from $K$ through a key schedule, or three random secrets. Jumping ahead, these three values are computed (nearly) in the same way as their identically named counterparts in the modified TLS 1.3 protocol. The adversary has also access to two oracles that it can query at most once. The first is simply a decapsulation oracle that applies a key schedule (similar to TLS's) on the decapsulated key and returns two secrets $t k_{c}$ and $t k_{s}$. The second oracle takes a ciphertext (which must be different than the challenge ciphertext), a tag, and some data. Then, the ciphertext is decrypted to recover a secret $\mathrm{HS}^{\prime}$ that is passed through a key schedule to get a MAC key $\mathrm{fk}_{s}$. Finally, the oracle checks whether tag is a valid MAC on the data with the key $\mathrm{fk}_{s}$. If this is the case it returns $\mathrm{HS}^{\prime}$, otherwise it returns an error $\perp$. Informally, this last oracle outputs the root secret HS if the adversary can forge a valid tag corresponding to the tuple (ct, $n$ ). In the TLS proof, this will be used to argue that if a participant can send a valid tag, it should know the root secret HS.

### 6.5.2 OW-CPA implies IND-1 CCA-MAC

First, we briefly define the notion of MAC unforgeability we will need.

Definition 6.5.2 (MAC EUF-0T). Let MAC = (MAC.Vrf, MAC.Tag) be a message authentication code scheme (MAC). We say MAC is EUF-0T iffor any efficient adversary $\mathscr{A}$,

$$
\operatorname{Adv}_{\operatorname{MAC}}^{\operatorname{euf}-0 \mathrm{t}}(\mathscr{A}):=\operatorname{Pr}[\operatorname{MAC} . \operatorname{Vrf}(K, M, T)=1:(M, T) \leftarrow \$ \mathscr{A} ; K \leftarrow \$ \mathscr{K}]
$$

is negligible in the security parameter, where the probability is taken over the sampling of the key and the randomness of the adversary.

We now prove that any OW-CPA KEM is also IND-1CCA-MAC secure in the ROM if the MAC used is EUF-0T secure. More precisely, the KDFs $G, H_{1}, H_{2}, H_{3}, H_{4}$, and $H_{D}$, and the hash function $H_{T}$ in the IND-1CCA-MAC games are assumed to be ROs.

Theorem 6.5.1. Let $\mathrm{KEM}=(\mathrm{Gen}$, Encaps, Decaps) be a KEM. Let the KDFs and the hash function in the IND-1CCA-MAC game be modelled as random oracles. Then, for any efficient adversary $\mathscr{A}$ making at most $q_{G}, q_{H_{1}}, q_{H_{2}}, q_{H_{3}}, q_{H_{4}} q_{H_{D}}, q_{H_{T}}$ queries to $G, H_{1}, H_{2}, H_{3}, H_{4}, H_{D}, H_{T}$ respectively,

```
\(\underline{\Gamma_{\text {KEM }}^{0-6}(\mathscr{A})}\)
    \(b \leftarrow\{\{0,1\}\)
    (pk,sk) \(\rightsquigarrow \operatorname{Gen}\left(1^{\lambda}\right)\)
    \(\mathrm{ct}^{*}, K^{*} \leftrightarrows\) Encaps(pk)
    \(n^{*} \leftarrow\{0,1\}^{n}\)
    \(\mathrm{HS}^{*} \leftarrow G\left(K^{*}\right)\)
    \(\mathrm{CHTS}_{0} \leftarrow H_{1}\left(\mathrm{HS}^{*}, H_{T}\left(\mathrm{ct}^{*}, n^{*}\right)\right)\)
    \(\mathrm{SHTS}_{0} \leftarrow \mathrm{H}_{2}\left(\mathrm{HS}^{*}, H_{T}\left(\mathrm{ct}^{*}, n^{*}\right)\right)\)
    \(\mathrm{dHS}_{0} \leftarrow \mathrm{H}_{3}\left(\mathrm{HS}^{*}\right)\)
    \(\left(\mathrm{CHTS}_{1}, \mathrm{SHTS}_{1}, \mathrm{dHS}_{1}\right) \leftarrow\{0,1\}^{3 n}\)
    \(b^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\text {Dec }}, \mathscr{C}_{\mathrm{MAC}}^{\mathrm{Dec}}, H_{1}, H_{2}}\left(\mathrm{pk}, \mathrm{ct}^{*}, n^{*}\right.\),
            \(\left.\left(\mathrm{CHTS}_{b}, \mathrm{SHTS}_{b}, \mathrm{dHS}_{b}\right)\right) \quad / / \Gamma^{0}-\Gamma^{3}\)
    \(b^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\mathrm{Dec}}}, \mathscr{O}_{\text {MAC }}^{\mathrm{Dec}}, H_{1}^{\prime}, H_{2}^{\prime}\left(\mathrm{pk}, \mathrm{ct}^{*}, n^{*}\right.\),
            \(\left.\left(\mathrm{CHTS}_{b}, \mathrm{SHTS}_{b}, \mathrm{dHS}_{b}\right)\right) \quad \| \Gamma^{4}-\)
    if collision on \(H_{T}\) : abort \(\| \Gamma^{1}\) -
    if \(\mathscr{A}\) queries \(H_{i}\left(\mathrm{HS}^{*}, H_{T}\left(\mathrm{ct}^{*}, n^{*}\right)\right), i \in[2]\) or \(H_{3}\left(\mathrm{HS}^{*}\right)\) :
        abort \(/ / \Gamma^{6}\)
        if \(\mathscr{A}\) did not query \(G\left(K^{*}\right)\) : abort \(/ / \Gamma^{5}\)
    return \(1_{b^{\prime}=b}\)
```

```
Oracle \(\mathscr{O}_{\mathrm{MAC}}^{\mathrm{Dec}}\) (ct, \(n\), tag, txt)
    if more than 1 query : return \(\perp\)
    if \((c t, n)=\left(c t^{*}, n^{*}\right):\) return \(\perp\)
    \(K^{\prime} \leftarrow\) Decaps (sk, ct)
    \(\mathrm{HS}^{\prime} \leftarrow G\left(K^{\prime}\right) ; \mathrm{SHTS} \leftarrow H_{2}\left(\mathrm{HS}^{\prime}, H_{T}(\mathrm{ct}, n)\right)\)
    \(\mathrm{fk}_{S} \leftarrow H_{4}\) (SHTS)
    if \(\mathrm{SHTS}=\mathrm{SHTS}_{b}: \quad / / \Gamma^{2}-\)
    abort \(/ / \Gamma^{2}\) -
    if \(\mathrm{MAC} . \operatorname{Vrf}\left(\mathrm{fk}_{S}, \mathrm{txt}, \mathrm{tag}\right)=\) true \(:\)
    if \(\mathscr{A}\) did not query \(H_{4}\) (SHTS) : \(/ / \Gamma^{2}\) -
        abort \(/ / \Gamma^{2}\) -
    if \(\mathscr{A} \operatorname{did}\) not query \(H_{2}\left(\mathrm{HS}^{\prime}, H_{T}(\mathrm{ct}, n)\right): \quad \| \Gamma^{3}\) -
        abort \(/ / \Gamma^{3}\).
    return \(\mathrm{HS}^{\prime}\)
    return \(\perp\)
\(H_{j}(\mathrm{HS}, y), j \in\{1,2\}\)
    if \(\nexists(\mathrm{ct}, n)\) s.t. \(((\mathrm{ct}, n), y) \in \mathscr{L}_{H_{T}}: \quad / / \Gamma^{1}-\)
    \(h \leftarrow \$\{0,1\}^{n}\); return \(h / / \Gamma^{1}\) -
    usual lazy sampling
```

Figure 6.12: Games for the proof of Theorem 6.5.1. The adversary has access to all the other ROs $G, H_{3}, H_{4}$ and $H_{D}$, even if it is not explicited in the games. $H_{1}^{\prime}, H_{2}^{\prime}$ and $\mathscr{O}^{\text {Dec }}$ are defined in Figure 6.13.
there exists a $O W-C P A$ adversary $\mathscr{B}$ s.t.

$$
\begin{aligned}
\operatorname{Adv}_{\mathrm{KEM}}^{\mathrm{ind}-1 \mathrm{cca}-\mathrm{mac}}(\mathscr{A}) & \leq \operatorname{Adv}_{\mathrm{MAC}}^{\mathrm{euf}-0 \mathrm{t}}(\mathscr{B})+\frac{3 q_{H_{1}}+4 q_{H_{2}}+q_{H_{3}}+q_{H_{4}}+q_{H_{D}}+1}{2^{n}} \\
& +\frac{\left(q_{H_{T}}+4\right)^{2}}{2^{n}}+q_{G}\left(q_{H_{1}}+2\right)^{2}\left(q_{H_{2}}+2\right)^{3} \cdot \operatorname{Adv}_{\mathrm{KEM}}^{\mathrm{ow}-\mathrm{cpa}}(\mathscr{C}),
\end{aligned}
$$

where $\mathscr{B}$ has approximately the same running time as $\mathscr{A}$.

Proof. The first step of the proof is very similar to the proof of Theorem 6.4.3. Indeed, one can see that the decapsulation oracle outputs secrets that are computed as (a function of) $H_{i}\left(\mathrm{HS}, H_{T}(\mathrm{ct}, n)\right)$, where $H_{i}$ and $H_{T}$ are ROs. Note that the only difference is that $H_{T}$ is applied on (ct, $n$ ). However, as $H_{T}$ is a RO, this difference will not matter much in the proof. Hence, as in Theorem 6.4.3, one can program the ROs s.t. the decapsulation oracle $\mathscr{O}^{\text {Dec }}$ can be simulated without the secret key. In a second step, we show that the adversary can also simulate the $\mathscr{O}_{\text {MAC }}^{\text {Dec }}$ oracle with good probability. More precisely, let HS be the secret corresponding to the submitted ciphertext ct. Then, either $H_{2}\left(\mathrm{HS}, H_{T}(\mathrm{ct}, n)\right.$ ) has been queried by the adversary, or it is very unlikely that $\mathscr{A}$ knows the MAC key $\mathrm{fk}_{S}$. In the first case we can recover HS from the list of queries, and in the second we can return $\perp$ as most likely the MAC verification will fail.
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We proceed with a sequence of games, which are given in detail in Figure 6.12.

Game $\Gamma^{0}$ : This is the original IND-1CCA-MAC game. From now on, we assume w.l.o.g. that each query to ROs are unique (i.e. they never repeat).

Game $\Gamma^{1}$ : We modify the previous game as follows. First, we abort if a collision on $H_{T}$ occurs in the game. As there are at most $q_{H_{T}}+4$ queries to $H_{T}$ in the game, a collision occurs with probability less than $\frac{\left(q_{H_{T}}+4\right)^{2}}{2^{n}}$. Then, on adversary's queries $H_{j}(\mathrm{HS}, y), j \in\{1,2\}$, if $H_{T}(\mathrm{ct}, n)=y$ was never queried by $\mathscr{A}$ for some (ct, $n$ ), we mark $y$ as unpaired and return a random value. The only way it differs from the previous game, is if a query $H_{j}(\mathrm{HS}, y)$ for an unpaired $y$ is performed by the game (i.e. not by the adversary), either before or after $y$ was marked as unpaired. Now, $\mathscr{A}$ does not get any information about values $H_{T}$ (ct, $n$ ) from the game (or oracles), except a few values $H_{j}\left(\mathrm{HS}, H_{T}(c t, n)\right.$ ) (or values that depends on these), for some HS. Note that these values completely "hide" the result of the $H_{T}$ query, as $H_{j}$ is a RO. Hence, the best strategy for $\mathscr{A}$ to query $H_{j}(\mathrm{HS}, y)$ s.t. $y$ is unpaired but is queried by the game at some point, is to try random values for $y$. As the game makes at most 2 queries to $H_{1}$ (one in the challenge part and one in the decapsulation oracle) and 3 queries to $\mathrm{H}_{2}$ (one in the challenge part and one in each oracle), the probability that a random unpaired $y$ is s.t. $y$ was the result of a $H_{T}$ query by the game at some point is at most $\frac{2}{2^{n}}$ for a $H_{1}$ call, and $\frac{3}{2^{n}}$ for a $H_{2}$ call. Overall, we have

$$
\left|\operatorname{Pr}\left[\Gamma^{0} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]\right| \leq \frac{2 q_{H_{1}}+2 q_{H_{2}}}{2^{n}}
$$

We note that this step ensures that on a query $H_{j}(\mathrm{HS}, y)$ one can recover a unique tuple (ct, $n$ ) s.t. $H_{T}(\mathrm{ct}, n)=y$, or a random value is returned.

Game $\Gamma^{2}$ : We modify the original game s.t. we abort whenever the MAC verification succeeds on the query $\mathscr{O}_{\mathrm{MAC}}^{\mathrm{Dec}}(\mathrm{ct}, n$, tag, txt$)$ but $\mathrm{fk}_{S}:=H_{4}(\mathrm{SHTS})$ was never queried, where $\mathrm{SHTS}:=$ $H_{2}\left(G(K), H_{T}(\mathrm{ct}, n)\right)$ and $K:=$ Decaps(sk, ct). If that is the case, it means the MAC key $\mathrm{fk}_{S}:=$ $H_{4}(\mathrm{SHTS})$ is indistinguishable from a random value for $\mathscr{A}$, but it managed to forge a valid tag. Thus, one can build an adversary $\mathscr{B}$ that breaks MAC unforgeability. More formally, $\mathscr{B}$ samples a pair of keys (sk, pk) $\leftarrow \$$ Gen, generates a valid input for $\mathscr{A}$ and simulates the decryption oracle with the secret key. Then, when $\mathscr{A}$ submits (ct, $n$, tag, txt) to $\mathscr{O}_{\mathrm{MAC}}^{\mathrm{Dec}}, \mathscr{B}$ outputs (txt,tag) as a forgery. We also abort if the value SHTS computed in the oracle is s.t. SHTS $=\mathrm{SHTS}_{b}$. As there are no collision on $H_{T}$ and $(\mathrm{ct}, n) \neq\left(\mathrm{ct}^{*}, n^{*}\right)$, this happens with probability at most $\frac{1}{2^{n}}$. Then, we have

$$
\left|\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]\right| \leq \operatorname{Adv}_{\mathrm{MAC}}^{\mathrm{euf}-0 \mathrm{t}}(\mathscr{B})+\frac{1}{2^{n}}
$$

Game $\Gamma^{3}$ : We abort whenever the MAC verification succeeds on the query $\mathscr{O}_{\mathrm{MAC}}^{\mathrm{Dec}}$ (ct, $n$, tag, txt) but $H_{2}\left(G(K), H_{T}(c t, n)\right)$ was never queried, where $K:=$ Decaps(sk, ct). By the previous game, it means that the adversary queried SHTS := $H_{2}\left(G(K), H_{T}(c t, n)\right)$ to $H_{4}$ without having queried
Oracle $\mathscr{O}^{\mathrm{Dec}^{\prime}}(\mathrm{ct}, n)$
Oracle $\mathscr{O}^{\mathrm{Dec}^{\prime}}(\mathrm{ct}, n)$
if $(c t, n)=\left(c t^{*}, n^{*}\right):$ return $\perp$
if $(c t, n)=\left(c t^{*}, n^{*}\right):$ return $\perp$
if more than 1 query: return $\perp$
if more than 1 query: return $\perp$
$q_{1} \leftarrow\left\{0, \ldots, q_{H_{1}}\right\}$
$q_{1} \leftarrow\left\{0, \ldots, q_{H_{1}}\right\}$
$q_{2} \leftarrow\left\{\left\{0, \ldots, q_{H_{2}}\right\}\right.$
$q_{2} \leftarrow\left\{\left\{0, \ldots, q_{H_{2}}\right\}\right.$
$i \leftarrow \mathscr{O}^{\mathrm{i}}\left(\mathscr{L}_{H_{1}}, \mathrm{ct}, n\right)$
$i \leftarrow \mathscr{O}^{\mathrm{i}}\left(\mathscr{L}_{H_{1}}, \mathrm{ct}, n\right)$
if $i=\perp_{d}$ : return $\perp$
if $i=\perp_{d}$ : return $\perp$
if $i \neq \perp$ :
if $i \neq \perp$ :
// get $i$-th valued returned by $H_{1}$
// get $i$-th valued returned by $H_{1}$
$\left(\left(\mathrm{HS}_{i}, \mathrm{ct}_{i}, n_{i}\right), h_{i}\right) \leftarrow \mathscr{L}_{H_{1}}[i]$
$\left(\left(\mathrm{HS}_{i}, \mathrm{ct}_{i}, n_{i}\right), h_{i}\right) \leftarrow \mathscr{L}_{H_{1}}[i]$
CHTS $\leftarrow h_{i}$
CHTS $\leftarrow h_{i}$
else :
else :
CHTS $\leftarrow\{\{0,1\}$
CHTS $\leftarrow\{\{0,1\}$
$\mathscr{L}_{K}^{1} \leftarrow(\mathrm{ct}, n, \mathrm{CHTS})$
$\mathscr{L}_{K}^{1} \leftarrow(\mathrm{ct}, n, \mathrm{CHTS})$
$i \leftarrow \mathscr{O}^{\mathrm{i}}\left(\mathscr{L}_{\mathrm{H}_{2}}, \mathrm{ct}, n\right)$
$i \leftarrow \mathscr{O}^{\mathrm{i}}\left(\mathscr{L}_{\mathrm{H}_{2}}, \mathrm{ct}, n\right)$
if $i \neq \perp$ :
if $i \neq \perp$ :
// get $i$-th valued returned by $\mathrm{H}_{2}$
// get $i$-th valued returned by $\mathrm{H}_{2}$
$\left(\left(\mathrm{HS}_{i}, \mathrm{ct}_{i}, n_{i}\right), h_{i}\right) \leftarrow \mathscr{L}_{\mathrm{H}_{2}}[i]$
$\left(\left(\mathrm{HS}_{i}, \mathrm{ct}_{i}, n_{i}\right), h_{i}\right) \leftarrow \mathscr{L}_{\mathrm{H}_{2}}[i]$
SHTS $\leftarrow h_{i}$
SHTS $\leftarrow h_{i}$
else :
else :
SHTS $\leftarrow\{\{0,1\}$
SHTS $\leftarrow\{\{0,1\}$
$\mathscr{L}_{K}^{2} \leftarrow(\mathrm{ct}, n, \mathrm{SHTS})$
$\mathscr{L}_{K}^{2} \leftarrow(\mathrm{ct}, n, \mathrm{SHTS})$
return $\left(H_{D}(\mathrm{CHTS}), H_{D}(\mathrm{SHTS})\right)$
return $\left(H_{D}(\mathrm{CHTS}), H_{D}(\mathrm{SHTS})\right)$

```
\(\frac{H_{j}^{\prime}(\mathrm{HS}, y), j \in\{1,2\}}{1: \text { if } \nexists(\mathrm{ct}, n) \text { s.t. }((\mathrm{ct}, n), y) \in \mathscr{L}_{H_{T}}:}\)
```

$\frac{H_{j}^{\prime}(\mathrm{HS}, y), j \in\{1,2\}}{1: \text { if } \nexists(\mathrm{ct}, n) \text { s.t. }((\mathrm{ct}, n), y) \in \mathscr{L}_{H_{T}}:}$
$h \leftarrow \$\{0,1\}^{n}$; return $h$
$h \leftarrow \$\{0,1\}^{n}$; return $h$
set (ct, $n$ ) s.t. ((ct, $n$ ), $y) \in \mathscr{L}_{H_{T}}$
set (ct, $n$ ) s.t. ((ct, $n$ ), $y) \in \mathscr{L}_{H_{T}}$
if $\mathscr{L}_{K}^{j}=(\mathrm{ct}, n, h)$ for some $h$ :
if $\mathscr{L}_{K}^{j}=(\mathrm{ct}, n, h)$ for some $h$ :
if $\mathrm{HS}=G($ Decaps $(\mathrm{sk}, \mathrm{ct}))$ :
if $\mathrm{HS}=G($ Decaps $(\mathrm{sk}, \mathrm{ct}))$ :
$\mathscr{L}_{H_{j}} \leftarrow \mathscr{L}_{H_{j}} \cup\{((\mathrm{HS}, \mathrm{ct}, n), h)\}$
$\mathscr{L}_{H_{j}} \leftarrow \mathscr{L}_{H_{j}} \cup\{((\mathrm{HS}, \mathrm{ct}, n), h)\}$
return $h$
return $h$
$h \leftarrow \$\{0,1\}^{n}$
$h \leftarrow \$\{0,1\}^{n}$
$\mathscr{L}_{H_{j}} \leftarrow \mathscr{L}_{H_{j}} \cup\{((\mathrm{HS}, \mathrm{ct}, n), h)\}$
$\mathscr{L}_{H_{j}} \leftarrow \mathscr{L}_{H_{j}} \cup\{((\mathrm{HS}, \mathrm{ct}, n), h)\}$
return $h$
return $h$
$\widehat{\sigma}_{G}^{i}(\mathscr{L}, n, \mathrm{ct})$
$\widehat{\sigma}_{G}^{i}(\mathscr{L}, n, \mathrm{ct})$
sort $\mathscr{L}$ according to query order :
sort $\mathscr{L}$ according to query order :
$\mathscr{L}=\left(\left(\mathrm{HS}_{i}, \mathrm{ct}_{i}, n_{i}\right), h_{i}\right)_{i \in\left\{1, \ldots,\left|\mathscr{L}_{H}\right|\right\}}$
$\mathscr{L}=\left(\left(\mathrm{HS}_{i}, \mathrm{ct}_{i}, n_{i}\right), h_{i}\right)_{i \in\left\{1, \ldots,\left|\mathscr{L}_{H}\right|\right\}}$
$K^{\prime} \leftarrow$ Decaps(sk, ct)
$K^{\prime} \leftarrow$ Decaps(sk, ct)
if $K^{\prime}=\perp$ : return $\perp_{d}$
if $K^{\prime}=\perp$ : return $\perp_{d}$
$\mathrm{HS}^{\prime} \leftarrow G\left(K^{\prime}\right)$
$\mathrm{HS}^{\prime} \leftarrow G\left(K^{\prime}\right)$
for $i \in\{1, \ldots,|\mathscr{L}|\}$ :
for $i \in\{1, \ldots,|\mathscr{L}|\}$ :
if $\left(\mathrm{ct}_{i}, n_{i}\right)=(\mathrm{ct}, n)$ and $\mathrm{HS}^{\prime}=\mathrm{HS}_{i}$ :
if $\left(\mathrm{ct}_{i}, n_{i}\right)=(\mathrm{ct}, n)$ and $\mathrm{HS}^{\prime}=\mathrm{HS}_{i}$ :
return $i$
return $i$
return $\perp$

```
    return \(\perp\)
```

Figure 6.13: Simulation of decapsulation and random oracles with sub-oracle $\mathscr{O}_{G}^{i}$ for the proof of Theorem 6.5.1. Note that as we assume that each query to $H_{j}$ is unique, $H_{j}^{\prime}$ does not check whether a query was previously made.
$H_{2}\left(G(K), H_{T}(\mathrm{ct}, n)\right)$ beforehand. If we analyse what information $\mathscr{A}$ has about $\mathrm{SHTS} \neq \mathrm{SHTS}_{b}$ if it did not query $H_{2}\left(G(K), H_{T}(c t, n)\right)$, we see that the only potential "leakage" is from a decapsulation query that returns $\mathrm{tk}_{\mathrm{s}}:=H_{D}($ SHTS $)$, where $H_{D}$ is a RO perfectly hiding SHTS.

Thus, the best strategy for $\mathscr{A}$ to find SHTS without querying $H_{2}$ is to query random values $x \in\{0,1\}^{n}$ to $H_{D}$ or $H_{4}$ until it finds $x$ s.t. $H_{D}(x)=\mathrm{tk}_{\mathrm{s}}$ or $H_{4}(x)=\mathrm{fk}_{S}$. This happens with probability at most $\frac{q_{H_{D}}+q_{H_{4}}}{2^{n}}$. Hence, we have

$$
\left|\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{3} \Rightarrow 1\right]\right| \leq \frac{q_{H_{D}}+q_{H_{4}}}{2^{n}}
$$

Game $\Gamma^{4}$ : We program both ROs $H_{1}$ and $H_{2}$ s.t. we can perfectly simulate the decapsulation oracle with an oracle $\mathscr{O}_{G}^{\mathrm{i}}$. This follows exactly the idea of the proof of Theorem 6.4.3. First, we introduce an oracle $\mathscr{O}_{G}^{\mathrm{i}}$ in Figure 6.13 that takes a list of RO queries, a nonce $n$, and a ciphertext ct, then checks whether $\left(G(K), H_{T}(c t, n)\right.$ ) (where $K$ is the key encapsulated in ct) was ever
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queried and if that is the case, the index of the corresponding query. This is exactly the same as the oracle $\mathscr{O}^{i}$ in the proof of Theorem 6.4.3, except we query the decapsulated $K$ to the RO $G$ and there is the additional nonce. Thus, we can program the ROs $H_{j}, j \in\{1,2\}$ and simulate the (1-time) decapsulation oracle as shown in Figure 6.13.

The simulation works nearly as in the proof of Theorem 6.4.3. Let ct be the unique decapsulation query, $K:=\operatorname{Decaps}(\mathrm{sk}, \mathrm{ct})$ and $\mathrm{HS}:=G(K)$. For $j \in[2]$, the simulated decapsulation oracle checks whether $\left(G(K), H_{T}(c t, n)\right)$ was already queried to $H_{j}$ using $\mathscr{O}_{G}^{\mathrm{i}}$, if that is the case it recovers the corresponding value, otherwise it means $H_{j}\left(\mathrm{HS}, H_{T}(\mathrm{ct}, n)\right.$ ) was never queried by the adversary nor the challenger, as (ct, $n$ ) $\neq\left(\mathrm{ct}{ }^{*}, n^{*}\right)$. Thus it samples the hash value at random, queries it to $H_{D}$ and returns it to the adversary.

The simulation of $H_{j}$ is such that it is consistent with the values returned by the simulated decapsulation oracle. First, if $H_{j}(\mathrm{HS}, y)$ is queried s.t. $y$ is unpaired, we can simply return a random value, this is consistent with the game. Then, if $y$ is not unpaired, one can recover the unique (as there are no collision) tuple (ct, $n$ ) s.t. $y=H_{T}(c t, n)$. We consider from now on only queries with $y$ s.t. $H_{T}(\mathrm{ct}, n)=y$ for some (ct, $n$ ). On a query $H_{j}\left(\mathrm{HS}, H_{T}(\mathrm{ct}, n)\right.$ ), if (ct, $n$ ) was already queried to the decapsulation oracle, then $h:=H_{j}(\mathrm{HS}, \mathrm{ct}, n)$ was set by $\mathscr{O}^{\mathrm{Dec}}{ }^{\prime}$ iff $\mathrm{HS}=G(K)$, where $K:=\operatorname{Decaps}(\mathrm{sk}, \mathrm{ct})$. Hence, we return the same $K$ if $G(\operatorname{Decaps}(\mathrm{sk}, \mathrm{ct}))=\mathrm{HS}$. Otherwise we sample a random value and return it. Note that this is the only place where the secret key sk is used anymore (except implicitly in the $\mathscr{O}_{G}^{\mathrm{i}}$ oracle). The simulation is perfect and therefore we have

$$
\left|\operatorname{Pr}\left[\Gamma^{3} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{4} \Rightarrow 1\right]\right|=0
$$

Game $\Gamma^{5}$ : In game $\Gamma^{5}$, we abort whenever the adversary did not query $G\left(K^{*}\right)$ (which is equal to $\left.\mathrm{HS}^{*}\right)$ but it queried $H_{1}\left(\mathrm{HS}^{*}, H_{T}\left(\mathrm{ct}^{*}, n^{*}\right)\right), H_{2}\left(\mathrm{HS}^{*}, H_{T}\left(\mathrm{ct}^{*}, n^{*}\right)\right)$ or $H_{3}\left(\mathrm{HS}^{*}\right)$. Note that the (modified) decryption oracle never queries $H_{1}\left(\mathrm{HS}^{*}, H_{T}\left(\mathrm{ct}^{*}, n^{*}\right)\right.$ ), $H_{2}\left(\mathrm{HS}^{*}, H_{T}\left(\mathrm{ct}^{*}, n^{*}\right)\right)$ or $H_{3}\left(\mathrm{HS}^{*}\right)$. In addition, the challenge values given to $\mathscr{A}$ are either perfectly random or completely hide HS*. Thus, the probability that $\mathscr{A}$ queries $\mathrm{HS}^{*}$ to $H_{1}, H_{2}$ or $H_{3}$ is upper bounded by $\frac{q_{H_{1}}+q_{H_{2}}+q_{H_{3}}}{2^{n}}$ and hence we have

$$
\left|\operatorname{Pr}\left[\Gamma^{4} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{5} \Rightarrow 1\right]\right| \leq \frac{q_{H_{1}}+q_{H_{2}}+q_{H_{3}}}{2^{n}} .
$$

Game $\Gamma^{6}$ : Finally, in game $\Gamma^{6}$ we abort whenever $H_{1}\left(\mathrm{HS}^{*}, H_{T}\left(\mathrm{ct}^{*}, n^{*}\right)\right), H_{2}\left(\mathrm{HS}^{*}, H_{T}\left(\mathrm{ct}^{*}, n^{*}\right)\right)$ or $H_{3}\left(\mathrm{HS}^{*}\right)$ is queried by the adversary. Let query be this event. By the previous game, it means that $K^{*}$ was queried to $G$ before query happens. Finally, as in the previous proofs, we can upper bound $\operatorname{Pr}$ [query] by the advantage of a OW-CPA adversary times a constant. The challenge keys $\left(\mathrm{CHTS}_{b}, \mathrm{SHTS}_{b}, \mathrm{dHS}_{b}\right)$ are sampled at random in the reduction, as long query does not happen both the real and random cases are perfectly indistinguishable. We present such a OW-CPA adversary $\mathscr{C}$ in Figure 6.14. The only challenge for $\mathscr{C}$ is to simulate the oracles without having access to the secret key.

- $\mathscr{O}_{\mathrm{MAC}}^{\mathrm{Dec}}$ : This oracle returns something else than $\perp$ iff $\left(\mathrm{HS}, H_{T}(\mathrm{ct}, n)\right)$ was queried to $H_{2}$, where $\mathrm{HS}:=G(K)$ and $K:=$ Decaps(sk, ct). Hence, one can simply pick a random value $r \leftarrow \$\left\{0, \ldots, q_{H_{2}}\right\}$ and guess whether $\mathscr{O}_{\mathrm{MAC}}^{\mathrm{Dec}}(\mathrm{ct})$ fails (if $r=0$ ) or succeeds and HS is in the $r$-th query made to $\mathrm{H}_{2}$. In the latter case, one can recover HS in the $r$-th query and return it. Overall the simulation works with probability $\frac{1}{q_{H_{2}}+1}$.
- $\mathscr{O}^{\text {Dec" }}$ : In this oracle, the secret key is used only in the $\mathscr{O}_{G}^{\mathrm{i}}$ sub-oracle. A reply of $\mathscr{O}_{G}^{\mathrm{i}}$ is in the set $\left\{\perp, \perp_{d}, 1, \ldots, q_{H_{j}}\right\}$ for $j \in[2]$. Thus, one can guess the correct reply by sampling a random value in that set, which gives a success probability of $\frac{1}{\left(q_{H_{j}}+2\right)}$. Overall, there are at most 2 calls to $\mathscr{O}_{G}^{\mathrm{i}}$ (one for $j=1$ and $j=2$ ) and therefore the probability that the simulation is successful is $\frac{1}{\left(q_{H_{1}}+2\right)\left(q_{H_{2}}+2\right)}$.
- $H_{j}^{\prime \prime}, j \in$ [2]: The only time the secret key is used is when there is a query (HS, $H_{T}(\mathrm{ct}, n)$ ) s.t. (ct, $n$ ) was already queried to $\mathscr{O}^{\mathrm{Dec}}{ }^{\prime}$ (i.e. $\mathscr{L}_{K}^{j}=(\mathrm{ct}, n, h)$ for some $h$ ). In this case $h$ is returned iff $G$ (Decaps(sk, ct)) $=$ HS (let's call this Condition (1)). Recalling that queries to $H_{j}$ never repeat by assumption, there will be at most one query $H_{j}^{\prime \prime}\left(\mathrm{HS}, H_{T}(\mathrm{ct}, n)\right)$ s.t. (ct, $n$ ) was queried to the decapsulation oracle and Condition (1) is fulfilled. Hence, one can simulate $H_{j}$ by sampling an index $q_{j} \in\left\{0, \ldots, q_{H_{j}}\right\}$ and returning $h$ (if it exists) in the $q_{j}$-th query or never in case $q_{j}=0$. This successfully simulates $H_{j}$ with probability $\frac{1}{\left(q_{H_{j}}+1\right)}$. Overall, the probability that both $H_{1}$ and $H_{2}$ are simulated correctly is $\frac{1}{\left(q_{H_{1}}+1\right)\left(q_{H_{2}}+1\right)}$.

The other ROs can be simulated perfectly by $\mathscr{C}$ using lazy sampling. Overall, $\mathscr{C}$ simulates perfectly $\mathscr{A}$ 's view in game $\Gamma^{6}$ (as long as query does not occur) with probability

$$
p=\frac{1}{\left(q_{H_{2}}+1\right)^{2}\left(q_{H_{1}}+2\right)\left(q_{H_{2}}+2\right)\left(q_{H_{1}}+1\right)}
$$

Then if query happens, $K^{*}$ will be in the list of queries made by $\mathscr{A}$ to $G$. The adversary can guess which one it is and succeeds with probability $\frac{1}{q_{G}}$. Hence, we have

$$
\left|\operatorname{Pr}\left[\Gamma^{5} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{6} \Rightarrow 1\right]\right| \leq \operatorname{Pr}[\text { query }] \leq q_{G}\left(q_{H_{1}}+2\right)^{2}\left(q_{H_{2}}+2\right)^{3} \cdot \operatorname{Adv}_{\text {KEM }}^{\mathrm{ow}-\mathrm{cpa}}(\mathscr{C})
$$

Finally, in game $\Gamma^{6}$, as $H_{1}\left(\mathrm{HS}^{*}, \mathrm{ct}^{*}, n^{*}\right), H_{2}\left(\mathrm{HS}^{*}, \mathrm{ct}^{*}, n^{*}\right)$ or $H_{3}\left(\mathrm{HS}^{*}\right)$ cannot be queried anymore, the challenge keys are perfectly indistinguishable from random for the adversary. Hence,

$$
\operatorname{Pr}\left[\Gamma^{6} \Rightarrow 1\right]=\frac{1}{2}
$$

Collecting the probabilities concludes the proof.

| $\mathscr{C}\left(\mathrm{pk}, \mathrm{ct}^{*}\right)$ |  |
| :--- | :--- |
| $1:$ | init $\mathscr{L}_{H}, \mathscr{L}_{K} \leftarrow \varnothing$ |
| $2:$ | $q_{1} \leftarrow \$\left\{0,1, \ldots, q_{H_{1}}\right\} ; q_{2} \leftarrow \$\left\{0,1, \ldots, q_{H_{2}}\right\}$ |
| $3:$ | $n^{*} \leftarrow \$\{0,1\}^{n}$ |
| $4:$ | $\left(\mathrm{CHTS}^{*}, \mathrm{SHTS}^{*}, \mathrm{dHS}^{*}\right) \leftarrow \$\{0,1\}^{3 n}$ |
| $5:$ | run $\mathscr{A}^{\mathscr{O}^{\mathrm{Dec}^{\prime \prime}}, \mathscr{O}_{\mathrm{MAC}} \mathrm{Dec}^{\prime \prime}, H_{1}^{\prime \prime}, H_{2}^{\prime \prime}, G, H_{3}, H_{4}, H_{D}}$ |
| $6:$ | $\left(\mathrm{pk}, \mathrm{ct}^{*}, n^{*},\left(\mathrm{CHTS}{ }^{*}, \mathrm{SHTS}, \mathrm{dHS}^{*}\right)\right)$ |
| $7:$ | sample random query $K$ made to $G$ |
| $8:$ | return $K$ |

$$
\begin{array}{ll}
H_{j}^{\prime \prime}(\mathrm{HS}, y), j \in[2] \\
\hline 1: & \text { if } \nexists(\mathrm{ct}, n) \text { s.t. }((\mathrm{ct}, n), y) \in \mathscr{L}_{H_{T}}: \\
2: & h \leftarrow \$\{0,1\}^{n} ; \text { return } h \\
3: & \text { set }(\mathrm{ct}, n) \text { s.t. }((\mathrm{ct}, n), y) \in \mathscr{L}_{H_{T}} \\
4: & i_{q} \leftarrow \text { query number } \\
5: & \text { if } \exists h \text { s.t. }((\mathrm{HS}, \mathrm{ct}, n), h) \in \mathscr{L}_{H_{j}}: \\
6: & \text { return } h \\
7: & \text { if } \mathscr{L}_{K}^{j}=(\mathrm{ct}, n, h) \text { for some } h: \\
8: & \text { if } i_{q}=q_{j}: \\
9: & \mathscr{L}_{H_{j}} \leftarrow \mathscr{L}_{H_{j}} \cup\{((\mathrm{HS}, \mathrm{ct}, n), h)\}
\end{array}
$$

$h \leftarrow \$\{0,1\}^{n}$
$\mathscr{L}_{H_{j}} \leftarrow \mathscr{L}_{H_{j}} \cup\{((\mathrm{HS}, \mathrm{ct}, n), h)\}$
return $h$
Oracle $\mathscr{O}_{\mathrm{MAC}}^{\mathrm{Dec}^{\prime \prime}}(\mathrm{ct}, n$, tag, txt)
if more than 1 query: return }
if more than 1 query: return }
if (ct,n)=(ct*, n*): return }
if (ct,n)=(ct*, n*): return }
r\hookleftarrows{0,···,\mp@subsup{q}{\mp@subsup{H}{2}{}}{}}
r\hookleftarrows{0,···,\mp@subsup{q}{\mp@subsup{H}{2}{}}{}}
if r=0: return \perp
if r=0: return \perp
if less than r}\mathrm{ queries have been made to }\mp@subsup{H}{2}{}\mathrm{ :
if less than r}\mathrm{ queries have been made to }\mp@subsup{H}{2}{}\mathrm{ :
abort
abort
get r-th query (HS,ct,n) made to }\mp@subsup{H}{2}{
get r-th query (HS,ct,n) made to }\mp@subsup{H}{2}{
return HS
return HS

Figure 6.14: $\mathscr{C}$ adversary for the proof of Theorem 6.5.1.

### 6.5.3 MultiStage security

We briefly recall in this section the notion of MultiStage security as defined by Dowling et al. [Dow+20]. We refer the reader to their work for further details and discussion.

## MultiStage syntax

Each protocol has a set of properties encoded in a tuple (M, AUTH,FS, USE, REPLAY) which respectively indicates the number of stages in the protocol, the stage at which a key becomes (unilaterally or mutually) authenticated, which keys are forward secret, which keys are meant to be used internally/externally to the protocol and finally which stage is "replayable".

Then, we denote by $\mathscr{U}$ the set of honest participants and each session is defined as $\pi=$ $(U, V, n) \in \mathscr{U} \times \mathscr{U} \times \mathbb{N}$, which denotes the $n$-th session of participant $U$ with intended partner session $V$. In addition, each participant can have a long-term secret such as a secret key or pre-shared secret. Then, each session has a list of properties:

- id $\epsilon \mathscr{U}$ : the identity of the session owner.
- pid $\in \mathscr{U} \cup\{*\}:$ the identity of the intended partner.
- role $\in\{$ initiator, responder\}: the role of the session (e.g. client/server for TLS).
- auth $\in$ AUTH: the intended authentication type.
- pssid $\in\{0,1\}^{*} \cup\{\perp\}$ : the identifier of the pre-shared secret, when any.
- stexec $^{\in}\{\text { running, accepted, rejected }\}^{M}$ : indicates whether the session is running the $i$-th stage, has accepted or rejected the $i$-th key.
- stage $\in\{0, \ldots, M\}$ : the current stage.
- $\operatorname{sid} \in\left(\{0,1\}^{*} \cup\{\perp\}\right)^{M}$ : indicates the session identifier in each stage.
- $\operatorname{cid} \in\left(\{0,1\}^{*} \cup\{\perp\}\right)^{M}$ : indicates the contributive identifier in each stage.
- key $\in\left(\{0,1\}^{*} \cup\{\perp\}\right)^{M}$ : indicates the key established in each stage. The key key ${ }_{i}$ is set only when the key was accepted in stage $i$.
- st $_{\text {key }} \in\{\text { fresh, revealed }\}^{M}$ : indicates the state of a session key in each stage.
- tested $\epsilon\{\text { true, false }\}^{M}$ : tested $_{i}$ indicates whether key $_{i}$ has been tested.
- corrupted $\in\{0, \ldots, M, \infty\}^{M}$ : indicates which stage the session was in when a Corrupt query was issued by the adversary ( 0 if it was before the session started and $\infty$ if no party involved is corrupted).

We say two sessions $\pi$ and $\pi^{\prime}$ are partnered if $\pi$.sid $=\pi^{\prime}$.sid $\neq \perp$ and $\pi$.role $\neq \pi^{\prime}$.role. Similarly, two sessions are contributive partners if $\pi$.cid $=\pi^{\prime}$.cid $\neq \perp$ and $\pi$.role $\neq \pi^{\prime}$. role.
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## MultiStage adversarial model

In the MultiStage security model, the adversary is able to create sessions and make the send/receive messages. In addition, it can also reveal sessions keys and corrupt long-term secrets. Finally, it can issue test queries, which return a real or random session key and the adversary must distinguish between both cases. More precisely, the oracles are defined as follows.

- NewSession $(U, V$, role $)$ : returns a new session $\pi$ with owner $V$, role role and intended partner session $V$. If $U$ is corrupted, $\pi$.corrupted $\leftarrow 0$ is set.
- Send $(\pi, m)$ : sends a message $m$ on behalf of session $\pi$. If a key is accepted during the processing of this query, the process is stopped and accepted is returned to the adversary, who can then test the key before it is used. In order to continue the process, the adversary can query Send ( $\pi$, continue). On key acceptance at stage $i$, if there exists a partnered session $\pi^{\prime}$ s.t. $\pi^{\prime}$. tested $_{i}=$ true, then $\pi$.tested ${ }_{i} \leftarrow$ true is set. If key ${ }_{i}$ is an internal key, we furthermore set $\pi$. .key $_{i} \leftarrow \pi^{\prime}$. key $_{i}$.
- Reveal $(\pi, i)$ : returns $\pi$. key $_{i}$ if it exists and $\perp$ otherwise. Then, $\pi$. st $_{\text {key }_{i}} \leftarrow$ revealed is set.
- Corrupt $(U)$ or $\operatorname{Corrupt}(U, V$, pssid): reveals the long-term or pre-shared secret, respectively. It also marks $U$ (resp. ( $U, V$, pssid)) as corrupted and sets the corresponding labels in each session $\pi$ with $\pi$.id $=U$ as corrupted. We refer the interested reader to the original work [Dow+20] for more details on each case and the handling of flags depending on the forward-security level required.
- Test $(\pi, i)$ : tests the session key at stage $i$. This oracle depends on a random bit $b$ (the goal for $\mathscr{A}$ is to guess $b$ ). If $\pi_{\text {st.exec }, i} \neq$ accepted or $\pi$.tested ${ }_{i}=$ true, it returns $\perp$. If stage $i$ is internal and there exists a partnered session $\pi^{\prime}$ s.t. $\pi_{\mathrm{st}_{\text {exec }}, i}^{\prime} \neq$ accepted, we set a lost flag to true. Other flags are set depending on the level of authentication (see Dowling et al. [Dow+20] for more details). Then, $\pi$.tested ${ }_{i}$ is set to true. If $b=0$, a key $K$ is sampled at random and if $b=1 K$ is set to the real key $\pi$. key $_{i}$. If the session key is internal, $\pi$.key ${ }_{i}$ is replaced by $K$ (thus $K$ will be used for any future use of $\pi . \mathrm{key}_{i}$ in the protocol). If the key is external, the oracle simply returns $K$. Finally, if there exists a partnered session $\pi^{\prime}$ s.t. $\pi^{\prime}$ has accepted the key at stage $i$, we set $\pi^{\prime}$.tested ${ }_{i}$ to true and if the key is internal we set $\pi^{\prime}$. key $_{i} \leftarrow \pi$. key $_{i}$.


## MultiStage game

We can now describe the game that defines MultiStage security.

Definition 6.5.3. Let KE be a key-exchange with properties (M, AUTH, FS, USE, REPLAY). For any efficient adversary $\mathscr{A}$ playing the following game MultiStage ${ }_{\mathrm{KE}}(\mathscr{A})$ :

Setup: The random bit $b \leftarrow \$\{0,1\}$ is sampled, the lost flag is set to false and in a public key variant, long-term $\left(\mathrm{pk}_{U}, \mathrm{sk}_{U}\right)$ are generated for all $U \in \mathscr{U}$.

Query: The adversary $\mathscr{A}$ receives the public keys and can call every oracle defined above.
Guess: The adversary outputs a guess $b^{\prime}$.
Finalise: The lost flag is set to true if there exist $\pi, \pi^{\prime}$ s.t. $\pi . \operatorname{sid}_{i}=\pi^{\prime} . \operatorname{sid}_{i}, \pi . \mathrm{st}_{\mathrm{key}_{i}}=$ revealed and $\pi^{\prime}$. tested $_{i}=$ true. Iflost = true the game outputs a random bit, otherwise it outputs $1_{b=b^{\prime}}$.

We define the MultiStage advantage of $\mathscr{A}$ as

$$
\operatorname{Adv}_{\mathrm{KE}}^{\text {multi-stage }}(\mathscr{A})=\operatorname{Pr}\left[\mathrm{MultiStage}_{\mathrm{KE}}(\mathscr{A}) \Rightarrow 1\right]-\frac{1}{2}
$$

Then, we say KE is MultiStage secure if for any efficient $\mathscr{A}$ the advantage $\operatorname{Adv}_{\mathrm{KE}}^{\text {multi-stage }}(\mathscr{A})$ is negligible in the security parameter.

### 6.5.4 TLS 1.3 in the MultiStage model

We describe the parameters of the TLS 1.3 full 1-RTT handshake relevant to our proof in the MultiStage model. The number of stages is $M=6$, forward-secrecy is required (i.e. $F S=1$ ), the handshake traffic keys are used internally while other keys are external (i.e. USE = (internal : $\{1,2\}$, external : $\{3,4,5,6\}$ )). The first stages of our modified TLS 1.3 1-RTT handshake are shown in Figure 6.15, for a detailed description of all the keys and stages, we refer the reader to Figure 1 in Downing et al. [Dow+20].

The session identifiers are set when a key is accepted in a given stage, they include a label and the transcript up to this point:

$$
\begin{aligned}
& \operatorname{sid}_{4}=(" C H T S ", \mathrm{CH}, \mathrm{CKS}, \mathrm{SH}, \mathrm{SKS}) \\
& \operatorname{sid}_{2}=(" S H T S ", \mathrm{CH}, \mathrm{CKS}, \mathrm{SH}, \mathrm{SKS}) \\
& \operatorname{sid}_{3}=\left(" C A T S ", \mathrm{CH}, \mathrm{CKS}, \mathrm{SH}, \mathrm{SKS}, \mathrm{EE}, \mathrm{CR}^{*}, \mathrm{SCRT}, \mathrm{SCV}, \mathrm{SF}\right) \\
& \operatorname{sid}_{4}=\left(" S A T S ", \mathrm{CH}, \mathrm{CKS}, \mathrm{SH}, \mathrm{SKS}, \mathrm{EE}, \mathrm{CR}^{*}, \mathrm{SCRT}, \mathrm{SCV}, \mathrm{SF}\right) \\
& \operatorname{sid}_{5}=\left(\text { " }_{2} M S ", \mathrm{CH}, \mathrm{CKS}, \mathrm{SH}, \mathrm{SKS}, \mathrm{EE}, \mathrm{CR}, \mathrm{SCRT}, \mathrm{SCV}, \mathrm{SF}\right) \\
& \operatorname{sid}_{6}=\left(" R M S ", \mathrm{CH}, \mathrm{CKS}, \mathrm{SH}, \mathrm{SKS}, \mathrm{EE}, \mathrm{CR} *, \mathrm{SCRT}, \mathrm{SCV}, \mathrm{SF}, \mathrm{CCRT}^{*}, \mathrm{CCV}^{*}, \mathrm{CF}\right)
\end{aligned}
$$

where $*$ marks elements used only in the mutual authentication mode. The contributive identifiers are the same as the sid except in stage 1 and 2. That is, $\operatorname{cid}_{i}=\operatorname{sid}_{i}, i \in\{3,4,5,6\}$. In stages 1 and 2, a client (resp. server) session sets cid ${ }_{1}=(" C H T S ", \mathrm{CH}, \mathrm{CKS})$, cid $_{2}=(" S H T S ", \mathrm{CH}, \mathrm{CKS})$ upon sending (resp. receiving) the CH (+CKS) messages, then they set cid ${ }_{1}=\operatorname{sid}_{1}$ and $\operatorname{cid}_{2}=\operatorname{sid}_{2}$ upon receiving (resp. sending) the SH and SKS messages.
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Now, as a client session only accepts the first stage key after receiving the SH message, a contributive partner of a tested client session will have the same $\operatorname{cid}_{1}=\operatorname{sid}_{1}$. Hence it means the client and server sent and received the same messages in the first stage. On the other hand, a server session accepts the first stage key (and thus can be tested) after receiving the $\mathrm{CH}, \mathrm{CKS}$ messages only. Hence, in this case it guarantees that the client and server sessions got the same client messages but not necessarily that the server messages are the same.

### 6.5.5 Security of TLS 1.3 with IND-1CCA-MAC KEM

We can now use the (slightly modified) notion IND-1CCA-MAC KEM to prove the security of the TLS 1.3 handshake in the multi-stage security model.

The security of (the original) TLS 1.3 handshake was proven by Dowling et al. [Dow+20] and we refer the reader to their work for a complete analysis of the handshake. We will simply show that IND-1CCA-MAC KEMs, thus OW-CPA KEMs (if the MAC is secure), can be used in place of the original snPRF-ODH assumption for DH key-exchange.

First, we show the relevant part of the (full 1-RTT) handshake of TLS 1.3 in Figure 6.15. One can see that the key schedule is nearly identical to the ones used in the IND-1CCA-MAC game. Note that several simplifications have been made and several steps irrelevant to our proofs are missing. In particular, we do not see the derivation of the finals keys, which all depend on the secret dHS. As we will show, the intermediary secrets (CHTS, SHTS, dHS) are secure (i.e. indistinguishable from random for a Multi-Stage adversary), thus all subsequent keys will be secure as well, assuming the KDFs are secure. Finally, we write HKDF.Exp ${ }_{i}\left(\mathrm{HS}, T_{2}\right)$ for HKDF. $\operatorname{Exp}\left(\mathrm{HS}\right.$, label ${ }_{i}, T_{2}$ ), where label ${ }_{i}$ is some string. As we assume the KDFs HKDF.Ext and HKDF.Exp to be ROs, this denotes the fact that the label implements oracle separation.

The security of the modified 1-RTT TLS 1.3 handshake is stated in the following theorem.

Theorem 6.5.2. LetHKDF.Ext, HKDF.TK andHKDF.Exp ${ }_{j}, j \in\{0,4,5,6\}$ (the KDFs in TLS 1.3) be random oracles. Let Hash (the hash function used to compute the hashed transcripts $T_{i}$ ) be a RO, and $\operatorname{Sig}$ the signature scheme used for server authentication (not shown in Figure 6.15). For any Multi-Stage efficient adversary $\mathscr{A}$ there exist efficient adversaries $\left\{\mathscr{B}_{i}\right\}_{i \in[6]}$ s.t.

$$
\begin{aligned}
\operatorname{Adv}_{\mathrm{TLS1.3-1RTT}}^{\text {multi-stage }}(\mathscr{A}) & \leq 6 t_{s}\left(\operatorname{Adv}_{H}^{\text {coll }}\left(\mathscr{B}_{1}\right)+t_{u} \operatorname{Adv}_{\mathrm{Sig}}^{\text {euf-cma }}\left(\mathscr{B}_{2}\right)\right. \\
& +t_{s}\left(\operatorname{Adv}_{\mathrm{KEM}}^{\text {ind-1cca-mac }}\left(\mathscr{B}_{3}\right)+2 \cdot \operatorname{Adv}_{\mathrm{HKDF} . \mathrm{Exp}^{\operatorname{prf}}\left(\mathscr{B}_{4}\right)}\right. \\
& \left.\left.+\operatorname{Adv}_{\mathrm{HKDF.Ext}}^{\operatorname{prf}}\left(\mathscr{B}_{5}\right)+\operatorname{Adv}_{\mathrm{HKDF.Exp}}^{\operatorname{prf}}\left(\mathscr{B}_{6}\right)\right)\right),
\end{aligned}
$$

where $t_{s}$ (resp. $t_{u}$ ) is the maximal number of sessions (resp. users). Note that for the sake of the comparison with the original bound, we keep several PRF advantages and the collision advantage in the bound, even though they could be replaced by negligible terms, as the KDFs and Hash are ROs.

TLS 1.3 with KEM Handhsake

| Client |  | Server |
| :---: | :---: | :---: |
| (sk, pk) $\leftarrow$ ¢ Gen $\left(1^{\lambda}\right)$ |  |  |
| $\mathrm{CH}: n_{c} \leftarrow \$\{0,1\}^{256}$ |  |  |
| + pk |  |  |
| $\mathrm{dES} \leftarrow \mathrm{HKDF}$ (constant) |  |  |
| CH |  |  |
| $K, \mathrm{ct} \leftarrow$ Encaps(pk) |  |  |
| $\mathrm{SH}: n_{s} \leftarrow \$\{0,1\}^{256}$ |  |  |
| + ct |  |  |
| SH |  |  |
| $K \leftarrow \operatorname{Decaps}(\mathrm{sk}, \mathrm{ct})$ |  |  |
| HS $\leftarrow$ HKDF.Ext(dES, $K$ ) |  |  |
| $\mathrm{CHTS} \leftarrow \mathrm{HKDF} . \mathrm{Exp}_{4}\left(\mathrm{HS}, T_{2}\right)$ |  |  |
| SHTS $\leftarrow \mathrm{HKDF} . \operatorname{Exp}_{5}\left(\mathrm{HS}, T_{2}\right)$ |  |  |
| $\mathrm{dHS} \leftarrow \mathrm{HKDF} . \mathrm{Exp}_{0}\left(\mathrm{HS}, T_{0}\right)$ |  |  |
| (Stage 1) accept tk ${ }_{\text {c }} \leftarrow$ HKDF.TK(CHTS) $\ldots \ldots \ldots \ldots \ldots .$. |  |  |
|  |  |  |
| $\mathrm{fk}_{S} \leftarrow \mathrm{HKDF} . \operatorname{Exp}_{6}(\mathrm{SHTS})$ |  |  |
|  |  |  |
| $\{\mathrm{SF}\} \quad\{\mathrm{SF}\}: \mathrm{MAC}\left(\mathrm{fk}_{s}, T_{7}\right)$ |  |  |
|  |  |  |

if $\operatorname{MAC}\left(\mathrm{fk}_{S}, T_{7}\right) \neq \mathrm{SF}$ : abort

Figure 6.15: TLS 1.3 handshake with KEM. \{...\} indicates an encrypted message with $\mathrm{tks}, T_{i}$ is the hash of the transcript up to message $i$. For simplicity, the CH (resp. SH) message captures both the ClientHello and ClientKeyShare (resp. ServerHello and ServerKeyShare). Only the relevant steps for the proof are shown. Keys in the remaining stages (3-6, not shown) are all derived from dHS.
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Proof. As hinted above, the idea of the proof is simply to replace the snPRF-ODH step of the original proof by using our IND-1CCA-MAC. Note that while the snPRF-ODH assumption is used to replace the root secret HS by a random one, we will be able to replace the values (CHTS, SHTS, dHS) by random ones in one step, due to the structure of the IND-1CCA-MAC definition. From a high-level point of view, the proof goes through because CHTS and SHTS are computed similarly as in the $\mathrm{T}_{\mathrm{H}}$ transform (i.e. the secrets are the hashed seed and ciphertext) and thus resist to 1 adversarial decapsulation query. Then, dHS is used only once a MAC has been verified, which implies that an adversary relaying a correct tag should already know the root key HS.
The proof proceeds by a sequence of games. As the first transitions are the same as in the original proof by Dowling et al. (proof of Theorem 5.2 [Dow+20]) we do not explain them in detail.
Game $\Gamma^{0}$ : The first game is the original Multi-Stage game.
Game $\Gamma^{1}$ : We modify the game s.t. $\mathscr{A}$ can only make one Test query. This brings the $6 t_{s}$ factor in the security bound.
Game $\Gamma^{2}$ : The game aborts if a collision on the hash function Hash occurs. We recall that Hash is used to compute the hash of the transcripts (the values $T_{i}$ in Figure 6.15).
We can then split the proof into two different cases: (A) $\mathscr{A}$ tests a session that does not have a contributive partner or (B) $\mathscr{A}$ tests a session with a contributive partner. In case (A), one can show that the probability of $\mathscr{A}$ winning the game is upper bounded by $t_{u} \mathrm{Adv}_{\mathrm{Sig}}^{\mathrm{euf}-\mathrm{cma}}{ }_{\left(\mathscr{B}_{2}\right)}$ for an adversary $\mathscr{B}_{2}$. Thus, we focus on case (B).
Game $\Gamma^{B .0}$ : This is the same as $\Gamma^{2}$ conditioned on the fact that $\mathscr{A}$ tests a session with a contributive partner.
Game $\Gamma^{B .1}$ : The adversary guesses which session will be the contributive partner at the beginning of the game. As there are at most $t_{s}$ sessions, this incurs a loss factor of $t_{s}$ in the rest of the proof.
Game $\Gamma^{B .2}$ : This is the only game transition that will differ from the original proof. Let $\pi_{c}$ be the client session that is either tested or the contributive partner of the tested session. Similarly, let $\pi_{s}$ be the server session that is either tested or the contributive partner (note that a session and its contributive partner always have opposite role). Let (ct, $n_{s}$ ) (resp. (pk, $n_{c}$ )) be the SH (resp. CH ) message sent by $\pi_{s}$ (resp. $\pi_{c}$ ), where ct is the ciphertext, $n_{s}$ (resp. $n_{c}$ ) the nonce of the server (resp. client) session. Note that by an abuse of notation, we assume SH (resp. CH) includes the server's (resp. client's) share. Then, in this game, we make the following changes:

1. We replace the derived secrets ( $\mathrm{CHTS}, \mathrm{SHTS}, \mathrm{dHS}$ ) in $\pi_{s}$ by random ones.
2. If $\pi_{c}$ receives (ct, $n_{s}$ ) in the SH message, we replace ( $\mathrm{CHTS}, \mathrm{SHTS}, \mathrm{dHS}$ ) with the same random secrets as in the previous point.

Now, we can argue that distinguishing $\Gamma^{B .2}$ from $\Gamma^{B .1}$ implies breaking the IND-1CCA-MAC security of KEM. First, we notice that $T_{2}:=\operatorname{Hash}(\mathrm{CH}, \mathrm{SH})=\operatorname{Hash}\left(\mathrm{pk}, n_{c}, \mathrm{ct}, n_{s}\right)$. Hence, the

KDF HKDF. $\operatorname{Exp}_{j}\left(\cdot, T_{2}\right), j \in\{4,5\}$ can be written as $H_{j}\left(\cdot, H_{T}\left(\mathrm{ct}, n_{s}\right)\right), i \in\{1,2\}$ where $H_{j}$ and $H_{T}$ are ROs, if we omit the public key and the client nonce, which are not important in the proof. Similarly, as $T_{0}$ and dES are constant, one can write HKDF.Ext(dES, $\cdot$ ) as $G(\cdot)$, HKDF. $\operatorname{Exp}_{0}\left(\cdot, T_{0}\right)$ as $H_{3}(\cdot)$, and HKDF. $\operatorname{Exp}_{6}(\cdot)$ as $H_{4}(\cdot)$, with $G, H_{3}$ and $H_{4}$ some ROs. Finally, one can rename HKDF.TDK as $H_{D}$, where $H_{D}$ is a RO. Hence, one can see that the keyschedule becomes exactly the one of the IND-1CCA-MAC game. Now let's explain how the reduction will work. We split $\Gamma^{B .2}$ into 2 cases:

- Case 1: The tested session is the client session $\pi_{c}$. As $\pi_{c}$ can only be tested after receiving the SH message and $\pi_{s}$ is a contributive partner, it means that the SH message sent by $\pi_{s}$ is the same as the one received by $\pi_{c}$. In particular it means that we make both changes mentioned above. Then the reduction is straightforward. The IND-1CCA-MAC adversary $\mathscr{B}_{3}$ receives a tuple ( $\mathrm{pk}^{*}, \mathrm{ct}^{*}, n^{*},\left(\mathrm{CHTS}_{b}, \mathrm{SHTS}_{b}, \mathrm{dHS}_{b}\right)$ ). It simulates the tested session $\pi_{c}$ with these values. In particular, it sends $\mathrm{pk}^{*}$ in the CH message, it uses $n^{*}$ as the nonce of the contributive session $\pi_{s},\left(\mathrm{CHTS}_{b}, \mathrm{SHTS}_{b}, \mathrm{dHS}_{b}\right)$ as the secrets of $\pi_{s}$ and ct* as the ciphertext sent in the SH generated by $\pi_{s}$. Finally, to simulate $\pi_{c}$ after receiving SH , we use the same challenge secrets $\left(\mathrm{CHTS}_{b}, \mathrm{SHTS}_{b}, \mathrm{dHS}_{b}\right)$. In case $b=0$, this perfectly simulates $\Gamma^{B .1}$ (the secrets correspond to $\mathrm{ct}^{*}$ ) and in case $b=1$ this perfectly simulates $\Gamma^{B .2}$. Therefore, in Case 1 we have

$$
\operatorname{Adv}_{\mathrm{TLS1.3-1RTT}}^{\Gamma^{\mathrm{b} .1}}(\mathscr{A}) \leq \operatorname{Adv}_{\mathrm{TLS1.3-1RTT}}^{\mathrm{I}^{\mathrm{b} .2}}(\mathscr{A})+\operatorname{Adv}_{\mathrm{KEM}}^{\text {ind-1cca-mac }}\left(\mathscr{B}_{3}\right)
$$

Note that we did not even need the oracles provided to $\mathscr{B}_{3}$ in this case.

- Case 2: The tested session is the server session $\pi_{s}$. Again, either the SH sent by $\pi_{s}$ is the same as the one received by $\pi_{c}$ and the reduction $\mathscr{B}_{3}$ is the same as in Case 1 , or (ct, $n_{s}$ ) is not the same as the SH message received by $\pi_{c}$. In the latter case, we build the reduction $\mathscr{B}_{3}$ as follows. Again, $\mathscr{B}_{3}$ receives a tuple ( $\mathrm{pk}^{*}$, $\mathrm{ct}^{*}, n^{*},\left(\mathrm{CHTS}_{b}, \mathrm{SHTS}_{b}, \mathrm{dHS}_{b}\right)$ ), uses $\mathrm{pk}^{*}$ in the CH , (ct* $\left.{ }^{*} n^{*}\right)$ as the SH sent by $\pi_{s}$ and $\left(\mathrm{CHTS}_{b}, \mathrm{SHTS}_{b}, \mathrm{dHS}_{b}\right)$ as the secrets derived by $\pi_{s}$ after receiving CH . Then, on the modified $\mathrm{SH}=\left(\mathrm{ct}^{\prime}, n_{s}^{\prime}\right) \neq\left(\mathrm{ct}^{*}, n_{s}^{*}\right)$ sent by $\mathscr{A}$ to $\pi_{c}, \mathscr{B}_{3}$ queries its decryption oracle $\mathscr{O}^{\mathrm{Dec}}$ to obtain the correct $\left(\mathrm{tk}_{c}, \mathrm{tk}_{\mathrm{s}}\right)$. Therefore, $\mathscr{B}_{3}$ can correctly simulate $\pi_{c}$ and any Reveal queries until the SF message, as no other secrets are needed. Then, when $\pi_{c}$ receives the SF message, which is a tag on $T_{7}$, it queries $\mathscr{O}_{\mathrm{MAC}}^{\mathrm{Dec}}\left(\mathrm{ct}^{\prime}, n^{\prime}, \mathrm{SF}, T_{7}\right.$ ). If the tag in SF is correct (i.e. correspond to a MAC on $T_{7}$ with a key derived from the secret encapsulated in ct'), $\mathscr{B}_{3}$ gets $\mathrm{HS}:=G($ Decaps(sk, ct's)) and can derive all secrets to simulate $\pi_{c}$ correctly. Otherwise, the oracle returns $\perp$, which means the MAC is not valid and $\mathscr{B}_{3}$ aborts the client session $\pi_{c}$. Again, this perfectly simulates $\pi_{c}$ behaviour. Hence, the adversary can simulate perfectly $\mathscr{A}$ 's view in game $\Gamma^{B_{1}}$ in case $b=0$ or game $\Gamma^{B .2}$ in case $b=1$, and we obtain

$$
\operatorname{Adv}_{\mathrm{TLS1.3-1RTT}}^{\Gamma^{\mathrm{b} .1}}(\mathscr{A}) \leq \operatorname{Adv}_{\mathrm{TLS1.3-1RTT}}^{\mathrm{\Gamma}^{\mathrm{b} .2}}(\mathscr{A})+\operatorname{Adv}_{\mathrm{KEM}}^{\mathrm{ind}-1 \mathrm{cca}-\mathrm{mac}}\left(\mathscr{B}_{3}\right)
$$
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Game $\Gamma^{B .3}$ : Note that from the previous game, all "main" secrets in the tested session are random and independent of any session (except the partnered session in case $\pi_{c}$ is the tested session and received the correct SH from $\mathscr{A}$ ). Hence, one can replace the relevant transport keys $\left(\mathrm{tk}_{c}, \mathrm{tk}_{s}\right)$ by random values (i.e. the ones in the $\pi_{s}$ session, and, in case $\pi_{c}$ received the correct SH , the ones in $\pi_{c}$ as well). Overall this step transition is correct if HKDF.TK is a PRF. $\underline{\text { Game } \Gamma^{B .4} \text { : We replace the relevant master secret MS by a random value. Again the transition }}$ is correct if the KDF is a PRF.
Game $\Gamma^{B .5}$ : Finally, all the remaining keys are replaced by random values in the tested session (and in the partnered session if $\pi_{c}$ the received the correct SH ). Again, this is correct if the KDF used is a PRF. Then, all keys in the tested session are random and independent of values in any other session (except the partnered session as mentioned before). Hence, $\mathscr{A}$ cannot win as the tested keys are always random. This concludes the proof.

Similarly, one can prove the security of the modified TLS 1.3 PSK-(EC)DHE 0-RTT handshake. Note that in our case the key-exchange will be done with KEMs, but we keep the "-(EC)DHE" in the name for consistency with the original protocol. We state this in the following informal theorem.

Theorem 6.5.3. The modified TLS 1.3 handshake in the pre-shared key (optional) 0-RTT mode with key-exchange (i.e. TLS 1.3 PSK-(EC)-DHE 0-RTT) is secure in the MultiStage model if the underlying KEM is OW-CPA (and signature, MAC, etc. are secure), in the sense of Dowling et al. [Dow+20].

Proof. The only step in the original proof involving the KEMs can be dealt with a similar reduction from IND-1CCA-MAC as in the proof of Theorem 6.5.2.

Corollary 6.5.1. The original TLS 1.3 handshake is MultiStage secure in the ROM if the CDH problem is hard (and the signature, MAC, etc. are secure). Stronger assumptions used in previous proofs (e.g. PRF-ODH [Dow+20]) are not necessary.

Proof. This simply follows from the fact that DH can be described as a KEM (sk, pk) := $\left(x, g^{x}\right)$, $(K, c t):=\left(\mathrm{pk}^{y}, g^{y}\right)$ and Decaps(sk, ct) $:=\mathrm{ct}^{x}$. Integrating this KEM in our modified TLS 1.3 handshake results in the standard TLS 1.3 handshake. Finally, this KEM is OW-CPA as long as the CDH problem is hard, thus by Theorems 6.5 .1 and 6.5 .2 , the handshake is secure. One can also directly show that DH as used in TLS 1.3 is a IND-1CCA KEM. We provide such a proof in Appendix A.

Remarks. Note that due to non-tightness of the bound in Theorem 6.5.1, the overall bound for TLS security is very much non-tight. This is clearly not sufficient to guarantee security in practice, and we leave as an interesting open question the improvement of the bounds. In addition, we leave security in the QROM as future work.

### 6.6 Impact

The transforms introduced in Section 6.4 produce IND-qCCA KEMs without any de-randomisation and re-encryption steps. Thus, using IND-1CCA ephemeral KEMs obtained through these transforms could speed up the decapsulation process in several protocols.

KEMTLS. As discussed in the introduction of this chapter, improving the KEMTLS protocol [SSW20a] was the main motivation behind this research. In particular, a more efficient decapsulation in the ephemeral KEM would decrease overall latency and computation on the client-side. In particular, this could be of interest for less powerful clients like IoT devices, which would not need to perform re-encryption. Overall, the efficiency gain in practice would obviously depend on the ephemeral KEM used, as encryption is expensive in some schemes while it is not in others.

The same remarks apply to the very recent variants of KEMTLS with pre-distributed keys proposed by Günther et al. [Gün+22] and Schwabe et al. [SSW21].

Note also that following a similar proof as the one in Section 6.5, we conjecture that one should be able to prove that CPA-security of the ephemeral KEM should suffice for KEMTLS to be secure in the ROM (but at the expense of a non-tight security bound, as in the TLS case).

TLS 1.3. TLS 1.3 only supports ephemeral DH as a key-exchange. In turn, in the original security proof [Dow+20], the snPRF-ODH assumption is used for the key-exchange security. The snPRF-ODH assumption can be seen as a variant of the hashed Diffie-Hellman assumption with a 1-time "decapsulation" oracle. More precisely, an adversary is given ( $g, g^{u}, g^{\nu}$ ) and either $y_{0}:=\operatorname{PRF}\left(g^{u v}, \mathrm{ad}^{*}\right)$ or a random $y_{1}$, where $\mathrm{ad}^{*}$ is some auxiliary data chosen by the adversary. Then, the adversary must distinguish between $y_{0}$ and $y_{1}$ with the help of one query to an oracle $\mathscr{O}\left((x, \mathrm{ad}) \neq\left(g^{u}, \mathrm{ad}^{*}\right)\right):=\operatorname{PRF}\left(x^{v}, \mathrm{ad}\right)$.

One can notice that snPRF-ODH security is very close to IND-1CCA security transposed to DH key-exchange. Actually, one can show that IND-1CCA KEM is sufficient for the PQ TLS 1.3 handshake to hold. Indeed, instead of using our IND-1CCA-MAC assumption in the proof, one can use the decapsulation oracle of the IND-1CCA adversary to recover the key if needed. One can check the transition between games $B .1$ and $B .2$ in the proof of KEMTLS security [SSW20a] for more details.

Therefore, using IND-1CCA KEMs in the PQ TLS 1.3 handshake seems a sound idea, as in this case the security bound will offer better guarantees than with a OW-CPA KEM. In addition, the handshake would be faster using IND-1CCA KEMs generated by our transforms instead of the slower IND-CCA KEMs derived with FO.

Finally, by Corollary 6.5.1, we now know that the snPRF-ODH assumption is not necessary in the ROM for TLS 1.3 to be secure (even though the security bound is very much non-tight),
but CDH is sufficient. Alternatively, as shown in Appendix A, DH as used in TLS 1.3 is actually an IND-1CCA KEM ( $\approx$ snPRF-ODH) in the ROM if CDH holds. This gives a tighter security bound compared to Corollary 6.5.1.

Ratcheting. IND-1CCA security is also a property used (often implicitly) in several works on ratcheting. For instance, Jost et al. [JMM19] build a healable and key-updating publickey encryption scheme based on a one time IND-CCA2 PKE (with authenticated data). The latter primitive can easily be made out of an IND-1CCA KEM using KEM/DEM techniques. Another paper by Poettering et al. [PR18] introduces a construction of unidirectional ratcheted key exchange (URKE) that is based (implicitly) on IND-1CCA KEMs, as noticed by Balli et al. [BRV20].

In another recent paper, Brendel et al. [Bre+22] propose a post-quantum alternative to the Signal handshake based on KEMs and designated verifier signature schemes. They first define a core protocol that uses two KEMs in the same vein as KEMTLS: one with long-term keys for implicit authentication of one of the parties and another one with ephemeral keys for guaranteeing forward security. Again, the latter one requires only IND-1CCA security for the handshake to be secure. Similarly, in the full Signal-like handshake built upon the core protocol (called SPQR), three KEMs are used and one requires only IND-1CCA security. Looking ahead, we will use a generalised variant of IND-1CCA security (called IND-1BatchCCA) in the next chapter to build our own PQ variant of the Signal handshake.

Concerns over key-reuse. The main security risk of using an IND-1CCA KEM instead of its IND-CCA counterpart is the vulnerability to key-reuse/misuse attacks. Indeed, if a system/protocol is mis-implemented s.t. the IND-1CCA KEM is used with a "static" public key instead of an ephemeral one, an adversary might be able to recover the secret key after several decryption queries as shown in Chapter 3. In KEMTLS, this risk is mitigated by the use of an IND-CCA KEM in addition to the ephemeral one (which can be IND-1CCA). In particular, the final shared key is derived from shares of both KEMs. Thus, even if the public key meant to be ephemeral is reused, the final shared key should remain "secure" (but forward security would be lost).

In other systems (e.g. TLS 1.3), the risk of key recovery after a few reuses could be mitigated by using hybrid cryptography. For instance, a very efficient IND-CCA KEM could be combined with an IND-1CCA one. That would improve the overall security and resistance against keyreuse attacks at a small cost (see Chapter 4 for a complete discussion on hybrid schemes).

## 7 K-Waay: Fast and Deniable PostQuantum X3DH without Ring Signatures

We saw in the previous chapter that TLS 1.3 can easily be adapted to the post-quantum setting. It is not the case of all protocols, as for instance X3DH, the key-agreement protocol used in Signal, cannot simply be instantiated with KEMs while keeping all its security properties, in particular deniability. In this chapter, we introduce K-Waay, a post-quantum key-exchange protocol that could replace X3DH and that provides similar security guarantees.

This research is a joint work with Daniel Collins, Ngoc Khanh Nguyen, Nicolas Rolin, and Serge Vaudenay. The corresponding paper was accepted at USENIX Security 2024. A chapter based on the same material will appear in Daniel Collins' PhD thesis. Therefore, in order to avoid any confusion, we now detail the contributions of the author of the present dissertation:

- Main idea behind this research, i.e. the K-Waay protocol with the signed ephemeral split-KEM keys, and with a modified Frodo key-exchange as the split-KEM scheme.
- Identification of the shortcomings of the original split-KEM security definitions.
- Definition of appropriate split-KEM security notions (with input from Daniel Collins). I.e. the definitions of deniability, decaps-OW-CPA, UNF-1KCA, and IND-1BatchCCA (including idea of the key-reuse "trick").
- Help with the deniability proof of K-Waay and with the game hops involving the splitKEM in the security proof of K-Waay.
- Security proofs (deniability, OW-CPA security, decaps-OW-CPA) of our Frodo-inspired split-KEM (joint work with Ngoc Khan Nguyen).
- Idea and ROM/QROM security proofs of the $\mathrm{T}_{\mathrm{CH}}$ transform.
- Supervision of the implementation of the benchmarking system and of the corresponding experiments (conducted by Nicolas Rolin).
- Analysis and discussion (i.e. Section 7.9) is joint work with Daniel Collins.

In terms of sections, the contributions of the author of this thesis can be roughly summarised as follows (ignoring the introductory sections):

- Section 7.5 with input from Daniel Collins.
- Design of the protocol presented in Section 7.7 and help for the parts relevant to splitKEM in the security proofs (Section 7.7.1).
- Sections 7.8.3 and 7.8.4 with Ngoc Khan Nguyen.
- Section 7.8.5.
- Section 7.9 with Daniel Collins, excluding implementation of the benchmarking system.

Although it is hard to define where one's contribution starts and ends, results presented outside of the sections listed above can be regarded as existing work extracted from the original paper [Col+ar] and included for the sake of completeness.

### 7.1 Background

In order to properly understand our contribution, we first need to introduce X3DH in more details, as well as the efforts that have been made to make it quantum resistant.

In the classical X3DH protocol, parties first upload their keying material to a central server or public key infrastructure in a so-called prekey bundle. A party can then derive a session key by downloading their partner's bundle and performing three (or four) Diffie- Hellman key exchanges with a mixture of ephemeral and long-term (resp. plus semi-static) keys, ensuring at least confidentiality even if the ephemeral or long-term key of each party is corrupted. In particular, no signatures are used after signed prekeys are uploaded: at that point, the DH exchanges provide implicit authentication guarantees. Consequently, the protocol provides a level of deniability: informally, a participant can deny having performed key exchange with its counterpart. This is a privacy guarantee that prevents (at least on a cryptographic level) a conversation transcript from incriminating an unsuspecting party, which is especially pertinent in situations like whistleblowing and protesting.

Conscious of the quantum threat, Signal announced and rolled out in 2023 their initial hybrid post-quantum key exchange solution, namely the "PQXDH protocol". ${ }^{1}$ Like in X3DH, several Diffie-Hellman key exchanges are performed at once, but in PQXDH, parties upload prekey bundles that also contain a Kyber-1024 public key that the initiator additionally encapsulates to the responder with. Moreover, prekey bundles are still signed with the same classical signature scheme as regular X3DH. Although PQXDH appears to provide post-quantum confidentiality [Bha+23], it does not provide post-quantum authentication as a quantum attacker can trivially forge prekey bundles by breaking the classical signature scheme.

[^2]A natural direction for building a post-quantum equivalent of X3DH is to emulate X3DH's symmetric structure with a post-quantum construction. As a result, Brendel et al. [Bre+21] introduced the syntax of such a primitive, which they called split-KEM. In a split-KEM, a party $B$ encapsulates to their partner $A$ by using their own secret $\mathrm{sk}_{\mathrm{B}}$ and their partner's public key $\mathrm{pk}_{\mathrm{A}}$ to produce a ciphertext, then A decapsulates it using $\mathrm{sk}_{\mathrm{A}}$ and $\mathrm{pk}_{\mathrm{B}}$. The authors define indistinguishability-based security notions and notice that the Frodo [Bos+16] lattice-based key-exchange fulfils the split-KEM syntax and the weakest notion of indistinguishability they define. Although they present an X3DH-like protocol, they do not define a security model, and, looking ahead, their split-KEM security notions do not suffice to construct an X3DH-like key exchange with both authenticity and deniability.

In two other recent works, Hashimoto et al. [Has+21; Has+22] and Brendel et al. [Bre+22] concurrently proposed instead to construct X3DH-like key exchange using KEMs directly. In order to ensure deniability, two seemingly different approaches were proposed: Hashimoto et al. [Has+21; Has+22] apply ring signatures while Brendel et al. [Bre+22] use a flavour of designated verifier signatures; these primitives were later shown to be equivalent [Has+22].

As described in the aforementioned papers, the currently most efficient post-quantum ring signatures [BKP20; ESZ22; LAZ19; LN22; Yue+21] are proven to be secure in the ROM and can enjoy signatures that are a handful of kilobytes large, making them practical. Often, however, the constructions do not come with a security proof in the quantum random oracle model (QROM). In this vein, parameters are generally optimistically chosen as the security loss incurred by proofs in the ROM is not taken into account when setting these, without even mentioning QROM loss, which is usually much larger. Further, security notions can differ between papers, making it less clear exactly when they are appropriate for use. More generally, it is of interest to determine the cost (or overhead) that deniability incurs in (X3DH-like) key exchange. Towards this goal, Hashimoto et al. [Has+22] provide benchmarks for their baseline, non-deniable X3DH-like protocol based on signatures and KEMs, and Brendel et al. [Bre+22] consider parameter sizes for (but do not benchmark) existing ring and designated verifier signature schemes.

While the use of ring signatures to build PQ and deniable X3DH is at least theoretically understood, this far from exhausts the protocol design space. Motivated by this and the above discussion, we therefore address the following problem in this chapter:

Can we design a provably-secure, efficient, and deniable post-quantum X3DH alternative that does not require ring signatures?

### 7.2 Contributions

In this chapter, we propose an efficient, deniable, and post-quantum X3DH-like protocol without ring signatures that we call $\mathrm{K}-\mathrm{W}$ aay. Our contributions can be summarised as follows:

- Towards building our protocol, we revisit the split-KEM formalism proposed by Brendel et al. [Bre +21$]$ and deduce that several additional properties, namely notions of authenticity and deniability, are needed to construct a secure X3DH-like deniable authenticated key exchange protocol (DAKE).
- We propose K-Waay, a X3DH-like DAKE that uses a deniable and unforgeable split-KEM at its core. Our protocol uses a signature scheme to sign prekeys, and then uses an ephemeral KEM, a long-term KEM, and the split-KEM for the final key exchange step.
- The main drawback of a naive version of our protocol is that parties can run out of ephemeral keys, thus making the protocol synchronous if this happens (e.g. Bob needs to wait for Alice's fresh ephemeral key before sending a message). While such a problem would rarely occur in practice, given enough keys are uploaded on the server, we propose a simple trick that makes the reuse of ephemeral keys possible on the receiver's side for messages they received while offline. We think this trick could be of independent interest as it - perhaps surprisingly - allows for a specific kind of key reuse for a split-KEM that is not IND-CCA secure. This technique is inspired by the IND-qCCA transforms defined in Chapter 6.
- We prove key indistinguishability in our model that captures ephemeral key reuse and session state exposure, and prove a variant of deniability that strengthens the notion from Brendel et al [Bre+22] by additionally leaking the victim's session state to the adversary in the security game.
- We instantiate a post-quantum split-KEM secure under our new security notions derived from the Frodo key exchange protocol (FrodoKEX) [Bos+16] based on the plain LWE assumption. The parameters we choose provide strong security guarantees, providing more than 192 bits of classical and quantum security for our core split-KEM security notions OW-CPA, decaps-OW-CPA, and deniability. We then use a transform in the (Q)ROM to prove it UNF-1KCA and IND-1BatchCCA (i.e. our new unforgeability and indistinguishability definitions for split-KEM). This construction incurs a security loss as usual in the (Q)ROM, but our final split-KEM still provides around 128 (resp. 64) bits of security in the ROM (resp. QROM) assuming the adversary is limited to $2^{64}$ (resp. quantum) random oracle queries. In other words, our parameters take into account the loss due to the $(\mathrm{Q}) \mathrm{ROM}$ proof.
- We benchmark our protocol K-Waay using our modified version of FrodoKEX (which we call FrodoKEX+) as the split-KEM, along with standard X3DH and the two previous proposals for PQ X3DH-like AKE [Has+22; Bre+22]. We find that while K-Waay has larger prekeys, it is approximately $6 \times$ faster compared to these. In addition, the only nonstandard primitive we use in K-Waay (i.e. FrodoKEX+) is based on both an assumption (i.e. LWE) and a scheme (FrodoKEM) that have been thoroughly scrutinised by the cryptographic community. Overall, we believe our protocol more mature for short to medium-term integration compared to previous work based on ring signatures.


### 7.3 Additional Related Work

The security of X3DH has been modelled in detail by Cohn-Gordon et al. [Coh+20]. Vatandas et al. [Vat+20] investigated the deniability of X3DH and similar key exchange protocols under the deniability notion of Di Raimondo et al. [RGK06], requiring strong knowledge-of-exponenttype assumptions to prove X3DH secure. In 2022, Dobson and Galbraith [DG22] proposed a X3DH-like protocol based on SIDH, which is thus now broken. More recently, Kiltz et al. [Kil+23] proved X3DH tightly-secure in the generic group model under a new multi-user assumption although they do not allow the adversary to expose parties' session states.

Unger and Goldberg built a number of different DAKEs [UG15; UG18]. However, the protocols do not provide post-quantum guarantees: even though it is suggested in the latter work [UG18] to add a PQ KEM for post-quantum confidentiality. Nevertheless, the protocols provide relatively strong online deniability (i.e. where a judge and a party can communicate while trying to frame another party) at the expense of stronger primitives like dual-receiver encryption and non-committing encryption.

In 2021, Alwen et al. [Alw+21] defined the notion of authenticated key encapsulation mechanism (AKEM) and some security definitions. AKEM captures the same primitive as a split-KEM, but we opted for the syntax and language of the latter as it was meant to be used in a X3DH-like protocol.

Cremers and Feltz [CF11] introduced peer deniability, which captures the kind of participation deniability property we are after in this chapter, namely that a party cannot deny using a system but can deny communicating with a particular party. However, their security notion does not require the simulator to output the session key and the adversary to distinguish between the real and simulated key, and so composability issues may arise from using it.

### 7.4 Technical Overview

As the length of this chapter is consequent, we review in this section the techniques developed and used in the design of K-Waay.

### 7.4.1 X3DH-like key exchange

A quantum-secure X 3 DH -like protocol should satisfy certain properties. Apart from satisfying standard authenticated key exchange (AKE) properties like secrecy and authentication, it should also be asynchronous. That is, parties should be able to upload keying material to a central server, after which an initiating party can derive a session key immediately with their counterpart who may be offline. This also entails receiver-obliviousness in the language of Hashimoto et al. [Has+22] as the initial key upload should not depend on the keys of any other party. Another is deniability, allowing parties to claim that they plausibly did not participate in the key exchange. Note that we cannot possibly ensure that parties can claim that they never
uploaded prekeys as they are signed (and using e.g. ring signatures would violate receiverobliviousness). Finally, a DAKE should, like X3DH, provides security guarantees even if the session state of a party is leaked.

### 7.4.2 Revisiting split-KEM

In an attempt to model the primitive central to X3DH-like AKE, Brendel et al. [Bre+22] introduced split-KEM, which is similar to a standard KEM except the encapsulator can contribute to the derived key with their own secret key. However, we discovered that the accompanying security definitions were not sufficient to use such a primitive as the main component of an AKE. The reason being that their notions ensure that an encapsulated ciphertext will not leak information on its encapsulated key, but not that only the sender can send a "legitimate" ciphertext to the receiver (or that only the sender and receiver can derive a common key). In other words, there is no guarantee of implicit authentication. Therefore, we introduce the notion of unforgeability against one-known-ciphertext attacks for split-KEM (UNF-1KCA), which roughly states that if Alice receives a message allegedly sent by Bob, either Bob really sent it or the decapsulation will fail. Jumping ahead, this will be used in the security proof of the protocol to argue that either the adversary relayed a legit split-KEM ciphertext to the receiver, or the sender aborts as the ciphertext is forged.

We also introduce an intermediary notion of decaps-OW-CPA, which says that an adversary should not be able to recover a key decapsulated by some party without knowing the sender's or the receiver's secret key. We then prove that our lattice-based split-KEM satisfies such a definition and we apply some transform in the (Q)ROM to obtain a UNF-1KCA split-KEM.

Finally, we also define the notion of deniability for split-KEM, which states that no party $J$ can be convinced that a party $B$ sent a given ciphertext to $A$, even knowing $A$ 's secret key but assuming both parties did not deviate from the protocol. This models a setting where $A$ communicates with $B$ and later tries to frame the latter by giving the transcript and their own secret key to $J$.

### 7.4.3 Construction

As any X 3 DH -like protocol, our construction works in 4 phases: long-term key generation, prekey generation, send, and receive. The first observation we make is that in X3DH implementation, prekey bundles are signed with a long-term signing key before being uploaded to the server. This fact is often abstracted away in formal analysis as it hurts the claims one can make about the deniability of X 3 DH : as a signature is undeniable by definition, users cannot deny they participated in the protocol. Based on this, our goal was to achieve some level of peer-deniability [CF11], where parties can deny they communicated with someone in particular, and to leverage the fact that we use signatures to authenticate the prekeys. Our protocol works then as follows (see Figure 7.1 for a high-level overview). The long-term key


Figure 7.1: High-level overview of the K-Waay protocol. Values in brackets $\{\cdot\}_{\text {sk }}$ are signed with sk and the signature is verified upon reception. For clarity, we omit the calculation and addition of session identifier sid to KDF.
pair consists of a KEM and signature key pair, the latter being used to sign the prekey, which comprises an ephemeral KEM key pair and ephemeral split-KEM key pair. The former is used for forward secrecy while the second is used for the implicit authentication of the sender. Although usually ephemeral keys cannot be used for authentication as they are dynamic, in our case we can since they are authenticated (i.e. signed) by their owner. Then, the sender encapsulates against both KEM public keys of the receiver, and uses their own split-KEM secret key and the receiver's public key to derive a split-KEM ciphertext. Upon decapsulation, the receiver recovers the three keys and combines them using a PRF to derive the shared key.

Ephemeral split-KEM key reuse. The way our protocol is described above works perfectly well if the split-KEM satisfies the UNF-1KCA unforgeability notion introduced above. However, in practice, it could happen that some party, say Alice, is offline for too long and all their ephemeral split-KEM keys have been used. If that occurs, another sender would have to wait for Alice to come online and upload new keys before they can send her a message.

We fix this issue by modifying the protocol as follows: when Alice's ephemeral public keys have run out on the server, a sender can simply reuse one of them. Then, when Alice is back online, she groups the ciphertexts corresponding to the same public key and decrypts all ciphertexts in a group at once. If one or more of the decapsulations of the split-KEM ciphertexts in a
group fails, Alice outputs $\perp$ for all ciphertexts and e.g., restarts the protocol. Otherwise, Alice proceeds as before (and never decapsulates again using the same split-KEM key). We formally model this key reuse with an algorithm BatchReceive that takes as input a given session state and one or more messages to be received.

Security. We show this version of the protocol is secure assuming the split-KEM satisfies a stronger notion than IND-CPA that we call IND-1BatchCCA. This definition is the same as traditional IND-CPA (adapted to the split-KEM syntax), except the adversary can query a decapsulation oracle once with multiple public keys and ciphertexts, and the oracle returns $\perp$ if one or more of the decapsulations failed, and the resulting keys otherwise. We show that one can easily build an IND-1BatchCCA split-KEM out of a CPA secure one in the (Q)ROM, conveniently using the same transform mentioned above that builds a UNF-1KCA scheme out of a decaps-OW-CPA one.

As in previous protocols ([Bre+22; Has+22]), the long-term KEM provides implicit authentication of the receiver as only they can decrypt. The ephemeral KEM provides forward secrecy, and the UNF-1KCA/IND-1BatchCCA split-KEM provides implicit authentication of the sender, as it guarantees that only the sender could have sent a ciphertext that correctly decapsulates (unforgeability), and no adversary knows what is inside that ciphertext (indistinguishability), even after seeing the decapsulation of one batch of ciphertexts encapsulated against the same public key (if all decapsulated correctly). We note that the sender-to-receiver authentication depends both on a long-term key (i.e. the signing key), and an ephemeral one (the split-KEM key). Consequently, our model (that allows session state exposure) is more restrictive than that of Hashimoto et al. [Has+22], since in particular it suffices for the adversary to learn a receiver's ephemeral state during key exchange to forge a message that the receiver accepts. Intuitively, this is because a split-KEM is effectively a symmetric primitive.

Deniable split-KEM from lattices. We provide the first lattice-based split-KEM which satisfies both deniability and UNF-1KCA security. Our starting point is the Frodo key-exchange (FrodoKEX) [Bos+16], which was identified (among other schemes) as a split-KEM by Brendel et al. [Bre +21$]$, the security of which relies on the well-known Learning with Errors (LWE) problem [Reg05]. We highlight that the vanilla construction of FrodoKEX does not enjoy the aforementioned properties. Indeed, when looking closely at the security games of deniability, partial information about the secret keys are revealed, which makes a reduction to LWE completely non-trivial ${ }^{2}$. We circumvent this problem in two ways.

First, we reduce deniability of our scheme to a so-called Extended-LWE problem [AP12], where in addition to a standard LWE instance, the adversary is given a short random combination of the secret coefficients. We show that deniability of our scheme reduces straightforwardly to Extended-LWE and then, following the methodology of Alperin-Sheriff and Peikert [AP12], we

[^3]reduce it further to plain LWE. In order to make the reduction tighter, we use an odd modulo, unlike in the original FrodoKEX scheme.

Then, towards UNF-1KCA security, we slightly modify the Frodo split-KEM by introducing masking terms that make the security proof go through. In Section 7.9 .2 we discuss the necessity of these (seemingly artificial) changes.

### 7.5 Split-KEM

As mentioned above, the primitive at the core of our protocol is a split-KEM, which we present in this section. It was first defined by Brendel et al. [Bre+21].

Definition 7.5.1 (Split-KEM). An (asymmetric) split-KEM sKEM is a tuple of four efficient algorithms (KeyGenA, KeyGenB, Encaps, Decaps) defined as follows:

- $\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}}\right) \multimap \$ \operatorname{KeyGenA}\left(1^{\lambda}\right)\left(\right.$ resp. $\left.\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}}\right) \leftarrow \$ \operatorname{KeyGenB}\left(1^{\lambda}\right)\right)$ : The key generation function of the first/second party takes the security parameter $\lambda$ as input, and outputs a pair of public/secret keys $\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}}\right)\left(\right.$ resp. $\left.\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}}\right)\right)$.
- $K, \mathrm{ct} \leftarrow \mathrm{Encaps}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{B}}\right)$ : The encapsulation function takes the public key $\mathrm{pk}_{\mathrm{A}}$ of a party A and the other party's secret keys $\mathrm{k}_{\mathrm{B}}$ as inputs, and outputs a ciphertext ct and a key $K$.
- $K / \perp \leftarrow \operatorname{Decaps}\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}\right)$ : The decapsulation function takes the secret $k e y \mathrm{sk}_{\mathrm{A}}$ of a party A , the other party's public key $\mathrm{pk}_{\mathrm{B}}$ and a ciphertext ct as inputs, and outputs a key $K$ or the error symbol $\perp$.

We say a split-KEM is $\delta$-correct if

$$
\operatorname{Pr}\left[K \neq K^{\prime}: \begin{array}{c}
\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}}\right) \leftarrow \$ \operatorname{KeyGenA}\left(1^{\lambda}\right) ; \\
\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}}\right) \leftarrow \operatorname{KeyGenB}^{\lambda}\left(1^{\lambda}\right) ; \\
K, \mathrm{ct} \leftarrow \operatorname{Encaps}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{B}}\right) ; \\
\left.K^{\prime} \leftarrow \operatorname{Decaps}\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}\right)\right]
\end{array}\right] \leq \delta .
$$

Intuitively, a split-KEM is similar to a normal KEM except material from both participants is used for encapsulation (i.e. the final key will depend on both parties' secret/public keys). In a X3DH-like protocol, it can be used to implicitly authenticate the party encapsulating. In the language of Brendel et al. [Bre+21], our notion of split-KEM is "asymmetric", as it is assumed that $B$ always encapsulates and $A$ always decapsulates. This is sufficient for our purpose, but we note that all the results presented in this chapter can be adapted to a symmetric split-KEM where KeyGenA = KeyGenB.

```
```

$\operatorname{IND}-1 B a t c h C C A_{s K E M}(\mathscr{A})$

```
```

$\operatorname{IND}-1 B a t c h C C A_{s K E M}(\mathscr{A})$
$b \leftarrow \$\{0,1\}$
$b \leftarrow \$\{0,1\}$
$q \leftarrow 0$
$q \leftarrow 0$
$\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}} \leftarrow \$ \operatorname{KeyGenA}\left(1^{\lambda}\right)$
$\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}} \leftarrow \$ \operatorname{KeyGenA}\left(1^{\lambda}\right)$
$\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}} \leftarrow$ KeyGenB( $\left.1^{\lambda}\right)$
$\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}} \leftarrow$ KeyGenB( $\left.1^{\lambda}\right)$
$K_{0}, \mathrm{ct}^{*} \leftarrow \$ \operatorname{Encaps}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{B}}\right)$
$K_{0}, \mathrm{ct}^{*} \leftarrow \$ \operatorname{Encaps}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{B}}\right)$
$K_{1} \leftarrow \$ \mathscr{K}$
$K_{1} \leftarrow \$ \mathscr{K}$
$b^{\prime} \leftarrow \$ \mathscr{A}^{\text {BatchDec }}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{*}, K_{b}\right)$
$b^{\prime} \leftarrow \$ \mathscr{A}^{\text {BatchDec }}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{*}, K_{b}\right)$
return $1_{b^{\prime}=b}$
return $1_{b^{\prime}=b}$
OW-CPA sKEM $^{(\mathscr{A})}$
OW-CPA sKEM $^{(\mathscr{A})}$
$\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}} \leftarrow$ KeyGenA $\left(1^{\lambda}\right)$
$\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}} \leftarrow$ KeyGenA $\left(1^{\lambda}\right)$
$\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}} \leftarrow$ KeyGenB( $1^{\lambda}$ )
$\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}} \leftarrow$ KeyGenB( $1^{\lambda}$ )
$K^{*}, \mathrm{ct}^{*} \leftarrow \$$ Encaps $\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{B}}\right)$
$K^{*}, \mathrm{ct}^{*} \leftarrow \$$ Encaps $\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{B}}\right)$
$K^{\prime} \leftarrow \$ \mathscr{A}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{*}\right)$
$K^{\prime} \leftarrow \$ \mathscr{A}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{*}\right)$
return $1_{K^{\prime}=K^{*}}$

```
```

    return \(1_{K^{\prime}=K^{*}}\)
    ```
```

Figure 7.2: IND-1BatchCCA and OW-CPA games.

### 7.5.1 Security

We will need several security properties from the split-KEM to prove our whole protocol secure. We first define one-wayness (OW-CPA ${ }^{3}$ ) for sKEM, which is very similar to the usual one for KEM, and another new notion called IND-1BatchCCA. Looking ahead, we will show that any OW-CPA split-KEM can easily be transformed into a IND-1BatchCCA one in the (Q)ROM.

Definition 7.5.2 (split-KEM OW-CPA). We consider the OW-CPA game defined in Figure 7.2. A split-KEM scheme $\mathrm{sKEM}=\left(\mathrm{KeyGen}_{\mathrm{A}}, \mathrm{KeyGenB}\right.$, Encaps, Decaps) is OW-CPA iffor any efficient adversary $\mathscr{A}$ we have

$$
\operatorname{Adv}_{\mathrm{sKEM}}^{\mathrm{ow}-\mathrm{cpa}}(\mathscr{A}):=\operatorname{Pr}\left[\mathrm{OW}-\mathrm{CPA}_{\mathrm{sKEM}}(\mathscr{A}) \Rightarrow 1\right]=\mathrm{negl} .
$$

Definition 7.5.3 (split-KEM IND-1BatchCCA). We consider the IND-1BatchCCA game defined in Figure 7.2. Let $\mathbb{K}$ be a finite key space. A split-KEM scheme over $\mathbb{K}$ sKEM $=$ (KeyGen ${ }_{\mathrm{A}}$, KeyGenB, Encaps, Decaps) is IND-1BatchCCA iffor any efficient adversary $\mathscr{A}$ we have

$$
\operatorname{Adv}_{\mathrm{sKEM}}^{\text {ind-1batchcca }}(\mathscr{A}):=\left|\operatorname{Pr}[\operatorname{IND}-1 \operatorname{BatchCCA} \mathrm{sKEM}(\mathscr{A}) \Rightarrow 1]-\frac{1}{2}\right|=\text { negl } .
$$

We also recall the different notions of indistinguishability for (asymmetric) split-KEM defined by Brendel et al. [Bre+21]:

[^4]```
xy-IND-CCA sKEM \((\mathscr{A})\)
    \(b \leftarrow\{\{0,1\}\)
    \(n_{\mathrm{x}} \leftarrow 0 ; n_{\mathrm{y}} \leftarrow 0 ;\)
    \(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}} \longleftarrow \$ \operatorname{KeyGenA}\left(1^{\lambda}\right)\)
    \(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}} \leftarrow \$ \operatorname{KeyGenB}\left(1^{\lambda}\right)\)
    \(K_{0}, \mathrm{ct}^{*} \leftarrow \$\) Encaps \(\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{B}}\right)\)
    \(K_{1} \leftarrow \$ \mathcal{K}\)
    \(b^{\prime} \leftarrow \mathscr{A}^{\mathrm{DEC}, \mathrm{ENC}}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{*}, K_{b}\right)\)
    return \(1_{b^{\prime}=b}\)
```

```
ENC(pk)
```

ENC(pk)
if $n_{\mathrm{y}} \geq \mathrm{y}:$ return $\perp$
if $n_{\mathrm{y}} \geq \mathrm{y}:$ return $\perp$
$n_{\mathrm{y}} \leftarrow n_{\mathrm{y}}+1$
$n_{\mathrm{y}} \leftarrow n_{\mathrm{y}}+1$
$K, \mathrm{ct} \leftarrow$ Encaps(pk,sk ${ }_{\mathrm{B}}$ )
$K, \mathrm{ct} \leftarrow$ Encaps(pk,sk ${ }_{\mathrm{B}}$ )
if $(\mathrm{pk}, \mathrm{ct})=\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{ct}^{*}\right):$ return $\perp$
if $(\mathrm{pk}, \mathrm{ct})=\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{ct}^{*}\right):$ return $\perp$
return $K$,ct
return $K$,ct
DEC(pk, ct)
DEC(pk, ct)
if $n_{\mathrm{x}} \geq \mathrm{x}$ : return $\perp$
if $n_{\mathrm{x}} \geq \mathrm{x}$ : return $\perp$
$n_{\mathrm{x}} \leftarrow n_{\mathrm{x}}+1$
$n_{\mathrm{x}} \leftarrow n_{\mathrm{x}}+1$
if $(\mathrm{pk}, \mathrm{ct})=\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{*}\right):$ return $\perp$
if $(\mathrm{pk}, \mathrm{ct})=\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{*}\right):$ return $\perp$
return Decaps $\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}\right)$

```
    return Decaps \(\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}\right)\)
```

Figure 7.3: xy-IND-CCA games for an "asymmetric" split-KEM from Brendel et al. [Bre+21], where $x, y \in\{n, s, m\}$. When doing the comparison on the first line of both oracles, we assume $\mathrm{n}=0, \mathrm{~s}=1$ and $\mathrm{m}=\infty$.

Definition 7.5.4 (split-KEM xy-IND-CCA). We consider the xy-IND-CCA game defined in Figure 7.3. A split-KEM scheme $\mathrm{sKEM}=\left(\right.$ KeyGen $_{\mathrm{A}}$, KeyGenB, Encaps,Decaps) is xy-IND-CCA, with $\mathrm{x}, \mathrm{y} \in\{\mathrm{n}, \mathrm{s}, \mathrm{m}\}$ if for any efficient adversary $\mathscr{A}$ we have

$$
\operatorname{Adv}_{\mathrm{sKEM}}^{\mathrm{xy}-\mathrm{ind}-\mathrm{cca}}(\mathscr{A}):=\left|\operatorname{Pr}\left[\mathrm{xy}-\mathrm{IND}-\mathrm{CCA}_{\mathrm{sKEM}}(\mathscr{A}) \Rightarrow 1\right]-\frac{1}{2}\right|=\mathrm{negl} .
$$

These indistinguishability notions range from nn-IND-CCA, which is similar to some kind of IND-CPA security as the adversary has no access to encapsulation or decapsulation oracles, to mm-IND-CCA, which captures strong IND-CCA security for split-KEMs. More generally, all notions are of the form $x y-I N D-C C A, x, y \in\{n, s, m\}$, where $x$ (resp. $y$ ) specifies the number of queries an adversary can make to the decapsulation (resp. encapsulation) oracle (i.e. none, single, or many).

On the original split-KEM security. We recall that the advantage of split-KEMs over normal KEMs is that they capture the fact that the party encapsulating can contribute (static) keying material towards the shared key, whereas it is not the case with KEMs, as the encapsulation function only takes the receiving party's public key as input (and random coins). In particular, this means that KEMs cannot be used for implicit authentication of the encapsulator, unlike split-KEMs. However, we argue that the original xy-IND-CCA definitions for split-KEMs [Bre+21] do not capture implicit authentication either and thus are not suited for their purpose (i.e. building an asynchronous DAKE). In fact, any IND-CPA (resp. IND-CCA) KEM can easily be converted to an (asymmetric) split-KEM satisfying nn-IND-CCA (resp. mm-IND-CCA).

More formally, imagine a setting where Alice and Bob know each other's public key, and Bob wants to implicitly authenticate to Alice using a split-KEM. In addition, we assume that a mm -IND-CCA split-KEM sKEM ${ }_{0}$ exists (note mm-IND-CCA security is the strongest so this holds for all weaker notions). We first modify sKEM ${ }_{0}$ such that on a special ciphertext ct ${ }^{\star}$ not in the original ciphertext space, Decaps returns a constant key $K^{\star}$. Let's call this modified scheme sKEM. We observe that sKEM is still mm-IND-CCA secure as no adversary can break an honestly-generated challenge ciphertext. Now, implicit authentication means that if Alice decapsulates a ciphertext and obtains a key $K$, then only Bob knows $K$. However, in our case, any adversary can send $\mathrm{ct}^{\star}$ to Alice and set their own key to $K^{\star}$. Both the adversary and Alice will share the same key and implicit authentication does not hold. In a way, xy-IND-CCA security does not prevent forgeries.

UNF-1KCA. This leads us to define our notion of UNF-1KCA security for split-KEMs below which, along with OW-CPA (which can be turned into IND-1BatchCCA), guarantees that only Bob (and obviously Alice) can know the result of Alice's decapsulation on some ciphertext. More precisely, UNF-1KCA ensures that no adversary can forge a valid split-KEM ciphertext for $B$ even knowing a ciphertext that was computed with respect to a public key chosen by the adversary ${ }^{4}$, under the condition that the public key used for encapsulation and the known ciphertext are different from the pair made of A's public key and the ciphertext output by the adversary. We also define a security notion called decaps-OW-CPA that will serve as a building block to build UNF-1KCA. The decaps-OW-CPA notion ensures that it is hard for an adversary knowing a ciphertext ct (under an adversarially-chosen public key) to come up with a ciphertext $c t^{\prime}$ (possibly equal to $c t$ ) and a key $K^{\prime}$ such that the decapsulation of $\mathrm{ct}^{\prime}$ returns $K^{\prime}$.

Definition 7.5 .5 (split-KEM UNF-1KCA). We consider the UNF-1KCA game defined in Figure 7.4. A split-KEM scheme $\mathrm{sKEM}=\left(\right.$ KeyGen $_{\mathrm{A}}$, KeyGenB, Encaps, Decaps) is UNF-1KCA iffor any efficient adversary $\mathscr{A}$ we have

$$
\operatorname{Adv}_{\mathrm{sKEM}}^{\mathrm{unf}-1 \mathrm{kca}}(\mathscr{A}):=\operatorname{Pr}\left[\mathrm{UNF}-1 \mathrm{KCA}_{\mathrm{sKEM}}(\mathscr{A}) \Rightarrow 1\right]=\operatorname{negl} .
$$

Definition 7.5.6 (split-KEM decaps-OW-CPA). We consider the decaps-OW-CPA game defined in Figure 7.4. A split-KEM scheme $\mathrm{sKEM}=\left(\mathrm{KeyGen}_{\mathrm{A}}, \mathrm{KeyGenB}\right.$, Encaps, Decaps) is decaps-OW-CPA iffor any efficient adversary $\mathscr{A}$ we have

$$
\operatorname{Adv}_{\text {sKEM }}^{\text {decaps-ow-cpa }}(\mathscr{A}): \left.=\left\lvert\, \operatorname{Pr}[\text { decaps-OW-CPA } \text { sKEM }(\mathscr{A}) \Rightarrow 1]-\frac{1}{2}\right. \right\rvert\,=\text { negl } .
$$

### 7.5.2 Deniability

We finally state the notion of split-KEM deniability we would like to achieve.

[^5]$\operatorname{UNF}-1 \mathrm{KCA}_{\text {sKEM }}(\mathscr{A})$
$\operatorname{UNF}-1 \mathrm{KCA}_{\text {sKEM }}(\mathscr{A})$
$\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}} \multimap \mathrm{K} \operatorname{KeyGenA}\left(1^{\lambda}\right)$
$\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}} \multimap \mathrm{K} \operatorname{KeyGenA}\left(1^{\lambda}\right)$
$\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}} \leftarrow \$ \operatorname{KeyGenB}\left(1^{\lambda}\right)$
$\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}} \leftarrow \$ \operatorname{KeyGenB}\left(1^{\lambda}\right)$
$\mathrm{st}, \mathrm{pk} \leftarrow \$ \mathscr{A}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}\right)$
$\mathrm{st}, \mathrm{pk} \leftarrow \$ \mathscr{A}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}\right)$
$K_{\mathrm{B}}, \mathrm{ct} \leftarrow \mathrm{Encaps}\left(\mathrm{pk}, \mathrm{sk}_{\mathrm{B}}\right)$
$K_{\mathrm{B}}, \mathrm{ct} \leftarrow \mathrm{Encaps}\left(\mathrm{pk}, \mathrm{sk}_{\mathrm{B}}\right)$
$\mathrm{ct}^{\prime} \leftarrow \$ \mathscr{A}\left(\mathrm{st}, \mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{\mathrm{B}}\right)$
$\mathrm{ct}^{\prime} \leftarrow \$ \mathscr{A}\left(\mathrm{st}, \mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{\mathrm{B}}\right)$
if $(c t, p k)=\left(c t^{\prime}, \mathrm{pk}_{\mathrm{A}}\right):$ return 0
if $(c t, p k)=\left(c t^{\prime}, \mathrm{pk}_{\mathrm{A}}\right):$ return 0
$K_{\mathrm{A}} \leftarrow \operatorname{Decaps}\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right)$
$K_{\mathrm{A}} \leftarrow \operatorname{Decaps}\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right)$
if $K_{\mathrm{A}}=\perp$ : return 0
if $K_{\mathrm{A}}=\perp$ : return 0
return 1
return 1
decaps-OW-CPA ${ }_{\text {sKEM }}(\mathscr{A})$
decaps-OW-CPA ${ }_{\text {sKEM }}(\mathscr{A})$
$b \leftarrow\{\{0,1\}$
$b \leftarrow\{\{0,1\}$
$\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}} \leftarrow$ KeyGenA( $\left.1^{\lambda}\right)$
$\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}} \leftarrow$ KeyGenA( $\left.1^{\lambda}\right)$
$\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}} \leftarrow$ KeyGenB( $1^{\lambda}$ )
$\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}} \leftarrow$ KeyGenB( $1^{\lambda}$ )
$\mathrm{st}, \mathrm{pk} \leftarrow \$ \mathscr{A}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}\right)$
$\mathrm{st}, \mathrm{pk} \leftarrow \$ \mathscr{A}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}\right)$
$K_{\mathrm{B}}, \mathrm{ct} \leftarrow$ Encaps(pk, sk ${ }_{\mathrm{B}}$ )
$K_{\mathrm{B}}, \mathrm{ct} \leftarrow$ Encaps(pk, sk ${ }_{\mathrm{B}}$ )
$K_{\mathrm{A}}^{\prime}, \mathrm{ct}^{\prime} \leftarrow \$ \mathscr{A}\left(\mathrm{st}, \mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}\right)$
$K_{\mathrm{A}}^{\prime}, \mathrm{ct}^{\prime} \leftarrow \$ \mathscr{A}\left(\mathrm{st}, \mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}\right)$
$K_{\mathrm{A}} \leftarrow \operatorname{Decaps}\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right)$
$K_{\mathrm{A}} \leftarrow \operatorname{Decaps}\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right)$
if $K_{\mathrm{A}}=\perp$ : return 0
if $K_{\mathrm{A}}=\perp$ : return 0
return $1_{K_{A}=K_{A}^{\prime}}$
return $1_{K_{A}=K_{A}^{\prime}}$

Figure 7.4: Games UNF-1KCA and decaps-OW-CPA.

| $\operatorname{DENY}_{\text {sKEM }, \operatorname{Sim}}^{\mathrm{REAL}}(\mathscr{A})$ | $\operatorname{DENY}_{\text {sKEM }, \operatorname{Sim}}^{\mathrm{SIM}}(\mathscr{A})$ |
| :---: | :---: |
| 1: $\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}}\right) \leftarrow$ K KeyGenA $\left(1^{\lambda}\right)$ | 1: $\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}}\right) \leftarrow$ K $\operatorname{KeyGenA}\left(1^{\lambda}\right)$ |
| 2: $\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}}\right) \leftarrow$ - $\operatorname{KeyGenB}\left(1^{\lambda}\right)$ | 2: $\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}}\right) \leftarrow$ - KeyGenB $\left(1^{\lambda}\right)$ |
| 3: K, ct $\leftarrow$ Encaps $\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{B}}\right)$ | 3: K, ct $\leftarrow$ S $\operatorname{sim}\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}\right)$ |
| 4: $\quad b \leftarrow ¢ \mathscr{A}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, K, \mathrm{ct}\right)$ | 4: $\quad b \leftarrow ¢ \mathscr{A}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, K, \mathrm{ct}\right)$ |
| 5: return $b$ | 5: return $b$ |

Figure 7.5: Deniability game.

Definition 7.5.7 (Deniability). We consider the game shown in Figure 7.5. We say a split-KEM sKEM is DENY if there exists a simulator Sim s.t. for all efficient adversaries $\mathscr{A}$, we have

$$
\operatorname{Adv}_{\text {sKEM }, \operatorname{Sim}}^{\text {deny }}(\mathscr{A}):=\left|\operatorname{Pr}\left[\operatorname{DENY} \mathrm{SKEM}, \operatorname{Sim}_{\mathrm{REAL}}(\mathscr{A}) \Rightarrow 1\right]-\operatorname{Pr}\left[\mathrm{DENY}_{\mathrm{sKEM}, \operatorname{Sim}}^{\mathrm{SIM}}(\mathscr{A}) \Rightarrow 1\right]\right|=\text { negl }
$$

Informally, the setting considered is the following. Alice and Bob use the split-KEM to establish a shared key (we assume the public keys are only used for this one exchange), and Alice (while following the protocol) wants to frame Bob and prove that he did communicate with her. Therefore, after receiving Bob's ciphertext and deriving the key, Alice gives both public keys, the derived key, the ciphertext and her own secret key to a judge (i.e. the adversary) that must decide whether Bob actually sent the ciphertext that was used to derive the key or not. The scheme is deniable if there is a simulator that, given Alice's view, outputs a ciphertext and a key indistinguishable from the ones output by Bob.

### 7.6 Model for DAKE

In this section, we describe our model for deniable authenticated key exchange (DAKE) that we tailor to the semantics and flow of X3DH.

### 7.6.1 Syntax

A DAKE is a tuple of four efficient algorithms (KeyGen, Init, Send, BatchReceive) defined as follows:

- (pk, sk) $\leftarrow \$ \operatorname{KeyGen}\left(1^{\lambda}\right)$. This function takes as input the security parameter $\lambda$ and outputs the long-term public/secret key pair of the caller.
- $\left(\mathrm{st}_{i}\right.$, prek $\left._{i}\right) \leftarrow \$ \operatorname{Init}\left(\mathrm{sk}_{i}\right.$, role). This function takes as inputs a long-term secret key $\mathrm{sk}_{i}$ and a role role $\in\left\{\right.$ sender, receiver\} and outputs a session state st ${ }_{i}$ and a prekey bundle prek $_{i}$. Init models the creation of key material that will be uploaded to the public key infrastructure by both parties (e.g., a prekey bundle in X 3 DH ). The output values depend only on the public key of party $i$ executing the function.
- $(\mathrm{k}, m) \longleftarrow \$ \operatorname{Send}^{\left(\mathrm{sk}_{i}, \mathrm{pk}_{j}, \mathrm{st}_{i}, \text { prek }_{j}\right) \text {. This function takes as inputs the secret key of the }}$ executing party $i$, the public key of the intended recipient $\mathrm{pk}_{j}$, party $i$ 's session state $\mathrm{st}_{i}$ and the (claimed) prekey bundle of the intended recipient prek ${ }_{j}$, and outputs a key $k$ and a message $m$.
- $\left\{k_{s}\right\}_{s} \leftarrow$ BatchReceive $\left(\mathrm{sk}_{i}, \mathrm{st}_{i},\left\{\mathrm{pk}_{j}, \mathrm{prek}_{j}, m_{j}\right\}_{j}\right)$. This function takes as inputs the secret key of the executing party $i$, an ephemeral state of party $i$ st $_{i}$ and a vector of size $d \geq 1$ of the form ( $\mathrm{pk}_{j}$, $\mathrm{prek}_{j}, m_{j}$ ) for party $i$ 's session with the public key of the (claimed) sender $\mathrm{pk}_{j}$, the (claimed) prekey bundle of party $j$ prek $_{j}$ and a message $m_{j}$, and outputs a vector of $d$ keys $\left(\mathrm{k}_{1}, \ldots, \mathrm{k}_{d}\right)$, some or all of which may be $\perp$.

Init explicitly captures parties uploading ephemeral keys to a central server in the first protocol step. This contrasts with the formal modelling in some previous works on X3DH-like key exchange $[\mathrm{Br}+22$; Has +22$]$ that model a three-move key exchange with a single initiator.

The most novel part of our primitive is BatchReceive which captures ephemeral key reuse when uploaded ephemeral keys are exhausted. In the case of key exhaustion, when a party comes back online, they execute BatchReceive several times (once per ephemeral state $\mathrm{st}_{i}$ ), where the number of inputs of the form $\left(\mathrm{pk}_{j}, \mathrm{prek}_{j}, m_{j}\right)$ in a given BatchReceive call corresponds to how many times $\mathrm{st}_{i}$ is re-used. Otherwise, BatchReceive can be used as in standard AKE with a single value $\left(\mathrm{pk}_{j}, \mathrm{prek}_{j}, m_{j}\right)$ as input.

### 7.6.2 Security model

We now describe the security model we consider for our DAKE, which extends existing models in some ways to support BatchReceive.

## Parties and sessions

We assume that there are $n$ parties $P_{1}, \ldots P_{n}$ (or $1, \ldots, n$ ), where party $P_{i}$ (resp. or $i$ ) is associated with long-term key pair $\left(\mathrm{pk}_{i}, \mathrm{sk}_{i}\right)$ output by KeyGen. Each party runs one or more sessions (sometimes called oracles [Bre +21$]$ ), where the $s$-th session of $P_{i}$ is denoted by $\pi_{i}^{s}$. Each session $\pi_{i}^{s}$ is associated with the following local fields:

- sid, the session identifier or session id.
- pid, the partner identifier.
- role $\in\{\perp$, sender, receiver $\}$, the role of $P_{i}$.
- status $\in\{\perp$, accept, reject $\}$, the status of $\pi_{i}^{s}$.
- $k$, the session key.
- st, the session state.
- rand, the session randomness.

All fields are initialised to $\perp$ except rand which is initialised to uniform randomness. A session either has role sender or receiver, and its counterpart, its partner pid, has the other role; note a receiver may have several counterparts (capturing ephemeral key reuse).

Fields pid, role, status and rand in session $\pi_{i}^{s}$ are set directly by the challenger, and the rest are (sometimes implicitly) set by the underlying DAKE algorithms called by the challenger. Moreover, in light of the definition of BatchReceive, sid, pid and $k$ are vectors for a receiver (role $=$ receiver); we sometimes write sid, pid and $\vec{k}$ for clarity to indicate this.

Suppose $P_{i}$ is acting as a receiver. Initially, $P_{i}$ calls Init, and then eventually calls BatchReceive. Before this point, one or more senders $P_{j}$ (i.e., parties with role $=$ sender) may call Init and then Send with respect to the output prek from $P_{i}$ 's Init call (assuming honest message delivery), which output messages of the form $m_{j}$. Finally, $P_{i}$ invokes BatchReceive with one or more $m_{j}$ values as input. A party has status $=$ accept if and only if $k \neq \perp^{5}$, and stores any session state after calling Init and before setting status $\neq \perp$ due to a Send or BatchReceive call in st.

## Partnering

We define partnering between two sessions to capture security using session identifiers:
Definition 7.6.1 (Partnering). For any $\left(i, P_{j}, s, t\right)$, we say that sessions $\pi_{i}^{s}$ and $\pi_{j}^{t}$ are partners if

$$
\text { 1. } \pi_{i}^{s} \text {.role } \neq \pi_{j}^{t} \text {.role }
$$

[^6]2. If $\pi_{i}^{s} \cdot$ role $=$ sender, then $\pi_{i}^{s} \cdot \mathrm{pid}=j$ and $i \in \pi_{j}^{t}$. $\mathrm{p} \overrightarrow{\mathrm{id}}$. If $\pi_{i}^{s} \cdot$.role $=$ receiver, then $j \in \pi_{i}^{s} \cdot \mathrm{p} \overrightarrow{\mathrm{id}}$ and $i=\pi_{j}^{t}$. pid.
3. If $\pi_{i}^{s}$. role $=$ sender, then $\pi_{i}^{s} \cdot$ sid $\in \pi_{j}^{t} \cdot$ sid $\neq \perp$. If $\pi_{i}^{s}$. role $=$ receiver, then $\pi_{j}^{t} \cdot \operatorname{sid} \in \pi_{i}^{s} \cdot \operatorname{sid} \neq \perp$.

Looking ahead, this definition ensures that two sessions can only be partners if they both have set status = accept. Our definition mainly differs from previous work in that there can be many senders (and thus partnered sessions) for a given receiver. Ignoring this aspect, our definition is only slightly different from that of Hashimoto et al. [Has+22] in that we restrict sid to be not equal to $\perp$; this is an artifact of the fact we model "four-move" key exchange (including prekey uploading).

## KIND Security Game

We first define key indistinguishability (KIND) and then define deniability separately. Following previous work, we define a KIND experiment played between a challenger $C$ and adversary $\mathscr{A}$ in text below. The experiment KIND ${ }_{\text {DAKE }}^{n}$ is parameterised by the DAKE DAKE and integer $n$, the number of parties (honest or otherwise) in the lifetime of the game's execution. The game is divided into distinct phases defined as follows.

Setup. $C$ first uniformly samples challenge bit $b \in\{0,1\}$. Then, for each party $P_{i}, C$ calls $\left(\mathrm{pk}_{i}, \mathrm{sk}_{i}\right) \leftarrow \$ \operatorname{KeyGen}\left(1^{\lambda}\right)$ and provides $\left\{\mathrm{pk}_{1}, \ldots, \mathrm{pk}_{n}\right\}$ and $1^{\lambda}$ as input to $\mathscr{A}$.

Phase 1. $\mathscr{A}$ adaptively makes any number of the following queries in any order:

- $\operatorname{EXEC}(i, s$, prek, $m): \mathscr{A}$ starts or runs the next step of execution in session $\pi_{i}^{s}$. In each call, $C$ uses randomness tape $\pi_{i}^{s}$ rand as needed.
- To start the execution in session $\pi_{i}^{s}$ not previously started, $\mathscr{A}$ calls $\operatorname{EXEC}(i, s$, prek, $m)$ with special input $m=$ (start,sender, $j$ ) (resp. (start, receiver, $\vec{j}$ )) (where start is defined only in the context of this game) that, if not previously called, sets $\pi_{i}^{s}$. pid $=j$ (resp. $\pi_{i}^{s}$. $\mathrm{pid}=\vec{j}$ ) and $\pi_{i}^{s}$.role $=$ sender (resp. $\pi_{i}^{s}$.role $=$ receiver); observe input prek is ignored by $C$. Then, $C$ invokes (st ${ }_{i}$, prek $_{i}$ ) $\leftarrow \$ \operatorname{lnit}\left(\mathrm{sk}_{i}\right.$, role) and outputs prek ${ }_{i}$ to $\mathscr{A}$.
- Given that $P_{i}$ has started in $\pi_{i}^{s}$, $\pi_{i}^{s}$.status $=\perp$ and $\pi_{i}^{s}$. role $=$ sender, when $\mathscr{A}$ calls $\operatorname{EXEC}(i, s$, prek, $\perp), C$ invokes $(\mathrm{k}, m) \leftarrow \$ \operatorname{Send}\left(\mathrm{sk}_{i}, \mathrm{pk}_{j}\right.$, st $_{i}$, prek) (where $j=\pi_{i}^{s}$. pid), returns output $m$ to $\mathscr{A}$ and sets $\pi_{i}^{s}$.status to reject (resp. accept) if $k=\perp$ (resp. $k \neq \perp$ ).
- If $\pi_{i}^{s}$.role $=$ receiver and $\pi_{i}^{s}$.status $=\perp$, when $\mathscr{A}$ calls $\operatorname{EXEC}\left(i, s,\left\{s_{j}, \operatorname{prek}_{j}, m_{j}\right\}_{j \in \vec{j}^{\prime}}\right), C$ aborts if $\vec{j}^{\prime} \neq \pi_{i}^{s}$. pid and otherwise invokes
$\mathrm{k} \leftarrow$ BatchReceive( $\mathrm{sk}_{i}, \mathrm{st}_{i},\left\{\mathrm{pk}_{j}, \text { prek }_{j}, m_{j}\right\}_{j}$ ) and outputs to $\mathscr{A} \perp$ if BatchReceive fails (resp. nothing otherwise) and sets $\pi_{i}^{s}$.status to reject (resp. accept).
- LTK $(i)$ outputs $\mathrm{sk}_{i} . P_{i}$ is hereafter corrupted.
- REGISTER $\left(\mathrm{pk}_{i}, i\right)$ registers a new party $P_{i}$ for $i>n$ not previously registered, sets their long-term public key to $\mathrm{pk}_{i}$ and distributes $\mathrm{pk}_{i}$ to all other oracles; $P_{i}$ is immediately marked as corrupted.
- $\operatorname{STATE}(i, s)$ outputs $\pi_{i}^{s}$.st, which is hereafter revealed.
- $\operatorname{KEY}(i, s, j)$ outputs $\pi_{i}^{s}$. $\mathrm{k}_{j}$ if $\pi_{i}^{s}$. role $=$ receiver and $\pi_{i}^{s}$.status $\neq \perp$ and otherwise outputs $\pi_{i}^{s}$.k.

Test. When $\mathscr{A}$ decides to move to the next phase, it issues the following query TEST which (if successful) returns either a real or random key:

- $\operatorname{TEST}(i, s, j)$ : If $\pi_{i}^{s}$.status $\neq$ accept, $C$ returns $\perp$. Otherwise:
- If $\pi_{i}^{s}$. role $=$ sender, $C$ aborts if $j \neq \pi_{i}^{s}$. pid, and otherwise returns either $\pi_{i}^{s}$.k if $b=0$ or a uniformly sampled key k if $b=1$;
- If $\pi_{i}^{s}$.role $=$ receiver, $C$ aborts if $j \notin \pi_{i}^{s}$. $\overrightarrow{\mathrm{pid}}$, and otherwise returns either $\pi_{i}^{s}$. $\mathrm{k}_{j}$ if $b=0$ or a uniformly sampled key k if $b=1$.

At this point, $\pi_{i}^{s}$ (which we say is with respect to key $j$ if $\pi_{i}^{s}$.role $=$ receiver) is said to be the test session.

Phase 2. $\mathscr{A}$ adaptively issues queries as in Phase 1.

Guess, freshness and correctness. After Phase $2, \mathscr{A}$ outputs bit $b^{\prime}$. Suppose that $\mathscr{A}$ made query $\operatorname{TEST}(i, s, j)$, i.e., $\pi_{i}^{s}$ is the test session with respect to key $j$ and $j \in \pi_{i}^{s}$. pid (with equality at least when $\pi_{i}^{s}$.role = sender). The following freshness conditions are checked by $C$; if any condition is not satisfied, $C$ sets $b^{\prime}$ to a uniform bit (i.e., $\mathscr{A}$ gains no advantage):

1. $\operatorname{KEY}\left(i, s, j^{\prime}\right)$ has not been queried, where $j^{\prime}$ is arbitrary if $\pi_{i}^{s}$.role $=$ sender and $j^{\prime}=j$ if $\pi_{i}^{s} \cdot$ role $=$ receiver.
2. If $\pi_{i}^{s}$ and $\pi_{j}^{t}$ are partners, then $\operatorname{KEY}\left(j, t, i^{\prime}\right)$ has not been queried, where $i^{\prime}$ is arbitrary if $\pi_{i}^{s}$.role $=$ sender and $i^{\prime}=i$ if $\pi_{i}^{s}$.role $=$ receiver.
3. $P_{i}$ is not corrupted or $\pi_{i}^{s}$.st has not been revealed.
4. If $\pi_{i}^{s}$ and $\pi_{j}^{t}$ are partners, then $P_{j}$ is not corrupted or $\pi_{j}^{t}$.st has not been revealed.
5. If $\pi_{i}^{s}$ has no partner session, then $P_{j}$ is not corrupted when $\pi_{i}^{s}$.status $=\perp$.
6. If $\pi_{i}^{s}$ has no partner session, then if $\pi_{i}^{s}$.role $=$ sender, for any session $\pi_{j}^{t}$ such that prek ${ }_{j}$ was both output by Init(sk ${ }_{j}$, receiver) and input to Send in $\pi_{i}^{s}$ by $C, P_{j}$ is not corrupted or $\pi_{j}^{t}$.st is not revealed.
7. If $\pi_{i}^{s}$ has no partner session, then if $\pi_{i}^{s}$. role $=$ receiver, for any session $\pi_{j}^{t}$ such that prek ${ }_{j}$ was both output by Init(sk ${ }_{j}$, sender) and input to BatchReceive in $\pi_{i}^{s}$ by $C$, $\pi_{j}^{t}$.st is not revealed and $\pi_{i}^{s}$.st is not revealed.

Then, the following correctness conditions are checked by $C$ which, iterating over all relevant parties $i, j, k$, only consider the subset of sessions corresponding to honest protocol runs where $\mathscr{A}$ faithfully follows the protocol specification. If any condition is satisfied, $C$ sets $b=b^{\prime}$ (i.e., $\mathscr{A}$ wins):

1. There exist distinct sessions $\pi_{i}^{s}$ and $\pi_{j}^{t}$ such that $\pi_{i}^{s}$.role $=\pi_{j}^{t}$.role and either 1) $\pi_{i}^{s}=$ receiver and $\pi_{i}^{s} \cdot \operatorname{sid}_{j}=\pi_{j}^{t} \cdot \operatorname{sid}_{i}$ or 2) $\pi_{i}^{s} \cdot \operatorname{sid}=\pi_{j}^{t} \cdot$ sid.
2. Assuming $\pi_{i}^{s}$. role $=$ receiver, there exist sessions $\pi_{i}^{s}$ with respect to key $j$ and $\pi_{j}^{t}$ that are partners such that $\pi_{i}^{s} \cdot \mathrm{k}_{j} \neq \pi_{j}^{t} \cdot \mathrm{k}$ (analogously when $\pi_{i}^{s} \cdot$ role $=$ sender).
3. There exist distinct sessions $\pi_{i}^{s}, \pi_{j}^{t}$ and $\pi_{k}^{u}$ such that $\pi_{i}^{s}$. status $=\pi_{j}^{t}$. status $=\pi_{k}^{u}$.status $=$ accept and $\pi_{i}^{s} \cdot \operatorname{sid}_{k}=\pi_{j}^{t} \cdot \operatorname{sid}_{k}=\pi_{k}^{u}$.sid (assuming $i, j$ are receivers here but analogously in other cases).

Finally, the game outputs 1 if and only if $b=b^{\prime}$.

Security is formally captured in Definition 7.6 .2 below.
Definition 7.6.2 (DAKE key indistinguishability). We consider the KIND game described above. We say a DAKE DAKE is KIND iffor all efficient adversaries $\mathcal{A}$ and polynomially-bounded $n$ (the total number of parties), we have

$$
\operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{kind}}(\mathscr{A}):=\left|\operatorname{Pr}\left[\operatorname{KIND}_{\mathrm{DAKE}}^{n}(\mathscr{A}) \Rightarrow 1\right]-\frac{1}{2}\right|=\mathrm{negl} .
$$

Discussion. Following previous work, we define freshness conditions to prevent the adversary from mounting trivial attacks. Conditions 1 to 5 correspond exactly to the forward-secure variant of security by Hashimoto et al. [Has+22]. Due to the design of our DAKE K-Waay, we additionally restrict the adversary via conditions 6 and 7 . The clauses in these conditions essentially due to the fact that in K-Waay the only secret keying material required to call Send is an ephemeral split-KEM secret. For example, suppose that the tested $\pi_{i}^{s}$ is the receiver. Due to the "symmetric" nature of split-KEM, without these restrictions, revealing $\pi_{i}^{s}$.st allows the adversary to inject to $P_{i}$ by simulating Send (akin to a key-compromise impersonation (KCI)
attack using $P_{i}$ 's ephemeral state) and trivially distinguish. Consequently, we restrict session state exposure in this case.

Apart from the fact that we make several extensions to typical AKE modelling to capture BatchReceive, the game is closest to that of Hashimoto et al.'s [Has+22] except that we additionally enforce correctness checks as in Brendel et al.'s model [Bre+22]. To capture partnering, we consider partner and key identifiers that may be vectors for a receiver, such that several sender sessions may be partnered with a receiver session if, for a given sender session, it partners with a part/component of the receiver session. We do not capture semi-static keys explicitly as in [Bre+22], although in principle they could be captured in Init. Like [Has+22], our game supports message injection, session state exposure (revealing) (unlike [Bre+22]), session key exposure, long-term key exposure (corruption) and adversarial long-term key registration (also considered corruption). During execution, a single challenge test query is made by the adversary that reveals a real or random key output in some session. For BatchReceive which can output several keys, just one of the output keys are tested.

Trivial attacks. We restrict the adversary's behaviour to prevent trivial attacks by defining freshness predicates. Due to our protocol's design, our notion restricts more than the full forward security notion under session state exposure defined by Hashimoto et al. [Has+22]. Our freshness predicates imply weak forward secrecy and implicit authentication given session state exposure is not allowed (enforced in some recent works like [Bad+15; Coh+19]). Brendel et al.'s model provides these guarantees but additionally protects against randomness exposure [Bre+22], whereas we allow exposures on session states under some conditions unlike them.

### 7.6.3 Deniability

We next introduce our security notion for a deniable DAKE. To this end, we introduce security game DENY ${ }_{\text {DAKE,Sim }}^{\text {exp }}$ in Figure 7.6.

Definition 7.6.3 (DAKE deniability). We consider the game shown in Figure 7.6. We say a DAKE DAKE is $\mathrm{DENY}^{\text {exp }}$ for $\exp \in\{$ true, false\} if there exists an efficient simulator $\operatorname{Sim}$ s.t. for all efficient adversaries $\mathscr{A}$ and polynomially-bounded $n$, we have

$$
\operatorname{Adv}_{\text {DAKE,Sim, exp }}^{\text {deny }}(\mathscr{A}):=\left|\operatorname{Pr}\left[\operatorname{DENY} \mathrm{DAKE}, n, \operatorname{Sim}_{\text {exp }}(\mathscr{A}) \Rightarrow 1\right]-\frac{1}{2}\right|=\mathrm{negl} .
$$

Our definition captures the following deniability property. Initially, the judge $\mathscr{A}$ is given the long-term keys of all parties. $\mathscr{A}$ then observes honest protocol runs between pairs of parties (via CHAL). Depending on the challenge bit $b$, either Send or a simulator Sim that takes as input the secret keying material of the receiver trying to frame the sender is executed in each run. Moreover, $\mathscr{A}$ is given the prekey messages independent of $b$ and, if the parameter $\exp$ is

CHAL $(i, j)$
CHAL $(i, j)$
require $i \in[n] \wedge j \in[n]$
require $i \in[n] \wedge j \in[n]$
$(k, m) \leftarrow(\perp, \perp)$
$(k, m) \leftarrow(\perp, \perp)$
(st ${ }_{i}$, prek $_{i}$ ) $\leftarrow$ Init(sk ${ }_{i}$, sender)
(st ${ }_{i}$, prek $_{i}$ ) $\leftarrow$ Init(sk ${ }_{i}$, sender)
(st ${ }_{j}$, prek $\left._{j}\right) \leftarrow$ Init(sk ${ }_{j}$, receiver)
(st ${ }_{j}$, prek $\left._{j}\right) \leftarrow$ Init(sk ${ }_{j}$, receiver)
if $b=0:(\mathrm{k}, m) \longleftarrow \operatorname{Send}^{\left(\mathrm{sk}_{i}, \mathrm{pk}_{j}, \mathrm{st}_{i}, \text { prek }_{j}\right)}$
if $b=0:(\mathrm{k}, m) \longleftarrow \operatorname{Send}^{\left(\mathrm{sk}_{i}, \mathrm{pk}_{j}, \mathrm{st}_{i}, \text { prek }_{j}\right)}$
else : $(k, m) \leftarrow \$ \operatorname{Sim}\left(\mathrm{sk}_{j}, \mathrm{pk}_{i}\right.$, st $_{j}$, prek $_{i}$, prek $\left._{j}\right)$
else : $(k, m) \leftarrow \$ \operatorname{Sim}\left(\mathrm{sk}_{j}, \mathrm{pk}_{i}\right.$, st $_{j}$, prek $_{i}$, prek $\left._{j}\right)$
$T \leftarrow\left(\right.$ prek $_{i}$, prek $\left._{j}, m\right)$
$T \leftarrow\left(\right.$ prek $_{i}$, prek $\left._{j}, m\right)$
if $\exp =\operatorname{true}:$ return $\left(\mathrm{k}, T, \mathrm{st}_{j}\right)$
if $\exp =\operatorname{true}:$ return $\left(\mathrm{k}, T, \mathrm{st}_{j}\right)$
else : return $(\mathrm{k}, T)$
else : return $(\mathrm{k}, T)$

Figure 7.6: Deniability game.
set to true, also the session state of the receiver in each protocol run. The goal of the adversary is to distinguish whether Send or Sim is being called.

Our notion DENY ${ }^{\text {false }}$ corresponds most closely with that of Brendel et al. [Bre+22] which was also adopted by Cremers et al. [CZ24]. Due to how Brendel et al.'s AKE primitive is defined, they also consider semi-static key pairs which are also given to the adversary. DENY ${ }^{\text {true }}$ provides stronger deniability, corresponding in practice to a receiver who co-operates with a judge by handing over the entire contents of their device. Although incomparable formally, our DAKE would not be considered deniable under a notion like that of Brendel et al. [Bre+22] since their protocol does not formally model long-term signatures. Note that our definition, like Brendel et al.'s [Bre+22], can be straightforwardly converted to a "simulation-based" notion like Definition 7.5.7.

Finally, observe that our definition, like that of Brendel et al. [Bre+22] does not consider deniability for the receiver but only for the sender. One could define such a notion, in which the goal is for the judge (adversary) to distinguish between the output of BatchReceive and a simulator Sim that has access to the long-term and ephemeral states of all corresponding senders and is given (honest) ciphertexts output by Send as input. Here, one could argue deniability for K-Waay using the security of the ephemeral KEM and then the KDF.

### 7.7 K-Waay: Post-Quantum X3DH from Split-KEM

We present our DAKE K-Waay (Key-Exchange with Asynchrony, ́ㅡuthentication, and PeerDeniability) in Figure 7.7.

Each party is associated with a long-term public/secret key pair which in K-Waay comprises of a signature and KEM key pair generated in KeyGen. In Init, ephemeral KEM and split-KEM keys for both parties are generated and the public keys are signed with the long-term signature key.

| Init(sk ${ }_{\text {, }}$, role $)$ | Send ( $\left.\mathrm{sk}_{i}, \mathrm{pk}_{j}, \mathrm{st}_{i}, \mathrm{prek}_{j}\right)$ |
| :---: | :---: |
| 1: // prekey generation/upload | 1: $\left(\right.$ essk $_{i}$, eksk $_{i}$, prek $\left._{i}\right) \leftarrow \mathrm{st}_{i}$ |
| 2: if role = sender : | 2: ( espk $\left._{j}, \mathrm{ekpk}_{j}, \sigma_{j}\right) \leftarrow \mathrm{prek}_{j}$ |
| 3: $\quad\left(\right.$ espk $_{i}$, essk $\left._{i}\right) \leftarrow$ K KeyGenA ${ }_{\text {sKEM }}\left(1{ }^{\lambda}\right)$ | 3: require $\mathrm{Vrfy}_{\mathrm{Sig}}\left(\mathrm{pk}_{j}\right.$. spk, espk $_{j}$, ekpk $\left.\left._{j}\right), \sigma_{j}\right)$ |
| 4: $\quad$ ekpk $_{i} \leftarrow \perp$ | 4: $\left(K_{\ell}, \mathrm{ct}_{\ell}\right) \leftarrow \mathrm{Encaps}_{\text {LKEM }}\left(\mathrm{pk}_{j} . \mathrm{kpk}\right)$ |
| 5: else : | 5: $\left(K_{k}\right.$, ct $\left._{k}\right) \leftarrow$ Encaps $_{\text {EKEM }}\left(\mathrm{ekpk}_{j}\right)$ |
| 6: $\quad\left(\operatorname{espk}_{i}\right.$, essk $\left._{i}\right) \leftarrow$ KeyGenB $\operatorname{skEM}^{\left(11^{\lambda}\right)}$ | 6: $\left(K_{s}, \mathrm{ct}_{s}\right) \leftarrow$ Encaps $_{\text {sKEM }}\left(\right.$ espk $_{j}$, essk $\left._{i}\right)$ |
| 7: $\quad\left(\mathrm{ekpk}_{i}, \mathrm{eksk}_{i}\right) \leftarrow \operatorname{KeyGen}_{\text {EKEM }}\left(1^{\lambda}\right)$ | 7: $m \leftarrow\left(\mathrm{ct}_{\ell}, \mathrm{ct}_{k}, \mathrm{ct}_{s}\right)$ |
| 8: $\quad \sigma_{i} \leftarrow \operatorname{Sign}_{\text {Sig }}\left(\right.$ sk $_{i}$. ssk, $\left(\right.$ espk $_{i}$, ekpk $\left.\left._{i}\right)\right)$ | 8: $\quad$ sid $\leftarrow P_{i}\left\\|P_{j}\right\\|$ pk ${ }_{i}\left\\|\mathrm{pk}_{j}\right\\| \mathrm{prek}_{i}\left\\|\mathrm{prek}_{j}\right\\| m$ |
| 9: $\operatorname{prek}_{i} \leftarrow\left(\operatorname{espk}_{i}, \mathrm{ekpk}_{i}, \sigma_{i}\right)$ | 9: $\mathrm{k} \leftarrow \mathrm{KDF}\left(K_{\ell}, K_{k}, K_{s}\right.$, sid $)$ |
| 10: return ( st $_{i}=\left(\right.$ essk $\left.\left._{i}, \mathrm{eksk}_{i}, \mathrm{prek}_{i}\right), \mathrm{prek}_{i}\right)$ | 10: return (k,m) |
| KeyGen(1 ${ }^{\lambda}$ ) | $\underline{\text { BatchReceive }\left(\mathrm{sk}_{i}, \mathrm{st}_{i}, S=\left\{\mathrm{pk}_{j}, \mathrm{prek}_{j}, m_{j}\right\}_{j}\right)}$ |
| 1: // long-term key generation | 1: $\left(\right.$ essk $_{i}$, eksk $\left._{i}, \mathrm{prek}_{i}\right) \leftarrow \mathrm{st}_{i}$ |
| 2: (kpk,ksk) ¢\$KeyGen $\operatorname{LKEM}^{\left(1{ }^{\lambda}\right)}$ | 2: fail $\leftarrow$ false; $\mathrm{k}_{j} \leftarrow \perp$ |
| 3: (spk, ssk) ¢\$ KeyGen $\mathrm{Sig}^{\left(11^{\lambda}\right)}$ | 3: for $j:\left(\mathrm{pk}_{j}, \mathrm{prek}_{j}, m_{j}\right) \in S$ : |
| 4: $\mathrm{pk} \leftarrow(\mathrm{spk}, \mathrm{kpk})$ | 4: $\quad\left(\mathrm{ct}_{\ell}, \mathrm{ct}_{k}, \mathrm{ct}_{s}\right) \leftarrow m_{j}$ |
| 5: sk $\leftarrow$ (ssk, ksk) | 5: $\quad\left(\mathrm{espk}_{j}, \mathrm{ekpk}_{j}, \sigma_{j}\right) \leftarrow \mathrm{prek}_{j}$ |
| 6: return (pk,sk) | 6: if $\quad$ ¢ $\mathrm{Vrfy}_{\mathrm{Sig}}\left(\mathrm{pk}_{j} \cdot \mathrm{spk},\left(\right.\right.$ espk $_{j}$, ekpk $\left.\left._{j}\right), \sigma_{j}\right):$ |
|  | $7: \quad \mathrm{k}_{j} \leftarrow \perp$ |
|  | 8: continue |
|  | 9: $\quad K_{\ell} \leftarrow \operatorname{Decaps}_{\text {LKEM }}\left(\mathrm{sk}_{i} . \mathrm{ksk}, \mathrm{ct}_{\ell}\right)$ |
|  | 10: $\quad K_{k} \leftarrow$ Decaps $_{\text {EKEM }}\left(\mathrm{eksk}_{i}, \mathrm{ct}_{k}\right)$ |
|  | 11: $\quad K_{s} \leftarrow$ Decaps $_{\text {sKEM }}\left(\right.$ espk $_{j}$, essk $_{i}$, ct $\left._{s}\right)$ |
|  | 12: $\quad$ sid $\leftarrow P_{j}\left\\|P_{i}\right\\| \mathrm{pk}{ }_{j}\left\\|\mathrm{pk}_{i}\right\\|$ prek ${ }_{j}\left\\|\mathrm{prek}_{i}\right\\| m_{j}$ |
|  | 13: if $K_{s}=\perp$ : fail $\leftarrow$ true |
|  | 14: if $\left(K_{\ell}=\perp\right) \vee\left(K_{k}=\perp\right) \vee\left(K_{s}=\perp\right)$ : |
|  | 15: $\mathrm{k}_{j} \leftarrow \perp$ |
|  | 16: else $: \mathrm{k}_{j} \leftarrow \mathrm{KDF}\left(K_{\ell}, K_{k}, K_{s}\right.$, sid $)$ |
|  | 17: if fail : return $\perp^{\|S\|}$ |
|  | 18: else : return $\left\{\mathrm{k}_{j}\right\}_{j}$ |

Figure 7.7: K-Waay: X3DH-like DAKE from IND-CCA KEMs EKEM and LKEM, SUF-CMA signature scheme Sig and IND-1BatchCCA and UNF-1KCA split-KEM sKEM.

## Chapter 7. K-Waay: Fast and Deniable Post-Quantum X3DH without Ring Signatures

| $\operatorname{PRF}_{F}(\mathscr{A})$ |  |
| :--- | :--- |
| $1:$ | Sample random function $G$ |
| $2:$ | $k \longleftarrow \$ \mathbb{K}$ |
| $3:$ | $b \leftarrow\{0,1\}$ |
| $4:$ | $b^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}_{\text {prf }}\left(1^{\lambda}\right)}$ |
| $5:$ | return $1_{b^{\prime}=b}$ |


| $\mathscr{O}_{\mathrm{prf}}(a, b, c)$ |  |
| :--- | :--- |
| $1:$ | if $b=0:$ |
| $2: \quad$ return $F_{k}(a, b, c)$ |  |
| $3:$ | else : |
| $4: \quad$ return $G(a, b, c)$ |  |

Figure 7.8: PRF game for function $F_{k}$ taking three arguments as input.

After initialisation, the sender $P_{i}$ (sometimes called the initiator) invokes Send that takes the prekey prek ${ }_{j}$ output by the receiver $P_{j}$ 's Init call as input. After verifying the signature in prek ${ }_{j}$, $P_{i}$ encapsulates to 1) the long-term KEM key of $P_{j}$; 2) the ephemeral KEM key contained in prek ${ }_{j}$; and 3) the ephemeral split-KEM key contained in prek $_{j}$. Note that the split-KEM provides implicit authentication (without it, Send could be simulated without secrets). $P_{i}$ then combines the encapsulated keys using a KDF and outputs the key and its message for $P_{j}$ consisting of the three encapsulation ciphertexts. Receiving is analogous: receiver $P_{i}$ verifies $P_{j}$ 's prekey, decapsulates using its three respective secret keys, and derives the session key. If $P_{i}$ 's prekeys have run out, it is possible that multiple $P_{j}$ 's have sent using the same prekey prek ${ }_{i}$. In that case, $P_{i}$ decapsulates for all sessions using the same secret keys but aborts if any split-KEM decapsulations failed in any of the sessions (a signature check failing does not however lead to the receiver aborting). We assume that for a given BatchReceive(sk ${ }_{i}, \mathrm{st}_{i}, S$ ) call, each element of $S$ corresponds to a different party.

### 7.7.1 Security

Before proving the security of K-Waay, we introduce the notion of a triple PRF (3PRF), which generalises the by now common notion of a dual PRF [Bel06b]. Looking ahead, we will assume in the security proof that the key-derivation function (KDF) used in our protocol fulfils this property. A triple PRF $F_{\text {triple }}$ can be trivially constructed in the random oracle model.

Definition 7.7.1 (Triple PRF). Let $F: \mathscr{K} \times \mathscr{K} \times \mathscr{K} \times D \rightarrow R$ be a function. We consider the game shown in Figure 7.8. We say that $F$ is a 3PRF iffor all efficient adversaries, we have

$$
\operatorname{Adv}_{F}^{3 \operatorname{prf}}(\mathscr{A}):=\max _{i \in\{1,2,3\}}\left|\operatorname{Pr}\left[\operatorname{PRF}_{F_{i}}(\mathscr{A}) \Rightarrow 1\right]-\frac{1}{2}\right|=\text { negl },
$$

where $F_{i}$ denotes $F$ keyed in its $i$-th argument for $i \in\{1,2,3\}$.

Theorem 7.7.1. Consider a $\delta_{\text {EKEM }}$-correct IND-CCA KEM EKEM, a $\delta_{\text {LKEM }}$-correct INDCCA KEM LKEM, a $\delta_{\mathrm{Sig}}$-correct SUF-CMA signature scheme Sig , and a $\delta_{\mathrm{sKEM}}$-correct IND1BatchCCA, UNF-1KCA split-KEM sKEM and 3PRF KDF used to build K-Waay (Figure 7.7). Then, we have that for polynomially-bounded $n$ and every efficient adversary $\mathscr{A}$ that makes at
most $q$ oracle queries, one can build an adversary $\mathscr{B}$ such that

$$
\begin{aligned}
& \text { Adv }_{\text {K-Waady }, n}^{\text {kind }}(\mathscr{A}) \leq \frac{q}{3} \cdot\left(\delta_{\text {Sig }}+\delta_{\text {LKEM }}+\delta_{\text {EKEM }}+\delta_{\text {SKEM }}\right)+ \\
& 2 q^{2} \cdot\left(\epsilon_{\text {EKEM }}+\epsilon_{\text {LKEM }}+2 \epsilon_{\mathrm{KDF}}+2 \epsilon_{\text {Sig }}\right)+ \\
& q^{3} \cdot\left(\epsilon_{\text {EKEM }}+\epsilon_{\text {LKEM }}+\epsilon_{\mathrm{SKEM}}+3 \epsilon_{\mathrm{KDF}}\right),
\end{aligned}
$$

where $\epsilon_{\text {EKEM }}=\operatorname{Adv}_{\text {EKEM }}^{\text {ind-caa }}(\mathscr{B}), \epsilon_{\text {LKEM }}=\operatorname{Adv}_{\text {LKEM }}^{\text {ind-caa }}(\mathscr{B}), \epsilon_{\text {Sig }}=\operatorname{Adv}_{\text {Sig }}^{\text {suf-cma }}(\mathscr{B}), \epsilon_{\text {sKEM }}=$ $\operatorname{Adv}_{\mathrm{sKEM}}^{\text {ind-1batchcca }}(\mathscr{B})+\operatorname{Adv}_{\mathrm{sKEM}}^{\text {unf-1kca }}(\mathscr{B})$, and $\epsilon_{\mathrm{KDF}}=\operatorname{Adv}_{\mathrm{KDF}}^{3 \text { prf }}(\mathscr{B})$.

Proof. Our proof proceeds by constructing sequences of hybrids, which we first summarise. Let $\mathrm{Game}_{1}$ be exactly the KIND game played with respect to DAKE K-Waay (Figure 7.7). We first transition to $\mathrm{Game}_{2}$, which differs from $\mathrm{Game}_{1}$ in that honest protocol runs, all $\mathrm{Vrfy}_{\mathrm{Sig}}$ checks in BatchReceive calls are removed and Decaps calls are replaced by the output of the Encaps calls in the corresponding Send calls whenever they are consistent. To this end, we invoke the correctness of K-Waay's building blocks. Then, we transition to Game ${ }_{3}$ in which the challenger immediately outputs the session $\pi_{i}^{s}$ that the adversary makes real-or-random challenge query $\operatorname{TEST}\left(i, s, j^{*}\right)$ with respect to. We then partition $\mathscr{A}$ 's possible executions of Game $_{3}$ into several events.

Suppose $\pi_{i}^{s}$ has a partner session (with respect to key $j^{*}$ if $\pi_{i}^{s}$.role $=$ receiver) (event $E_{p}$ ), say $\pi_{j}^{t}$. Observe that by definition of partnering and construction of the protocol (in particular by definition of sid), it follows that partnered sessions correspond to honest protocol runs. Then, considering $\pi_{i}^{s}$ and $\pi_{j}^{t}$, if the receiver's session state, say $\pi_{j}^{t}$.st, is revealed (event $E_{p} \wedge E_{c 1}$ ), we reduce to the IND-CCA security of the long-term KEM LKEM, since the freshness conditions imply $P_{j}$ must not have been corrupted. Otherwise (event $E_{p} \wedge \neg E_{c 1}$ ), we reduce to the INDCCA security of the ephemeral KEM EKEM. After both cases, we transition to an unwinnable game by keying KDF with the now uniformly random key output by the respective KEM call, a transition we perform repeatedly and omit from this description hereafter. Otherwise (event $\neg E_{p}$ ), we consider whether party $P_{i}$ in test session $\pi_{i}^{s}$ has the role sender or receiver:

- $\pi_{i}^{s}$.role $=$ sender (event $\neg E_{p} \wedge E_{s}$ ): As $P_{j}$ can only be corrupted after $P_{i}$ accepts, we first use the SUF-CMA security of Sig to argue that $P_{i}$ 's Send call in the test session must be with honestly-generated input (prek). Then, let $E_{c 2}$ be the event that $P_{j}$ is corrupted. Given $\neg E_{p} \wedge E_{s} \wedge E_{c 2}$, we reduce to the security of EKEM, since by freshness the state $\pi_{j}^{t}$.st associated with prek must not have been exposed. Otherwise ( $\neg E_{p} \wedge E_{s} \wedge \neg E_{c 2}$ ) we reduce to the security of LKEM.
- $\pi_{i}^{s}$.role $=$ receiver (event $\neg E_{p} \wedge \neg E_{s}$ ): As above, we first argue using SUF-CMA security that input prek ${ }_{j}$ used in the test session's BatchReceive call must have been honestly generated. Then by freshness, we know that neither $\pi_{i}^{s}$.st nor $\pi_{j}^{t}$.st associated with prek ${ }_{j}$ are revealed, in which case we first reduce to the UNF-1KCA security of sKEM to prevent injections on the split-KEM ciphertext, after which we reduce to the IND-1BatchCCA
security of sKEM.
Let $\operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{gi}}(\mathscr{A})$ be the advantage of adversary $\mathscr{A}$ in winning game Game $_{i}$ for relevant $i$ which we introduce below. Furthermore, let $\operatorname{Adv}_{\text {DAKE,n }}^{\mathrm{gi}}(\mathscr{A}, E)$ be the same advantage except restricted to event $E$, so in particular if $\operatorname{Adv}_{\text {DAKE, } n}^{\mathrm{gi}}(\mathscr{A})$ is of the form $\operatorname{Pr}[X]-\frac{1}{2}$, $\operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{gi}}(\mathscr{A}, E)$ is of the form $\operatorname{Pr}[X \wedge E]-\frac{1}{2}$.

Game : This is the original key indistinguishability game.
Game $_{2}$ : This differs from Game $_{1}$ in that, in honest protocol runs, all signature verification calls in BatchReceive calls are removed and the output of Decaps calls are replaced with the output of the corresponding Encaps call in Send. It follows at this point that the three correctness checks in the KIND game evaluate to true. Since for a given BatchReceive( $\cdot, \cdot, S$ ) call there must be $|S|$ corresponding Send and Init calls, there are at most $q / 3$ iterations of the for loop in BatchReceive (counting over all such calls in a given execution of Game ${ }_{1}$ ). It then follows from a standard hybrid argument and the correctness of Sig, LKEM, EKEM and sKEM that

$$
\operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g} 1}(\mathscr{A}) \leq \operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g} 2}(\mathscr{A})+\frac{q}{3} \cdot\left(\delta_{\text {Sig }}+\delta_{\text {LKEM }}+\delta_{\text {EKEM }}+\delta_{\text {SKEM }}\right) .
$$

$\underline{\text { Game }_{3}}$ : This differs from Game $_{3}$ in that the challenger immediately outputs the session $\pi_{i}^{s}$ that the adversary $\mathscr{A}$ calls $\operatorname{TEST}\left(i, s, j^{*}\right)$ with respect to. Noting that there are at most $q$ such possible sessions and applying a standard argument, it follows that

$$
\operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g} 2}(\mathscr{A}) \leq q \cdot \operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g} 3}(\mathscr{A})
$$

## Case 1: Test session $\pi_{i}^{s}$ is partnered ( $\mathrm{Game}_{3 a}$ and $\mathrm{Game}_{3 b}$ ):

Game $_{3 a .1}$ : Let $E_{p}$ be the event that test session $\pi_{i}^{s}$ has a partner, say $\pi_{j}^{t}$. Let $E_{c 1}$ be the event that the ephemeral state st of the receiver (in $\pi_{i}^{s}$ and $\pi_{j}^{t}$ ) is revealed. Games Game 3 a.i are defined given $E_{p} \wedge E_{c 1}$. Game ${ }_{3 a .1}$ differs from Game $_{3}$ in that the game initially outputs $\pi_{j}^{t}$, the partner of $\pi_{i}^{s}$ (observe that $j=j^{*}$ where $j^{*}$ is defined in the previous hop), as well as a bit indicting whether $\pi_{i}^{s}$ is the sender or receiver. By the same reasoning as above, we have

$$
\operatorname{Adv}_{\text {DAKE }, n}^{\mathrm{g} 3}\left(\mathscr{A}, E_{p} \wedge E_{c 1}\right) \leq 2 q \cdot \operatorname{Adv}_{\text {DAKE }, n}^{\mathrm{g3a.1}}(\mathscr{A}) .
$$

Game $_{3 a .2}$ : Game ${ }_{3 a .2}$ differs from Game ${ }_{3 a .1}$ in that the output key $K$ in the call to LKEM.Encaps and the corresponding LKEM.Decaps call or calls (which are guaranteed to exist given $E_{p}$, and $K$ is identical by definition of $\mathrm{Game}_{2}$ ) made in the test and partner sessions with respect to the receiver's public key and secret key, respectively, are replaced with a key $k$ uniformly sampled by the challenger. Observe that since $E_{c 1}$ holds, by freshness, $P_{j}$ cannot be corrupted, and thus we reduce to the security of LKEM.

Let $\mathscr{A}^{\prime}$ be a IND-CCA adversary who simulates for Game $_{3 a .1} /$ Game $_{3 a .2}$ adversary $\mathscr{A}$ as follows. Let pk be the IND-CCA challenge public key, (ct*, $K^{*}$ ) be the challenge ciphertext and key respectively.

In the Setup phase, $\mathscr{A}^{\prime}$ uniformly samples bit $b_{\text {sim }}$, calls $\left(\mathrm{pk}_{\ell}, \mathrm{sk}_{\ell}\right) \leftarrow \$ \operatorname{KeyGen}\left(1^{\lambda}\right)$ locally for $\ell \neq k$ where $k$ is the sender, sets $\mathrm{pk}_{k} \leftarrow \mathrm{pk}$, and returns $\left\{\mathrm{pk}_{1}, \ldots \mathrm{pk}_{n}\right\}$ and $1^{\lambda}$ to $\mathscr{A}$. Observe here (and later for Game ${ }_{3 b .2}$ ) that, since $E_{p}$ holds, we have matching sid values for test session $\pi_{i}^{s}$ and partner $\pi_{j}^{t}$. Note by construction of sid, the presence of substring prek ${ }_{i} \|$ prek ${ }_{j}$ and $m$ in the common value sid implies that Send must have been called honestly in $\pi_{i}^{s}$ and also in BatchReceive for tuple ( $\mathrm{pk}_{j}$, $\mathrm{prek}_{j}, m_{j}$ ) in $\pi_{j}^{t}$ for $E_{p}$ to hold. Thus, we do not need to consider injections in the test session itself (although we have to in general in the BatchReceive call).

Before proceeding, we argue that $\mathscr{A}^{\prime}$ can simulate on behalf of parties with a maliciouslyregistered long-term key locally, which applies here and in the rest of the proof. Since $\pi_{i}^{s}$ is partnered, as argued above, $\pi_{i}^{s}$ and $\pi_{j}^{t}$ correspond to honest (completed) executions, and so neither $P_{i}$ and $P_{j}$ can be malicious. For unpartnered sessions, since Send and BatchReceive cannot be called by the game, the test session $\pi_{i}^{s}$ cannot be corrupted itself (since testing requires $\pi_{i}^{s}$.status $\neq \perp$ ), and otherwise condition 5 restricts the non-tested party $P_{j}$ from being corrupted, thus precluding its key from being registered maliciously. Finally, computation involving messages or prekey bundles from maliciously-registered parties does not require any secret material not already known to $\mathscr{A}^{\prime}$.

In Phase 1 , when $\mathscr{A}$ calls $\operatorname{EXEC}\left(k^{\prime}, \cdot, \cdot, \cdot\right)$ where $k^{\prime}$ corresponds to the sender in $\pi_{i}^{s}$ and $\pi_{j}^{t}$ and the challenger is supposed to invoke Send, $\mathscr{A}^{\prime}$ replaces the call to Encaps ${ }_{\text {LKEM }}$ with the output (ct* ${ }^{*} K^{*}$ ), and otherwise simulates locally. When $\mathscr{A}$ calls $\operatorname{EXEC}(k, \cdot, \cdot, \cdot)$ corresponding to the receiver in $\pi_{i}^{s}$ and $\pi_{j}^{t}$ and the challenger is supposed to invoke BatchReceive, $\mathscr{A}^{\prime}$ replaces the output of the relevant Decaps ${ }_{\text {LKEM }}$ calls corresponding to either $i$ or $j$, depending on who is the receiver, with $K^{*}$ and the output of other calls Decaps ${ }_{\text {LKEM }}$ with the output obtained from $\mathrm{DEC}(\cdot) ; \mathscr{A}^{\prime}$ otherwise simulates locally.

In the Test phase, i.e. when $\mathscr{A}$ calls $\operatorname{TEST}(i, s, j), \mathscr{A}^{\prime}$ simulates with respect to bit $b_{\text {sim }} . \mathscr{A}^{\prime}$ then simulates Phase 2 as above and the rest of the game locally, ultimately outputting the same bit as $\mathscr{A}$; observe that $\mathscr{A}^{\prime}$ can efficiently evaluate the freshness conditions. Since $\mathscr{A}^{\prime}$ perfectly simulates Game $3_{3.1}$ when playing with respect to challenge bit 0 and Game $3_{3 a .2}$ when it is 1 , it follows that

$$
\operatorname{Adv}_{\text {DAKE }, n}^{\mathrm{gaa} .1}(\mathscr{A}) \leq \operatorname{Adv}_{\text {DAKE }, n}^{\mathrm{g} 3 \mathrm{a} .2}(\mathscr{A})+\operatorname{Adv}_{\text {LKEM }}^{\text {ind-cca }}\left(\mathscr{A}^{\prime}\right) .
$$

Game $_{3 a .3}$ : This differs from Game ${ }_{3 a .2}$ in that, for the test and partner sessions, the call to KDF made in Send and the corresponding calls made in BatchReceive with respect to ciphertext ct $\ell_{\ell}$ output by Send are replaced with uniformly sampled keys. Let $\mathscr{A}^{\prime}$ be a PRF adversary playing with respect to KDF keyed in its first argument simulating for Game ${ }_{3.2} /$ Game $_{3 a .3}$ adversary $\mathscr{A}$ as follows. $\mathscr{A}^{\prime}$ simulates locally all calls except the Send and BatchReceive calls made in $\pi_{i}^{s}$ and $\pi_{j}^{t}$, where it replaces the relevant calls $\operatorname{KDF}\left(K_{\ell}, K_{k}, K_{s}\right.$, sid $)$ with the call $\mathscr{O}_{\text {prf }}\left(K_{k}, K_{s}\right.$, sid $)$. Since
$K_{\ell}$ is uniform (by definition of Game $_{3 a .2}$ ) and, by definition of freshness, $K_{\ell}$ is not revealed to $\mathscr{A}$, the simulation is perfect and we have

$$
\operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g} 3 \mathrm{a} .2}(\mathscr{A}) \leq \operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{gana}}(\mathscr{A})+\operatorname{Adv}_{\text {KDF }}^{3 \mathrm{prff}}\left(\mathscr{A}^{\prime}\right) .
$$

Finally, we have $\operatorname{Adv}_{\text {DAKE,n }}^{\mathrm{g3a.}}(\mathscr{A})=0$ since the output of TEST is identical regardless of the challenge bit and it is not otherwise used by the challenger or leaked to the adversary.
$\underline{\text { Game }_{3 b .1}}$ : We now consider the case when $E_{p} \wedge \neg E_{c 1}$, i.e. the case where the receiver's session state st in $\pi_{i}^{s}$ and $\pi_{j}^{t}$ is not revealed. Game $3 b .1$ differs from $\mathrm{Game}_{3}$ in that the game initially outputs $\pi_{j}^{t}$, the partner of $\pi_{i}^{s}$, as well as a bit indicating whether $\pi_{i}^{s}$ is the sender or receiver. Since Game $3 b .1$ is exactly Game $3 a .1$, we have

$$
\operatorname{Adv}_{\text {DAKE }, n}^{\mathrm{g} 3}\left(\mathscr{A}, E_{p} \wedge \neg E_{c 1}\right) \leq q \cdot \operatorname{Adv}_{\text {DAKE, } n}^{\mathrm{g3b} .1}(\mathscr{A}) .
$$

Game $_{3 b .2}:$ In Game ${ }_{3 b .2}$, the output of Encaps ${ }_{\text {EKEM }}$ and the corresponding Decaps ${ }_{\text {EKEM }}$ call or calls in the test session are replaced with a uniformly random key $k$. IND-CCA adversary $\mathscr{A}^{\prime}$ simulates for Game $_{3 b .1} /$ Game $_{3 b .2}$ adversary $\mathscr{A}$ as follows. $\mathscr{A}^{\prime}$ follows the same broad approach as the adversary defined in the hop between $\mathrm{Game}_{3 a .1}$ and Game ${ }_{3 a .2}$. In particular, $\mathscr{A}^{\prime}$ simulates the receiver in their session's call to Init except it uses the IND-CCA challenge public key pk, replaces the output of EKEM in the test session Encaps and the corresponding Decaps calls with the challenge ciphertext and key, and replaces other Decaps calls with calls to oracle DEC. By the same reasoning as before, it follows that

$$
\operatorname{Adv}_{\text {DAKE }, n}^{\mathrm{gbb} .1}(\mathscr{A}) \leq \operatorname{Adv}_{\text {DAKE, } n}^{\mathrm{g} 3 \mathrm{~A} .2}(\mathscr{A})+\operatorname{Adv}_{\text {EKEM }}^{\text {ind-cca }}\left(\mathscr{A}^{\prime}\right) .
$$

Game $_{3 b .3}$ : This replaces the relevant outputs of KDF in the test session with a uniformly random key. As in $\mathrm{Game}_{3 a .3}$, this game is now unwinnable, i.e. $\operatorname{Adv}_{\text {DAKE,n }}^{\mathrm{g3b} .3}(\mathscr{A})=0$. As before, we reduce to the security of KDF, except now we key KDF in the PRF game with the second argument $K_{k}$. We then arrive at

$$
\operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g} 3 \mathrm{~b} .2}(\mathscr{A}) \leq \operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g3b} .3}(\mathscr{A})+\operatorname{Adv}_{\mathrm{KDF}}^{3 \operatorname{prf}}\left(\mathscr{A}^{\prime}\right)
$$

Case 2: Test session $\pi_{i}^{s}$ is unpartnered and $\pi_{i}^{s}$.role $=$ sender $\left(\right.$ Game $\left._{3 c}\right)$ :
$\underline{\text { Game }_{3 c .1}}$ : Let $\pi_{i}^{s}$.pid $=j$ and $E_{s}$ be the event that $\pi_{i}^{s}$.role $=$ sender. Game $e_{3 c .1}$ differs from $\mathrm{Game}_{3}$ in that the challenger immediately outputs $j$. By a standard argument, we have

$$
\operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g} 3}\left(\mathscr{A}, \neg E_{p} \wedge E_{s}\right) \leq q \cdot \operatorname{Adv}_{\text {DAKE }, n}^{\mathrm{g} 3 c \cdot 1}(\mathscr{A}) .
$$

$\underline{G a m e}_{3 c .2}$ : This differs from Game $_{3 c .1}$ in that the challenger aborts if the call Send (sk ${ }_{i}, \mathrm{pk}_{j}, \mathrm{st}_{i}$, prek $_{j}$ ) in the test session is such that prek ${ }_{j}$ was not previously output by
a call to Init(sk ${ }_{j}$, receiver). Note that by freshness condition 5 that $P_{j}$ must not be corrupted until after $\pi_{i}^{s}$.status is changed from $\perp$, which, by definition of $E_{s}$, means until after it is set to accept. In order for Send to accept on input prek ${ }_{j}=\left(\right.$ espk $_{j}$, ekpk $\left._{j}, \sigma_{j}\right)$ not previously output by Init(sk ${ }_{j}$, receiver) (and thus for the game to abort), $\mathscr{A}$ needs to find a different prek ${ }_{j}$ such that $\mathrm{VrfySig}^{(\mathrm{pk}}{ }_{j}$.spk, (espk ${ }_{j}$, $\mathrm{ekpk}_{j}$ ), $\sigma_{j}$ ) (by construction of Send). Using this observation, we reduce to the SUF-CMA security of Sig.

Let $\mathscr{A}^{\prime}$ be a SUF-CMA adversary simulating for Game ${ }_{3 c .1}$ adversary $\mathscr{A}$. Let pk be the SUF-CMA challenge public key. In the Setup phase, $\mathscr{A}^{\prime}$ sets $\mathrm{pk}{ }_{j}=\mathrm{pk}$ and otherwise simulates locally. In particular, unlike in previous hops, $\mathscr{A}^{\prime}$ also samples the random Game ${ }_{3 c .1}$ bit. In each subsequent phase, for each call $\operatorname{EXEC}(j, u, \cdot, m)$ such that $m=($ start, role, $\cdot), \mathscr{A}^{\prime}$ replaces
 and otherwise simulates the call locally. When the challenger calls Send $\left(,, \mathrm{pk}_{j},\right.$, , $\mathrm{prek}_{j}$ ) where prek $_{j}=\left(\right.$ espk $\left._{j}, \mathrm{ekpk}_{j}, \sigma_{j}\right), \mathscr{A}^{\prime}$ checks whether 1) (espk $\left._{j}, \mathrm{ekpk}_{j}\right)$ was previously queried to SIGN which output $\sigma_{j}$ and 2) $\mathrm{Vrfy}_{\mathrm{Sig}}\left(\mathrm{pk},\left(\operatorname{espk}_{j}, \mathrm{ekpk}_{j}\right), \sigma_{j}\right)=1$. Given 1) and 2) both hold, $\mathscr{A}^{\prime}$ returns $(m, \sigma)=\left(\left(\right.\right.$ espk $_{j}$, ekpk $\left.\left.{ }_{j}\right), \sigma_{j}\right)$ to its challenger. $\mathscr{A}^{\prime}$ otherwise simulates locally, aborting if $\mathscr{A}$ outputs a bit. The simulation is perfect and it follows that

$$
\operatorname{Adv}_{\text {DAKE, } n}^{\mathrm{gzc} .1}(\mathscr{A}) \leq \operatorname{Adv}_{\text {DAKE,n }}^{\mathrm{g3c} .2}(\mathscr{A})+\operatorname{Adv}_{\text {Sig }}^{\text {suf-cma }}\left(\mathscr{A}^{\prime}\right) .
$$

Game $_{3 c .3}:$ In Game ${ }_{3 c .3}$, the challenger initially outputs $\pi_{j}^{t}$, where $\pi_{j}^{t}$ is the session that prek is output by $\operatorname{lnit}\left(\mathrm{sk}_{j}\right.$, receiver) and input to the Send call in test session $\pi_{i}^{s}$.

By a standard failure event argument, we have

$$
\operatorname{Adv}_{\mathrm{DKKE}, n}^{\mathrm{gsc} \cdot 2}(\mathscr{A}) \leq q \cdot \operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{gzc} \cdot 3}(\mathscr{A})
$$

Game $_{3 c .4 a .1}$ : Let $E_{c 2}$ be the event that $P_{j}$ is corrupted. We construct hybrid sequence $\mathrm{Game}_{3 c .4 a}$ (resp. Game ${ }_{3 c .4 b}$ ) to deal with the case that $E_{c 2}$ holds (resp. does not hold). Game ${ }_{3 c .4 a .1}$ differs from Game ${ }_{3 c .3}$ in that the output of Encaps ${ }_{\text {EKEM }}$ in the Send call in test session $\pi_{i}^{s}$ and of the (possible) corresponding Decaps ${ }_{\text {EKEM }}$ calls in $\pi_{j}^{t}$ are replaced with uniformly random output. By freshness, $P_{j}$ 's session state $\pi_{j}^{t}$.st associated with prek input to the test Send call is not revealed.

IND-CCA adversary $\mathscr{A}^{\prime}$ simulates for Game ${ }_{3 c .4 a .1}$ adversary $\mathscr{A}$ as follows. Let (pk, $k$,ct) the challenge public key, key and corresponding ciphertext (respectively) of $\mathscr{A}^{\prime}$. $\mathscr{A}^{\prime}$ embeds pk in session $\pi_{j}^{t}$ by replacing the public key output by KeyGen EKEM in Init(sk ${ }_{j}$, receiver) with pk, which outputs prek ${ }_{j}$. Upon prek ${ }_{j}$ being input to Send in the test session, $\mathscr{A}^{\prime}$ replaces the output of Encaps ${ }_{\text {EKEM }}$ with ( $k$, ct). When the challenger calls BatchReceive $\left(\mathrm{sk}_{j}, \cdot,\left\{\cdot \cdot,, m_{j^{\prime}}=\left(\cdot, \mathrm{ct}^{\prime}, \cdot\right)\right\}_{j^{\prime}}\right)$ in session $\pi_{j}^{t}$, if $\mathrm{ct}^{\prime}=\mathrm{ct}, \mathscr{A}^{\prime}$ replaces the output of Decaps ${ }_{\text {EKEM }}$ with $k$; else, $\mathscr{A}^{\prime}$ replaces the call Decaps ${ }_{\text {EKEM }}\left(\cdot\right.$, ct' $\left.^{\prime}\right)$ with the call $\operatorname{DEC(ct').~} \mathscr{A}^{\prime}$ otherwise simulates locally and outputs the same bit as $\mathscr{A}$. By similar reasons to before, we have

$$
\operatorname{Adv}_{\text {DAKE }, n}^{\mathrm{g} 3 \mathrm{c} .3}\left(\mathscr{A}, E_{c 2}\right) \leq \operatorname{Adv}_{\text {DAKE }, n}^{\mathrm{g} 3 \mathrm{c} .4 \mathrm{a} .1}(\mathscr{A})+\operatorname{Adv}_{\text {EKEM }}^{\text {ind-cca }}\left(\mathscr{A}^{\prime}\right) .
$$

Game $_{3 c .4 a .2}$ : This replaces the output of KDF in the Send and BatchReceive calls as before in the test session and $\pi_{j}^{t}$ with uniformly random keys. By the exact same argument as for $\operatorname{Game}_{3 b .3}$, we have $\operatorname{Adv}_{\text {DAKE, } n}^{\text {33c.4a. } 2}(\mathscr{A})=0$ and

$$
\operatorname{Adv}_{\text {DAKE }, n}^{\mathrm{g} 3 c .4 \mathrm{a} .1}(\mathscr{A}) \leq \operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g} 3 \mathrm{c} .4 \mathrm{a} .2}(\mathscr{A})+\operatorname{Adv}_{\mathrm{KDF}}^{3 \operatorname{prf}}\left(\mathscr{A}^{\prime}\right)
$$

Game $_{3 c .4 b .1}$ : We assume $\neg E_{c 2}$, i.e. that $P_{j}$ is not corrupted. We reduce to the IND-CCA security of LKEM. The reduction follows the same high-level strategy as previous hops (embedding the challenge pk in $\mathrm{pk}_{j}$ and the challenge in the test Send call and possibly the corresponding BatchReceive call), noting that non-challenge $\operatorname{Decaps}_{\text {LKEM }}\left(\mathrm{sk}_{j}, \cdot\right)$ queries are replaced with calls to DEC. We then have

$$
\operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g} 3 c .3}\left(\mathscr{A}, \neg E_{c 2}\right) \leq \operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g} 3 \mathrm{c} .4 \mathrm{~b} .1}(\mathscr{A})+\operatorname{Adv}_{\mathrm{LKEM}}^{\mathrm{ind}-\mathrm{cca}}\left(\mathscr{A}^{\prime}\right)
$$

Game $_{3 c .4 b .2}$ : As in Game ${ }_{3 c .4 a .2}$, this replaces the output of KDF in the Send and BatchReceive calls in $\pi_{i}^{s}$ and $\pi_{j}^{t}$ with a uniformly random key. As argued several times above, it follows that $\operatorname{Adv}_{\text {DAKE, } n}^{\mathrm{g3c} .4 \mathrm{~b} .2}(\mathscr{A})=0$ and

$$
\operatorname{Adv}_{\operatorname{DAKE}, n}^{\mathrm{g} 3 \mathrm{c} .4 \mathrm{~b} .1}(\mathscr{A}) \leq \operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g3c} .4 \mathrm{~b} .2}(\mathscr{A})+\operatorname{Adv}_{\mathrm{KDF}}^{3 \operatorname{prf}}\left(\mathscr{A}^{\prime}\right)
$$

## Case 3: Test session $\pi_{i}^{s}$ is unpartnered and $\pi_{i}^{s}$.role $=$ receiver $\left(\right.$ Game $\left._{3 d}\right)$ :

Game ${ }_{3 d .1}$ : Game ${ }_{3 d .1}$ differs from Game $_{3}$ in that the challenger immediately outputs $j$, the third argument in $\mathscr{A}$ 's $\operatorname{TEST}(i, s, j)$ call. As for Game ${ }_{3 c .1}$, we have

$$
\operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g} 3}\left(\mathscr{A}, \neg E_{s}\right) \leq q \cdot \operatorname{Adv}_{\text {DAKE }, n}^{\mathrm{g3d} .1}(\mathscr{A})
$$

Game $_{3 d .2}$ : This differs from $G^{2} \mathrm{me}_{3 d .1}$ in that the challenger aborts if the call BatchReceive(sk ${ }_{i}, \mathrm{st}_{i}$, \{pk $_{j^{\prime}}$, prek $\left.\left._{j^{\prime}}, m\right\}_{j^{\prime}}\right)$ in the test session is such that prek ${ }_{j}$ was not previously output by a call to Init(sk ${ }_{j}$, sender). As in $\mathrm{Game}_{3 c .2}, P_{j}$ must not be corrupted until after $\pi_{i}^{s}$.status is set to accept. By reducing to SUF-CMA security essentially as in Game ${ }_{3 c .2}$, it follows that

$$
\operatorname{Adv}_{\text {DAKE,n }}^{\mathrm{g} 3 \mathrm{~d} .1}(\mathscr{A}) \leq \operatorname{Adv}_{\text {DAKE }, n}^{\mathrm{g} 3 \mathrm{~d} .2}(\mathscr{A})+\operatorname{Adv}_{\text {Sig }}^{\text {suf-cma }}(\mathscr{A})
$$

Game $_{3 d .3}$ : This differs from Game ${ }_{3 d .2}$ in that the challenger initially outputs $\pi_{j}^{t}$, the session that generated prek ${ }_{j}$ which formed part of the input to BatchReceive in the test session $\pi_{i}^{s}$. By a standard argument we have

$$
\operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g} 3 \mathrm{~d} .2}(\mathscr{A}) \leq q \cdot \operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g} 3 \mathrm{~d} .3}(\mathscr{A})
$$

Game $_{3 d .4}:$ This differs from Game Sd. $^{3}$ in that the challenger aborts if the

Send $\left(\mathrm{sk}_{j}, \mathrm{pk}_{i}\right.$, st $_{j}, \mathrm{prek}_{i}$ ) call in session $\pi_{j}^{t}$ (if it exists) and the relevant component in the BatchReceive call in the test session $\pi_{i}^{s}$ were not both with respect to honestly generated split-KEM keying material (namely, an honestly generated split-KEM public key from prek $_{i}$ and prek ${ }_{j}$ from the previous hop) and the same split-KEM ciphertext. By freshness, neither of the two ephemeral states $\pi_{i}^{s}$.st and $\pi_{j}^{t}$.st are revealed. Consequently, we reduce to the UNF-1KCA security of split-KEM sKEM.

UNF-1KCA adversary $\mathscr{A}^{\prime}$ simulates for Game $_{3 d .3} /$ Game $_{3 d .4}$ adversary $\mathscr{A}$ as follows. Let ( $\mathrm{pk}_{\mathrm{A}}, \mathrm{p} \mathrm{k}_{\mathrm{B}}$ ) be the two challenge public keys given to $\mathscr{A}^{\prime}$. In the Init(sk ${ }_{i}$, receiver) call in session $\pi_{i}^{s}, \mathscr{A}^{\prime}$ simulates except replaces the call to KeyGen $\mathrm{A}_{\text {SKEM }}$ by $\mathrm{pk}_{\mathrm{A}}$. Similarly, in the Init(sk ${ }_{j}$, sender) call in session $\pi_{j}^{t}, \mathscr{A}^{\prime}$ replaces KeyGenB sKEM by pk ${ }_{\text {B }}$. In the Send (..., prek) call in session $\pi_{j}^{t}$ where prek $=\left(\right.$ espk, $\ldots$ ), $\mathscr{A}^{\prime}$ outputs espk to its UNF-1KCA challenger, receives ( $\mathrm{pk}_{\mathrm{A}}, \mathrm{p} \mathrm{k}_{\mathrm{B}}, \mathrm{ct}, K_{B}$ ) from its challenger, and replaces the call to Encaps ${ }_{\mathrm{sKEM}}$ with tuple ( $\mathrm{ct}, K_{B}$ ). Finally, when the BatchReceive $\left(\right.$ sk $\left._{i}, \cdot,\left\{, \text { prek }_{j^{\prime}}, m=\left(\cdot, \cdot, \mathrm{ct}_{s}\right)\right\}_{j^{\prime}}\right)$ call in test session $\pi_{i}^{s}$ is made, $\mathscr{A}^{\prime}$ outputs $\mathrm{ct}_{s}$ corresponding to $j^{\prime}=j$ to its challenger. As the simulation is perfect and the probability that $\mathscr{A}^{\prime}$ wins is exactly the probability that 1$)\left(\mathrm{ct}^{2} \mathrm{pk}_{\mathrm{A}}\right) \neq\left(\mathrm{ct}_{s}, \mathrm{pk}\right)$ and 2$)$ relevant Decaps skEM call in BatchReceive outputs $k \neq \perp$, it follows by a standard failure event argument that

$$
\operatorname{Adv}_{\text {DAKE }, n}^{\mathrm{g} 3 \mathrm{~d} .3}(\mathscr{A}) \leq \operatorname{Adv}_{\text {DAKE, } n}^{\mathrm{g} 3 \mathrm{~d} .4}(\mathscr{A})+\operatorname{Adv}_{\mathrm{sKEM}}^{\mathrm{unf}-1 \mathrm{kca}}\left(\mathscr{A}^{\prime}\right)
$$

Game $_{3 d .5}$ : This differs from Game $_{3 d .4}$ in that the output $k$ of the relevant test session splitKEM decapsulation and the corresponding encapsulation (if it exists) are both replaced by a uniformly random key. Note that by definition of Game ${ }_{3 d .4}, \mathscr{A}$ can only input an honestly generated split-KEM ciphertext to the BatchReceive call in the test session from $P_{j}$ and that the split-KEM public key in $P_{j}$ 's corresponding Send call (if it exists) must be honestly generated. We therefore reduce to the IND-1BatchCCA security of sKEM. We embed the IND-1BatchCCA keys $\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}$ in the simulation as in the previous hop. When $\mathscr{A}$ queries $\operatorname{EXEC}\left(i, s, S=\left\{s_{j^{\prime}} \text {, } \text { prek }_{j^{\prime}}, m_{j^{\prime}}\right\}_{j^{\prime}}, \mathscr{A}^{\prime}\right.$ replaces all Decaps sKEM calls involving sk ${ }_{A}$ except the call corresponding to the test session by the output of its query to oracle BatchDec, replaces this final Decaps ${ }_{\text {sKEM }}$ call with the IND-1BatchCCA challenge key and otherwise simulates locally. It follows that

$$
\operatorname{Adv}_{\text {DAKE, } n}^{\mathrm{g3d.4}}(\mathscr{A}) \leq \operatorname{Adv}_{\text {DAKE }, n}^{\mathrm{gad.} .5}(\mathscr{A})+\operatorname{Adv}_{\text {SKEM }}^{\text {ind-1batchcca }}\left(\mathscr{A}^{\prime}\right) .
$$

Game $_{3 \text { d.6 }}$ : This game replaces the relevant invocation of KDF in the test session's BatchReceive call by a uniformly random value. Note as usual that $\operatorname{Adv}_{\text {DAKE,n }}^{\mathrm{g3d} .6}(\mathscr{A})=0$. By keying KDF in its third argument as a PRF and a standard argument it follows that

$$
\operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{gdd} .5}(\mathscr{A}) \leq \operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g} 3 \mathrm{~d} .6}(\mathscr{A})+\operatorname{Adv}_{\text {KDF }}^{3 \mathrm{prf}}\left(\mathscr{A}^{\prime}\right)
$$

Finally note that by the triangle inequality, we have, among other inequalities:

$$
\operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g3}}(\mathscr{A}) \leq \operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g3}}\left(\mathscr{A}, E_{p}\right)+\operatorname{Adv}_{\mathrm{DAKE}, n}^{\mathrm{g} 3}\left(\mathscr{A}, \neg E_{p}\right)
$$

```
\(\underline{\operatorname{Sim}\left(\mathrm{sk}_{j}, \mathrm{pk}_{i}, \mathrm{st}_{j}, \text { prek }_{i}, \text { prek }_{j}\right)}\)
    \(\left(\right.\) essk \(_{j}\), eksk \(_{j}\), prek \(\left._{j}\right) \leftarrow\) st \(_{j}\)
    \(\left(\right.\) espk \(_{i}\), ekpk \(\left._{i}, \sigma_{i}\right) \leftarrow \operatorname{prek}_{i}\)
    \(\left(\right.\) espk \(_{j}\), ekpk \(\left._{j}, \sigma_{j}\right) \leftarrow \operatorname{prek}_{j}\)
    spk \(\leftarrow \operatorname{GetPK}\left(\right.\) sk \(_{j}\). ssk)
    require \(\mathrm{Vrfy}_{\mathrm{Sig}}\left(\mathrm{spk},\left(\right.\right.\) espk \(_{j}\), ekpk \(\left.\left._{j}\right), \sigma_{j}\right)=1\)
    \(\left(K_{\ell}, \mathrm{ct}_{\ell}\right) \longleftarrow\) Encaps \(_{\text {LKEM }}\left(\mathrm{pk}_{j} . \mathrm{kpk}\right)\)
    \(\left(K_{k}\right.\), ct \(\left._{k}\right) \leftarrow\) Encaps \(_{\text {EKEM }}\left(\right.\) ekpk \(\left._{j}\right)\)
    \(\left(K_{s}, \mathrm{ct}_{s}\right) \leftarrow \operatorname{Sim}_{\text {sKEM }}\left(\right.\) espk \(_{i}\), essk \(\left._{j}\right)\)
    \(m \leftarrow\left(\mathrm{ct}_{\ell}, \mathrm{ct}_{k}, \mathrm{ct}_{s}\right)\)
    sid \(\leftarrow P_{i}\left\|P_{j}\right\| \mathrm{pk}_{i}\left\|\mathrm{pk}_{j}\right\| \mathrm{prek}_{i}\left\|\mathrm{prek}_{j}\right\| m\)
    \(\mathrm{k} \leftarrow \operatorname{KDF}\left(K_{\ell}, K_{k}, K_{s}\right.\), sid \()\)
    return \((k, m)\)
```

Figure 7.9: Simulator Sim for the deniability game where we assume we have a function GetPK(sk) that takes a signature secret key as input and outputs the corresponding public key.

The result follows using this observation and by combining the sequences of hybrids together in a standard way.

Theorem 7.7.2. Consider deniable split-KEM sKEM with simulator $\operatorname{Sim}_{\mathrm{sK}}$. K-Waay (Figure 7.7). Then, we have that for every efficient adversary $\mathscr{A}$ that makes at most $q$ oracle queries, there exists an efficient $\operatorname{Sim}$ s.t. one can build an adversary $\mathscr{B}$ such that for $\exp \in\{$ true, false $\}$ we have

$$
\operatorname{Adv}_{\mathrm{K}-\mathrm{Waay}, \operatorname{Sim}, \exp }^{\text {deny }}(\mathscr{A}) \leq q \cdot \operatorname{Adv}_{\mathrm{sKEM}, \operatorname{Sim}_{\text {sKEM }}}^{\text {deny }}(\mathscr{B})
$$

Proof. We construct a sequence of hybrids and reduce to the deniability of sKEM (i.e. $\mathrm{DENY}_{\text {sKEM }}$ Sim $_{\text {skEM }}$ security) in each step. Before this, we define the simulator Sim that we use in the proof, which uses the simulator $\operatorname{Sim}_{\text {sKEM }}$ as a subroutine.

Observe in K-Waay that, given an honestly generated prek $_{j}$, any party with knowledge only of public keying material can simulate all steps in Send except for the Encaps ${ }_{\text {sKEM }}$ call which requires sender $P_{i}$ 's secret key. Thus, our simulator Sim (Figure 7.9) simulates these steps and since it takes the receiver's key $\mathrm{sk}_{j}$ as input it can also invoke the deniability simulator Sim $_{\text {sKEM }}$ to complete the call.

Let $\Gamma_{0}$ be the DAKE DENY game instantiated with K-Waay. For $i \in[q]$, let $\Gamma_{i}$ be the same as $\Gamma_{i-1}$ except that in the $i$-th CHAL call, the call to Send is replaced with a call to Sim. Note that the steps executed in Send only differ in that it calls Encaps ${ }_{\text {sKEM }}$ rather than Sim $_{\text {sKEM }}$.

For $i \in[q]$, let $\mathscr{B}$ be a split-KEM DENY adversary with input ( $\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}}, K, \mathrm{ct}$ ) from its challenger playing DENY ${ }^{\text {REAL }}$ given $\mathscr{A}$ is playing $\Gamma_{i-1}$ and DENY ${ }^{\text {SIM }}$ if it is playing $\Gamma_{i} . \mathscr{B}^{\prime}$
locally simulates long-term public key generation and the first $i-1$ calls to CHAL. When $\mathscr{A}$ makes their $i$-th call to CHAL, $\mathscr{B}$ simulates CHAL until it reaches the if statement except that it replaces the output of calls KeyGenA/KeyGenB calls in Init calls with $\mathrm{pk}_{\mathrm{A}} / \mathrm{pk}_{\mathrm{B}}$. Then, instead of executing the if/else block in CHAL, $\mathscr{B}$ simulates Sim except that it replaces the output of the call to $\operatorname{Sim}_{\text {sKEM }}$ with ( $K, \mathrm{ct}$ ). $\mathscr{B}$ then simulates locally, and returns ( $k, T, \mathrm{st}_{r}$ ) (where $\mathrm{st}_{r}$ contains $\mathrm{sk}_{\mathrm{B}}$ ) if $\exp =$ true and returns $(k, T)$ otherwise. $\mathscr{B}$ continues simulating locally and finally outputs the same bit as $\mathscr{A}$. Noting that DAKE deniability game DENYK-Waay,Sim considers only honest executions of K-Waay, it follows that the simulation is perfect, and so by $\mathrm{DENY}_{\text {sKEM }}$ security we have

$$
\mid \operatorname{Adv}_{\mathrm{DAKE}^{\Gamma_{\mathrm{i}-1}}}^{(\mathscr{A})-\operatorname{Adv}_{\text {DAKE }}^{\Gamma_{\mathrm{i}}}(\mathscr{A}) \mid \leq \operatorname{Adv}_{\text {sKEM,Sim }}^{\text {sKEM }}} \text { deny }(\mathscr{B})
$$

By application of the triangle inequality and telescoping sums:

$$
\left|\operatorname{Adv}_{\operatorname{DAKE}}^{\Gamma_{0}}(\mathscr{A})-\operatorname{Adv}_{\operatorname{DAKE}}^{\Gamma_{\mathrm{q}}}(\mathscr{A})\right| \leq q \cdot \operatorname{Adv}_{\mathrm{sKEM}, \operatorname{Sim}}^{\text {sKEM }} \text { deny }(\mathscr{B})
$$

To complete the proof, observe that $\operatorname{Adv}_{\text {DAKE, } n}^{\Gamma_{q}}(\mathscr{A})=0$ since CHAL behaves identically independent of challenge bit $b$.

### 7.8 Deniable Split-KEM from Lattices

In this section we build an efficient deniable split-KEM under the hardness of LWE. We start by introducing briefly several concepts of lattice-based cryptography that we use to design the scheme.

### 7.8.1 Lattice toolbox

$L_{\infty}$ and $L_{\alpha}$ norms. We start by recalling what the $L_{\infty}$ and $L_{\alpha}$ norms over $\mathbb{Z}_{q}$ are. For an element $w$ in $\mathbb{Z}_{q}$, we write $\|w\|_{\infty}$ to mean $\left|\langle w\rangle_{q}\right|$. Then, we define the $L_{\infty}$ and $L_{\alpha}$ norms for $\mathbf{w}=\left(w_{1}, w_{2}, \ldots, w_{n}\right)$ over $\mathbb{Z}_{q}$ as follows:

$$
\|\mathbf{w}\|_{\infty}=\max _{j \in[n]}\left\|w_{j}\right\|_{\infty},\|\mathbf{w}\|_{\alpha}=\sqrt[\alpha]{\left\|w_{1}\right\|_{\infty}^{\alpha}+\ldots+\left\|w_{n}\right\|_{\infty}^{\alpha}}
$$

By default, $\|\mathbf{w}\|:=\|\mathbf{w}\|_{2}$.

Probability distributions. We will use the binomial distribution $\operatorname{Bin}_{1}$ which is defined as $\operatorname{Bin}_{1}(-1)=\operatorname{Bin}_{1}(1)=1 / 4$ and $\operatorname{Bin}_{1}(0)=1 / 2$.

Rounding functions. Given two parameters $q$ and $B<\log q-1$, we define the rounding function $\lfloor\cdot\rangle_{q, B}$ and the cross-rounding function $\langle\cdot\rangle_{q, B}$ as follows:

$$
\lfloor\cdot\rceil_{q, B}: v \mapsto\left\lfloor\frac{2^{B}}{q} \cdot v\right\rceil \bmod 2^{B},\langle\cdot\rangle_{q, B}: v \mapsto\left\lfloor\frac{2^{B+1}}{q} \cdot v\right\rfloor \bmod 2,
$$

for any $v \in \mathbb{Z}_{q}$.

Reconciliation function. We recall the (generalised) reconciliation mechanism from Bos et al. and Peikert [Bos+16; Pei14], which for every approximate agreement in $\mathbb{Z}_{q}$ allows extracting shared bits. We refer the reader to the aforementioned works for more details. Let $q$ be a positive integer. Let $B$ be the number of bits we want to extract from one coefficient in $\mathbb{Z}_{q}$ so that $B<\log q-1$. Now, for any $v \in \mathbb{Z}_{q}$, which is represented as an integer in $[0, q)$, we define the following functions.

Definition 7.8.1 (Randomised doubling function (dbl)). For any $v \in \mathbb{Z}_{q}$, we define $\mathrm{dbl}(\cdot)$ as

$$
\mathrm{dbl}(v): v \mapsto 2 v-e, \quad e \leftarrow \$ \operatorname{Bin}_{1}
$$

Then, we have the following property which comes from [Bos+16, Claim 3.1].
Lemma 7.8.1. Let $q$ be odd. If $v \in \mathbb{Z}_{q}$ is uniformly random and $\bar{v} \leftarrow \$ \mathrm{dbl}(v) \in \mathbb{Z}_{2 q}$, then $\lfloor\bar{v}\rceil_{2 q, B}$ is uniformly random given $\langle\bar{v}\rangle_{2 q, B}$.

Now, we are ready to define the reconciliation function $\operatorname{Rec}: \mathbb{Z}_{2 q} \times \mathbb{Z}_{2} \rightarrow \mathbb{Z}_{2^{B}}$.
Definition 7.8.2 (Reconciliation function (Rec)). For any $w \in \mathbb{Z}_{2 q}$ and bit $b \in\{0,1\}$, let $v$ be the closest element to $w \in \mathbb{Z}_{2 q}$ s.t. $\langle v\rangle_{2 q, B}=b$. Then, we define $\operatorname{Rec}$ as

$$
\operatorname{Rec}(w, b):=\lfloor\nu\rceil_{2 q, B} .
$$

The next result gives an important property of the reconciliation function Rec, as described by Peikert [Pei14, Section 3.2].

Lemma 7.8.2. Let $q$ be odd and $\bar{v} \leftarrow \$ \mathrm{dbl}(v)$. If $|v-w| \leq\left\lfloor\frac{q}{2^{B+2}}\right\rfloor$ then

$$
\operatorname{Rec}\left(2 w,\langle\bar{\nu}\rangle_{2 q, B}\right)=\lfloor\bar{v}\rceil_{2 q, B}
$$

Finally, we define the HelpRec : $\mathbb{Z}_{q} \mapsto\{0,1\}$ function as follows:
Definition 7.8.3 (HelpRec function). On any input $v \in \mathbb{Z}_{q}$,

$$
\operatorname{HelpRec}(\nu):=\langle\bar{v}\rangle_{2 q, B}, \quad \text { where } \bar{v} \leftarrow \mathrm{dbl}(v) .
$$

$\underline{\operatorname{LWE}_{n, m, \chi, q}(\mathscr{A})}$
$\underline{\operatorname{LWE}_{n, m, \chi, q}(\mathscr{A})}$
$b \leftarrow \$\{0,1\}$
$b \leftarrow \$\{0,1\}$
$\mathbf{A} \leftarrow \$ \mathbb{Z}_{q}^{n \times m}$
$\mathbf{A} \leftarrow \$ \mathbb{Z}_{q}^{n \times m}$
$\mathbf{t} \leftarrow \$ \mathbb{Z}_{q}^{n}$
$\mathbf{t} \leftarrow \$ \mathbb{Z}_{q}^{n}$
$\mathbf{s} \leftarrow \chi^{m}$
$\mathbf{s} \leftarrow \chi^{m}$
$\mathbf{e} \leftarrow \$ \chi^{n}$
$\mathbf{e} \leftarrow \$ \chi^{n}$
if $b=0$ :
if $b=0$ :
$b^{\prime} \leftarrow \mathscr{A}(\mathbf{A}, \mathbf{A s}+\mathbf{e} \bmod q)$
$b^{\prime} \leftarrow \mathscr{A}(\mathbf{A}, \mathbf{A s}+\mathbf{e} \bmod q)$
else :
else :
$b^{\prime} \leftarrow \mathscr{A}(\mathbf{A}, \mathbf{t})$
$b^{\prime} \leftarrow \mathscr{A}(\mathbf{A}, \mathbf{t})$
return $1_{b=b^{\prime}}$
return $1_{b=b^{\prime}}$
$\operatorname{ELWE}_{n, m, \bar{n}, \chi, q}(\mathscr{A})$
$\operatorname{ELWE}_{n, m, \bar{n}, \chi, q}(\mathscr{A})$
$b \leftarrow \$\{0,1\}$
$b \leftarrow \$\{0,1\}$
$\mathbf{A} \leftarrow \$ \mathbb{Z}_{q}^{n \times m}$
$\mathbf{A} \leftarrow \$ \mathbb{Z}_{q}^{n \times m}$
$\mathbf{t} \leftarrow \$ \mathbb{Z}_{q}^{n}$
$\mathbf{t} \leftarrow \$ \mathbb{Z}_{q}^{n}$
$\mathbf{e} \leftarrow \$ \chi^{n}$
$\mathbf{e} \leftarrow \$ \chi^{n}$
$(\mathbf{Z}, \mathbf{W}) \leftarrow \$ \chi^{\bar{n} \times m} \times \chi^{\bar{n} \times n}$
$(\mathbf{Z}, \mathbf{W}) \leftarrow \$ \chi^{\bar{n} \times m} \times \chi^{\bar{n} \times n}$
if $b=0$ :
if $b=0$ :
$b^{\prime} \leftarrow \mathscr{A}(\mathbf{A}, \mathbf{A s}+\mathbf{e} \bmod q, \mathbf{Z}, \mathbf{W}, \mathbf{Z s}+\mathbf{W e} \bmod q)$
$b^{\prime} \leftarrow \mathscr{A}(\mathbf{A}, \mathbf{A s}+\mathbf{e} \bmod q, \mathbf{Z}, \mathbf{W}, \mathbf{Z s}+\mathbf{W e} \bmod q)$
else :
else :
$b^{\prime} \leftarrow \mathscr{A}(\mathbf{A}, \mathbf{t}, \mathbf{Z}, \mathbf{W}, \mathbf{Z s}+\mathbf{W e} \bmod q)$
$b^{\prime} \leftarrow \mathscr{A}(\mathbf{A}, \mathbf{t}, \mathbf{Z}, \mathbf{W}, \mathbf{Z s}+\mathbf{W e} \bmod q)$
return $1_{b=b^{\prime}}$
return $1_{b=b^{\prime}}$

Figure 7.10: LWE and ELWE games.

All the functions above can be naturally generalised to take as input vectors and matrices over $\mathbb{Z}_{q}$ by applying the function to each of the coefficients.

Learning-with-Errors. Security of our lattice constructions relies on the Learning-with-Errors (LWE) problem introduced by Regev [Reg05]. In this chapter we will consider the case where both the secret and error coefficients come from a probability distribution over $\mathbb{Z}$.

Definition 7.8.4 $\left(\mathrm{LWE}_{n, m, \chi, q}\right)$. Let $n, m \in \mathbb{N}$ and $\chi$ be a probability distribution over $\mathbb{Z}$. The LWE problem asks the adversary $\mathcal{A}$ to distinguish between the following two distributions:

1. $(\mathbf{A}, \mathbf{A s}+\mathbf{e} \bmod q)$ for $\mathbf{A} \leftarrow \$ \mathbb{Z}_{q}^{n \times m}, a \operatorname{secret} \mathbf{s} \leftarrow \$ \chi^{m}$, and error $\mathbf{e} \leftarrow \$ \chi^{n}$.
2. $(\mathbf{A}, \mathbf{t}) \leftarrow \$ \mathbb{Z}_{q}^{n \times m} \times \mathbb{Z}_{q}^{n}$.

The advantage of an adversary $\mathscr{A}$ is then defined as

$$
\operatorname{Adv}_{n, m, \chi, q}^{\text {liwe }}(\mathscr{A}):=\left|\operatorname{Pr}\left[\operatorname{LWE}_{n, m, \chi, q}(\mathscr{A}) \Rightarrow 1\right]-\frac{1}{2}\right|
$$

where LWE is the game defined on the left of Figure 7.10.

### 7.8.2 Extended-LWE

Our proof of deniability for the split-KEM will involve a new security assumption, which we call the Extended-LWE problem (ELWE). Intuitively, it is similar to the plain LWE problem, but the adversary is now also given random linear combinations of the secrets and errors.

Definition 7.8.5 $\left(\operatorname{ELWE}_{n, m, \bar{n}, \chi, q)}\right.$. Let $n, m \in \mathbb{N}$ and $\chi$ be a probability distribution over $\mathbb{Z}$. The ELWE problem asks the adversary $\mathscr{A}$ to distinguish between the following two cases:

1. $(\mathbf{A}, \mathbf{A s}+\mathbf{e} \bmod q, \mathbf{Z}, \mathbf{W}, \mathbf{Z s}+\mathbf{W e} \bmod q)$ for $\mathbf{A} \leftarrow \$ \mathbb{Z}_{q}^{n \times m}$, secret $\mathbf{s} \leftarrow \$ \chi^{m}$, error $\mathbf{e} \leftarrow \$ \chi^{n}$, and $(\mathbf{Z}, \mathbf{W}) \leftarrow \$ \chi^{\bar{n} \times m} \times \chi^{\bar{n} \times n}$,
2. $(\mathbf{A}, \mathbf{t}, \mathbf{Z}, \mathbf{W}, \mathbf{Z} \mathbf{s}+\mathbf{W e} \bmod q)$ for $\mathbf{A} \leftarrow \$ \mathbb{Z}_{q}^{n \times m}, \mathbf{t} \leftarrow \$ \mathbb{Z}_{q}^{n}$, secret $\mathbf{s} \leftarrow \$ \chi^{m}$, error $\mathbf{e} \leftarrow \$ \chi^{n}$, and $(\mathbf{Z}, \mathbf{W}) \leftarrow \$ \chi^{\bar{n} \times m} \times \chi^{\bar{n} \times n}$.

Formally, we define the advantage of an ELWE adversary $\mathscr{A}$ as

$$
\operatorname{Adv}_{n, m, \bar{n}, \chi, q}^{\text {elwe }}(\mathscr{A})=\left|\operatorname{Pr}\left[\operatorname{ELWE}_{n, m, \bar{n}, \chi, q}(\mathscr{A}) \Rightarrow 1\right]-\frac{1}{2}\right|
$$

where ELWE is the game defined on the right in Figure 7.10.

This problem is a natural generalisation of the Extended-LWE problem by Alperin-Sheriff and Peikert [AP12], where now ( $\mathbf{Z}, \mathbf{W}$ ) are matrices and not just vectors. Here, we also simplify the definition and assume that the coefficients of $\mathbf{Z}$ and $\mathbf{W}$ come from the same distribution $\chi$ as the secrets and errors.

We show in the following theorem that the hardness of this newly introduced ELWE problem reduces to the hardness of LWE.

Theorem 7.8.1. Let $q$ be an odd prime and $\chi$ be symmetric around 0 . For any efficient $\mathrm{ELWE}_{n, m, \bar{n}, \chi, q}$ adversary $\mathscr{A}$ there exists an efficient $\mathrm{LWE}_{n+m, m, \chi, q}$ adversary $\mathscr{B}$ such that

$$
\operatorname{Adv}_{n, m, \bar{n}, \chi, q}^{\text {elwe }}(\mathscr{A}) \leq 1 / \delta_{\text {elwe }} \cdot \operatorname{Adv}_{n+m, m, \chi, q}^{\text {lwe }}(\mathscr{B})+\operatorname{negl}(n)
$$

where

$$
\begin{equation*}
\delta_{\text {elwe }}:=\operatorname{Pr}\left[\mathbf{Z}(\mathbf{e}-\mathbf{d})=\mathbf{0} \quad(\bmod q): \mathbf{Z} \hookleftarrow \$ \chi^{\bar{n} \times(n+m)}, \mathbf{e}, \mathbf{d} \leftarrow \$ \chi^{n+m}\right] \tag{7.1}
\end{equation*}
$$

Proof. The proof is given in Appendix B.

### 7.8.3 Construction

We can now present our Frodo-inspired [Bos+16] split-KEM. The scheme is given in Figure 7.11. The key generation works as follows. The public key $\mathrm{pk}_{\mathrm{A}}$ for party $A$ is a pair $\left(\mathbf{A}, \mathbf{B}_{A}\right)$, where $\mathbf{A}$ is a uniformly random matrix over $\mathbb{Z}_{q}$ given as a public parameter, and $\mathbf{B}_{A}:=\mathbf{A S} \mathbf{S}_{A}+\mathbf{D}_{A}$ where $\mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}} \leftarrow \$ \chi^{n \times \bar{n}}$. The secret key becomes a pair $\mathrm{sk}_{\mathrm{A}}=\left(\mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}}\right)$. Similarly, the public key $\mathrm{pk}_{\mathrm{B}}$ for party $B$ is a pair $\left(A, B_{B}\right)$, where $B_{B}:=S_{B} A+D_{B}$, while the secret key is sk $k_{B}=\left(S_{B}, \mathbf{D}_{B}\right)$, where $\mathbf{S}_{\mathrm{B}}, \mathbf{D}_{\mathrm{B}} \leftarrow \$ \chi^{\bar{n} \times n}$.

Then, B samples a matrix $\mathbf{E}_{\mathrm{B}} \leftarrow \$ \chi^{\bar{n} \times \bar{n}}$ and computes the matrix $\mathbf{V}:=\mathbf{S}_{\mathrm{B}} \mathbf{B}_{\mathrm{A}}+\mathbf{E}_{\mathrm{B}}$. Next, it computes $c t \leftarrow \operatorname{HelpRec}(\mathbf{V})$ and $\mathbf{K} \leftarrow \operatorname{Rec}(\mathbf{V}, c t)$. Then, $B$ outputs ct. Then, party A decapsulates as follows: given ( $\mathrm{pk} \mathrm{k}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}$ ), it computes $\mathbf{V}^{\prime}=\mathbf{B}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{F}_{\mathrm{A}}$ and $\mathbf{K}^{\prime}=\operatorname{Rec}\left(2 \mathbf{V}^{\prime}\right.$, ct$)$. Finally, A returns the key $\mathbf{K}^{\prime}$.

| KeyGenA(1 ${ }^{\lambda}$ ) | Encaps(pk $\left.{ }_{\text {A }}=\left(\mathbf{A}, \mathbf{B}_{\mathrm{A}}\right), \mathrm{sk}_{\mathrm{B}}=\left(\mathbf{S}_{\mathrm{B}}, \mathbf{D}_{\mathrm{B}}, \mathbf{F}_{\mathrm{B}}\right)\right)$ |
| :---: | :---: |
| 1: $\mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}} \leftarrow \$ \chi\left(\mathbb{Z}_{q}^{n \times \bar{n}}\right)$ | 1: // We assume $B$ encapsulates |
| 2: $\mathbf{F}_{\mathrm{A}} \leftarrow \chi^{\bar{n} \times \bar{n}}$ | 2: $\mathbf{E}_{\mathrm{B}} \leftarrow \$ \chi^{\bar{n} \times \bar{n}}$ |
| 3: $\mathbf{B}_{\mathrm{A}} \leftarrow \mathbf{A S}_{\mathrm{A}}+\mathbf{D}_{\mathrm{A}}$ | 3: $\mathbf{V} \leftarrow \mathbf{S}_{\mathrm{B}} \mathbf{B}_{\mathrm{A}}+\mathbf{E}_{\mathrm{B}}$ |
| 4: $\mathrm{pk}_{\mathrm{A}} \leftarrow\left(\mathbf{A}, \mathbf{B}_{\mathrm{A}}\right)$ | 4: $\mathrm{ct} \leftarrow \operatorname{\leftarrow elpRec}(\mathbf{V})$ |
| 5: $\mathrm{sk}_{\mathrm{A}} \leftarrow\left(\mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}}, \mathbf{F}_{\mathrm{A}}\right)$ | 5: $\mathbf{K} \leftarrow \operatorname{Rec}(2 \mathbf{V}, \mathrm{ct})$ |
| 6: return $\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}}\right)$ | 6: return (K,ct) |
| KeyGenB( $1^{\lambda}$ ) | $\underline{\operatorname{Decaps}\left(\mathrm{pk}_{\mathrm{B}}=\left(\mathbf{A}, \mathbf{B}_{\mathrm{B}}\right), \mathrm{sk}_{\mathrm{A}}=\left(\mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}}, \mathbf{F}_{\mathrm{A}}\right), \mathrm{ct}\right)}$ |
| 1: $\mathbf{S}_{\mathrm{B}}, \mathbf{D}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times n}$ | 1: $\mathbf{V}^{\prime} \leftarrow \mathbf{B}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{F}_{\mathrm{A}}$ |
| 2: $\mathbf{F}_{\mathrm{B}} \leftarrow \$ \chi^{\bar{n} \times \bar{n}}$ | 2: $\mathbf{K}^{\prime} \leftarrow \operatorname{Rec}\left(2 \mathbf{V}^{\prime}\right.$, ct $)$ |
| 3: $\mathbf{B}_{\mathrm{B}} \leftarrow \mathbf{S}_{\mathrm{B}} \mathbf{A}+\mathbf{D}_{\mathrm{B}}$ | 3: return $\mathbf{K}^{\prime}$ |
| 4: $\mathrm{pk}_{\mathrm{B}} \leftarrow\left(\mathbf{A}, \mathbf{B}_{\mathrm{B}}\right)$ |  |
| 5: $\mathrm{sk}_{\mathrm{B}} \leftarrow\left(\mathbf{S}_{\mathrm{B}}, \mathbf{D}_{\mathrm{B}}, \mathbf{F}_{\mathrm{B}}\right)$ |  |
| 6: return $\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}}\right)$ |  |

Figure 7.11: Our variant of FrodoKEX [Bos+16] expressed as a split-KEM. The matrix $\mathbf{A} \in \mathbb{Z}_{q}^{n \times n}$ is assumed to be a public parameter and sampled uniformly at random.

We note that our construction can easily be made symmetric, in the sense that A can encapsulate using B's public key by changing the order of the operands in matrix multiplication in Encaps, such that the dimensions match. Then, Decaps can be modified similarly such that $B$ can decapsulate the resulting ciphertext using A's public key and its own secret key.

### 7.8.4 Security analysis

Lemma 7.8.3 (Correctness). Let $\chi$ be a symmetric distribution around 0 and $\delta_{\text {corr }}$ be the following probability:

$$
\begin{equation*}
\operatorname{Pr}\left[|\langle\mathbf{s}, \mathbf{d}\rangle+e+f|>\frac{q}{2^{B+2}}: \mathbf{s}, \mathbf{d} \leftarrow \$ \chi^{2 n}, e, f \leftarrow \$ \chi\right] \tag{7.2}
\end{equation*}
$$

Then, sKEM defined in Figure 7.11 is $\left(\bar{n}^{2} \delta_{\text {corr }}\right)$-correct.

Proof. Suppose $\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}}\right) \leftarrow \$ \operatorname{KeyGenA}\left(1^{\lambda}\right)$ and $\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}}\right) \leftarrow \$ \operatorname{KeyGenB}\left(1^{\lambda}\right)$. In addition, let

$$
(\mathbf{K}, \mathrm{ct}) \leftarrow \$ \operatorname{Encaps}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{B}}\right) \quad \text { and } \quad \mathbf{K}^{\prime} \leftarrow \$ \operatorname{Decaps}\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}\right)
$$

We want to prove that $\mathbf{K}=\mathbf{K}^{\prime}$. By definition of encapsulation, we know that $\mathbf{K}=\operatorname{Rec}(2 \mathbf{V}$, ct) where ct $=\operatorname{HelpRec}(\mathbf{V})$ and

$$
\mathbf{V}=\mathbf{S}_{\mathrm{B}} \mathbf{B}_{\mathrm{A}}+\mathbf{E}_{\mathrm{B}}=\mathbf{S}_{\mathrm{B}} \mathbf{A} \mathbf{S}_{\mathrm{A}}+\mathbf{S}_{\mathrm{B}} \mathbf{D}_{\mathrm{A}}+\mathbf{E}_{\mathrm{B}}
$$

Thus, by Lemma 7.8.2, $\mathbf{K}=\lfloor\mathbf{V}]_{2 q, 2^{B}}$. On the other hand,

$$
\mathbf{V}^{\prime}=\mathbf{B}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{F}_{\mathrm{A}}=\mathbf{S}_{\mathrm{B}} \mathbf{A} \mathbf{S}_{\mathrm{A}}+\mathbf{D}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{F}_{\mathrm{A}}
$$

which implies that $\mathbf{V}-\mathbf{V}^{\prime}=\mathbf{S}_{\mathrm{B}} \mathbf{D}_{\mathrm{A}}+\mathbf{E}_{\mathrm{B}}-\mathbf{D}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}-\mathbf{F}_{\mathrm{A}}$. If $\left\|\mathbf{V}-\mathbf{V}^{\prime}\right\|_{\infty}<\frac{q}{2^{B+2}}$ then by Lemma 7.8.2 we must have

$$
\mathbf{K}^{\prime}=\operatorname{Rec}\left(2 \mathbf{V}^{\prime}, \operatorname{HelpRec}(\mathbf{V})\right)=[\mathbf{V}]_{2 q, 2^{B}}=\mathbf{K}
$$

so correctness holds. Now, using the fact that $\chi$ is symmetric around 0 , the probability $\left\|\mathbf{V}-\mathbf{V}^{\prime}\right\|_{\infty}>\frac{q}{2^{B+2}}$ can be upper-bounded using the union bound as follows:

$$
\operatorname{Pr}\left[\left\|\mathbf{S}_{\mathrm{B}} \mathbf{D}_{\mathrm{A}}+\mathbf{E}_{\mathrm{B}}-\mathbf{D}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}-\mathbf{F}_{\mathrm{A}}\right\|_{\infty}>\frac{q}{2^{B+2}}\right] \leq \bar{n}^{2} \cdot \operatorname{Pr}\left[\left|\mathbf{s}_{0}^{T} \mathbf{d}_{0}+\mathbf{s}_{1}^{T} \mathbf{d}_{1}+e+f\right|>\frac{q}{2^{B+2}}\right]
$$

where $\mathbf{s}_{0}, \mathbf{s}_{1}, \mathbf{d}_{0}, \mathbf{d}_{1} \leftarrow \$ \chi^{n}$ and $e, f \leftarrow \$ \chi$. This concludes the proof.

## OW-CPA security

Next, we focus on proving the OW-CPA security of our construction.
Lemma 7.8.4 (OW-CPA Security). Let $\chi$ be a symmetric distribution over $[-\gamma, \gamma]$ for any $\gamma>0$. Let sKEM be the split-KEM defined in Figure 7.11. Then, for any efficient adversary $\mathcal{A}$, there exist efficient adversaries $\mathscr{B}$ and $\mathscr{B}^{\prime}$ such that

$$
\operatorname{Adv}_{\operatorname{sKEM}}^{\text {ow-cpa }}(\mathscr{A}) \leq 2^{-B \bar{n}^{2}}+\bar{n} \cdot\left(\operatorname{Adv}_{n, n, \chi, q}^{\text {liwe }}(\mathscr{B})+\operatorname{Adv}_{n+\bar{n}, n, \chi, q}^{\text {lwe }}\left(\mathscr{B}^{\prime}\right)\right)
$$

Proof. Let $\mathscr{A}$ be an efficient adversary against the OW-CPA game. We prove the statement using the hybrid games described explicitly in Figure 7.12.
$\underline{\text { Game } \Gamma_{1}}$ : This is the standard OW-CPA game.
$\underline{\text { Game } \Gamma_{2}}$ : Instead of computing $\mathbf{B}_{\mathrm{A}} \leftarrow \mathbf{A} \mathbf{S}_{\mathrm{A}}+\mathbf{D}_{\mathrm{A}}$, the experiment samples $\mathbf{B}_{\mathrm{A}} \leftarrow \mathbb{Z}_{q}^{n \times \bar{n}}$. One can naturally build an efficient adversary, which can solve the $\mathrm{LWE}_{n, n, \chi, q}$ problem with probability at least $\frac{1}{\bar{n}}\left|\operatorname{Pr}\left[\Gamma^{2}\right]-\operatorname{Pr}\left[\Gamma^{1}\right]\right|$. Hence, we deduce that this probability is negligible.

Game $\Gamma_{3}$ : Here, the experiment computes the values $\mathbf{B}_{\mathrm{B}}$ and $\mathbf{V}$ differently. Namely, instead of computing:

$$
\left[\begin{array}{ll}
\mathbf{B}_{\mathrm{B}} & \mathbf{V}
\end{array}\right]:=\mathbf{S}_{\mathrm{B}}\left[\begin{array}{ll}
\mathbf{A} & \mathbf{B}_{\mathrm{A}}
\end{array}\right]+\left[\begin{array}{ll}
\mathbf{D}_{\mathrm{B}} & \mathbf{E}_{\mathrm{B}}
\end{array}\right]
$$

it samples

$$
\left[\begin{array}{ll}
\mathbf{B}_{\mathrm{B}} & \mathbf{V}
\end{array}\right] \leftarrow \$ \mathbb{Z}_{q}^{\bar{n} \times(n+\bar{n})}
$$

Thus, one can naturally construct an efficient reduction which solves $\operatorname{LWE}_{n+\bar{n}, n, \chi, q}$ with probability at least $\frac{1}{\bar{n}}\left|\operatorname{Pr}\left[\Gamma^{2}\right]-\operatorname{Pr}\left[\Gamma^{3}\right]\right|$.

Finally, it is easy to see that in $\Gamma_{3}$ the matrix $\mathbf{V}$ is actually uniformly random over $\mathbb{Z}_{q}$.

| $\Gamma_{1}(\mathscr{A})$ |
| :---: |
| 1: $\left.\mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}} \multimap\right\} \chi\left(\mathbb{Z}_{q}^{n \times \bar{n}}\right)$ |
| 2: $\mathbf{F}_{\mathrm{A}} \leftrightarrow \chi^{\bar{n} \times \bar{n}}$ |
| 3: $\mathbf{B}_{\mathrm{A}} \leftarrow \mathbf{A S}_{\mathrm{A}}+\mathbf{D}_{\mathrm{A}}$ |
| 4: $\mathbf{S}_{\mathrm{B}}, \mathbf{D}_{\mathrm{B}} \leftrightarrows \chi^{\bar{n} \times n}$ |
| 5: $\mathbf{F}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times \bar{n}}$ |
| 6: $\mathrm{B}_{\mathrm{B}} \leftarrow \mathrm{S}_{\mathrm{B}} \mathbf{A}+\mathrm{D}_{\mathrm{B}}$ |
| 7: $\mathrm{E}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times \bar{n}}$ |
| 8: $\mathbf{V} \leftarrow \mathbf{S}_{\mathrm{B}} \mathbf{B}_{\mathrm{A}}+\mathrm{E}_{\mathrm{B}}$ |
| 9: ct $\leftarrow \operatorname{HelpRec}(\mathbf{V})$ |
| 10: K $\quad$ Rec ( $2 \mathbf{V}, \mathrm{ct})$ |
| 11: $\mathbf{K}^{\prime} ↔ \mathcal{A}^{\left(\mathbf{A}, \mathbf{B}_{\mathrm{A}}, \mathbf{B}_{\mathrm{B}}, \mathrm{ct}\right)}$ |
| 12: return ${ }_{\mathbf{K}=\mathbf{K}^{\prime}}$ |

$\frac{\Gamma_{2}(\mathscr{A})}{1: \mathbf{B}_{\mathrm{A}} \leftarrow \mathbb{Z}_{q}^{n \times \bar{n}}}$
$\frac{\Gamma_{3}(\mathscr{A})}{1: \mathbf{B}_{\mathrm{A}} \leftarrow \mathbb{Z}_{q}^{n \times \bar{n}}}$
$\mathbf{S}_{\mathrm{B}}, \mathrm{D}_{\mathrm{B}} \leftrightarrows \chi^{\bar{n} \times n}$
$\mathbf{B}_{\mathrm{B}} \leftrightarrows \mathbb{Z}_{q}^{n \times \bar{n}}$
$\mathbf{B}_{\mathrm{A}} \leftarrow \mathrm{AS}_{\mathrm{A}}+\mathrm{D}_{\mathrm{A}}$
$\mathbf{F}_{\mathrm{B}} \rightsquigarrow \chi^{\bar{n} \times \bar{n}}$
$\mathbf{V} \leftrightarrows \mathbb{Z}_{q}^{\bar{n} \times \bar{n}}$
$\mathbf{S}_{\mathrm{B}}, \mathrm{D}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times n}$
$\mathrm{B}_{\mathrm{B}} \leftarrow \mathrm{S}_{\mathrm{B}} \mathbf{A}+\mathrm{D}_{\mathrm{B}}$
ct $\leftarrow \operatorname{HelpRec}(\mathbf{V})$
$\mathbf{F}_{\mathrm{B}} \hookleftarrow \chi^{\bar{n} \times \bar{n}}$
$\mathbf{E}_{\mathrm{B}} \rightsquigarrow \chi^{\bar{n} \times \bar{n}}$
$\mathbf{K} \leftarrow \operatorname{Rec}(2 \mathbf{V}, \mathrm{ct})$
$\mathrm{B}_{\mathrm{B}} \leftarrow \mathrm{S}_{\mathrm{B}} \mathbf{A}+\mathrm{D}_{\mathrm{B}}$
$\mathrm{V} \leftarrow \mathrm{S}_{\mathrm{B}} \mathbf{B}_{\mathrm{A}}+\mathrm{E}_{\mathrm{B}}$
$\mathbf{K}^{\prime} \multimap \mathscr{A}\left(\mathbf{A}, \mathbf{B}_{\mathrm{A}}, \mathbf{B}_{\mathrm{B}}, \mathrm{ct}\right)$
$\mathrm{E}_{\mathrm{B}} \leftrightarrow \chi^{\bar{n} \times \bar{n}}$
$\mathrm{ct} \leftarrow \mathrm{HelpRec}(\mathbf{V})$
return $1_{K=K^{\prime}}$
$\mathbf{V} \leftarrow \mathbf{S}_{\mathrm{B}} \mathbf{B}_{\mathrm{A}}+\mathrm{E}_{\mathrm{B}}$
$\mathbf{K} \leftarrow \operatorname{Rec}(2 \mathbf{V}, \mathrm{ct})$
$\mathrm{ct} \leftarrow \mathrm{HelpRec}(\mathbf{V})$
$\mathbf{K}^{\prime} \leftrightarrows \mathscr{A}\left(\mathbf{A}, \mathbf{B}_{\mathrm{A}}, \mathbf{B}_{\mathrm{B}}, \mathrm{ct}\right)$
$\mathbf{K} \leftarrow \operatorname{Rec}(2 \mathbf{V}, \mathrm{ct})$
: return $1_{\mathbf{K}=\mathbf{K}^{\prime}}$

Figure 7.12: Security games for the proof of Lemma 7.8.4. The lines in blue highlight the main differences from the previous game.

Hence by Lemma 7.8.1, for the adversary $\mathscr{A}$, which is given $c t$, the key $\mathbf{K}$ looks uniformly random. Therefore, the probability of guessing the key is bounded by $2^{-\bar{n}^{2} B}$.

## Deniability

We will use the (transposed) matrix version of ELWE where the secrets and errors are now matrices. In particular, we will be interested in the problem of distinguishing between

$$
(\mathbf{A}, \mathbf{S A}+\mathbf{E} \bmod q, \mathbf{Z}, \mathbf{W}, \mathbf{S Z}+\mathbf{E W} \bmod q)
$$

and

$$
(\mathbf{A}, \mathbf{T}, \mathbf{Z}, \mathbf{W}, \mathbf{S Z}+\mathbf{E W} \bmod q)
$$

where $\mathbf{S} \leftarrow \$ \chi^{\bar{n} \times m}, \mathbf{E} \leftarrow \$ \chi^{\bar{n} \times n}$ and $\mathbf{T} \leftarrow \$ \mathbb{Z}_{q}^{\bar{n} \times n}$. This problem can be reduced to ELWE with reduction loss $\bar{n}$ via a standard hybrid argument.

We are ready to prove deniability of the split-KEM based on Extended-LWE. Intuitively, matrices $(\mathbf{S}, \mathbf{E}):=\left(\mathbf{S}_{\mathrm{B}}, \mathbf{D}_{\mathrm{B}}\right)$ will be the secret and error constructed by party B , which are hidden from the adversary, while $(\mathbf{Z}, \mathbf{W}):=\left(\mathbf{D}_{\mathrm{A}}, \mathbf{S}_{\mathrm{A}}\right)$ will be the error and the secret generated by $\mathbf{A}$ which are given as input to the simulator. The key observation is that the additional hint provided as $\mathbf{S Z}+\mathbf{E W} \bmod q$ will be used to simulate the "shared key" $\mathbf{V}$ (before applying the reconciliation function).

Theorem 7.8 .2 (Deniability). Let sKEM be the split-KEM defined in Figure 7.11 and Sim as defined in Figure 7.13. Then, for any efficient adversary $\mathscr{A}$, there exist efficient adversaries $\mathscr{B}$
and $\mathscr{B}^{\prime}$ such that

$$
\operatorname{Adv}_{\text {sKEM,Sim }}^{\text {deny }}(\mathscr{A}) \leq \bar{n} \cdot\left(\operatorname{Adv}_{n, n, \bar{n}, x, q}^{\text {elwe }}(\mathscr{B})+\operatorname{Adv}_{n, n, \chi, q}^{\text {liwe }}\left(\mathscr{B}^{\prime}\right)\right) .
$$

Proof. We proceed with a sequence of games detailed in Figure 7.14.
Game $\Gamma_{1}$ : This is the standard real deniability experiment, which we recall here. First,
 $\mathbf{B}_{\mathrm{A}}=\mathbf{A} \mathbf{S}_{\mathrm{A}}+\mathbf{D}_{\mathrm{A}}$ and $\mathbf{B}_{\mathrm{B}}=\mathbf{S}_{\mathrm{B}} \mathbf{A}+\mathbf{D}_{\mathrm{B}}$ are computed. The encapsulation algorithm samples $\mathbf{E}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times \bar{n}}$ and sets $\mathbf{V} \leftarrow \mathbf{S}_{\mathrm{B}} \mathbf{B}_{\mathrm{A}}+\mathbf{E}_{\mathrm{B}}$. Finally, the experiment runs $\mathrm{ct} \leftarrow \operatorname{HelpRec}(\mathbf{V})$ and $\mathbf{K} \leftarrow \operatorname{Rec}(2 \mathbf{V}, c t)$ and eventually outputs

$$
\left(\mathbf{A}, \mathbf{B}_{\mathrm{A}}, \mathbf{B}_{\mathrm{B}}, \mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}}, \mathbf{F}_{\mathrm{A}}, \mathbf{K}, \mathrm{ct}\right)
$$

to the adversary $\mathscr{A}$.
Game $\Gamma_{2}$ : The experiment is identical to the previous one, apart from the fact that $\overline{\text { now } \mathbf{V} \text { is }}$ explicitly computed as $\mathbf{V}=\mathbf{S}_{B} \mathbf{D}_{A}-\mathbf{D}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{B}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{E}_{\mathrm{B}}$. Clearly, $\operatorname{Pr}\left[\Gamma^{1}\right]=\operatorname{Pr}\left[\Gamma^{2}\right]$ since

$$
\begin{aligned}
\mathbf{V} & =\mathbf{S}_{\mathrm{B}} \mathbf{D}_{\mathrm{A}}-\mathbf{D}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{B}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{E}_{\mathrm{B}} \\
& =\mathbf{S}_{\mathrm{B}} \mathbf{D}_{\mathrm{A}}-\mathbf{D}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\left(\mathbf{S}_{\mathrm{B}} \mathbf{A}+\mathbf{D}_{\mathrm{B}}\right) \mathbf{S}_{\mathrm{A}}+\mathbf{E}_{\mathrm{B}} \\
& =\mathbf{S}_{\mathrm{B}} \mathbf{B}_{\mathrm{A}}+\mathbf{E}_{\mathrm{B}} .
\end{aligned}
$$

Game $\Gamma_{3}$ : Here, the experiment follows $\Gamma_{2}$ with the only difference being that the experiment samples $\mathbf{B}_{\mathrm{B}}$ uniformly at random from $\mathbb{Z}_{q}^{n \times n}$ instead of computing $\mathbf{B}_{\mathrm{B}}=\mathbf{S}_{\mathrm{B}} \mathbf{A}+\mathbf{D}_{\mathrm{B}}$.

Lemma 7.8.5. There exists an efficient algorithm $\mathscr{B}$ that solves the $\mathrm{ELWE}_{n, n, \bar{n}, \chi, q}$ problem with probability at least $\frac{1}{\bar{n}}\left|\operatorname{Pr}\left[\Gamma^{3}\right]-\operatorname{Pr}\left[\Gamma^{2}\right]\right|$.

Proof. We provide a reduction $\mathscr{B}$ to the (transposed) matrix-version of the Extended-LWE problem as described above. Namely, the reduction is given a tuple of matrices $(\mathbf{A}, \mathbf{B}, \mathbf{Z}, \mathbf{W}, \mathbf{H})$. Then, it sets $\mathbf{S}_{\mathrm{A}}:=-\mathbf{W}, \mathbf{D}_{\mathrm{A}}:=\mathbf{Z}$ and $\mathbf{B}_{\mathrm{B}}:=\mathbf{B}$. Further, the reduction samples $\mathbf{F}_{\mathrm{A}} \leftarrow \$ \chi^{\bar{n} \times \bar{n}}$ and computes

$$
\mathbf{B}_{\mathrm{A}}:=\mathbf{A S}_{\mathrm{A}}+\mathbf{D}_{\mathrm{A}} \quad \text { and } \quad \mathbf{V}:=\mathbf{H}+\mathbf{B}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{E}_{\mathrm{B}},
$$

where $\mathbf{E}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times \bar{n}}$. Finally, the reduction runs ct $\leftarrow \operatorname{HelpRec}(\mathbf{V})$ and $\mathbf{K} \leftarrow \operatorname{Rec}(2 \mathbf{V}, \mathrm{ct})$, and outputs ( $\mathbf{A}, \mathbf{B}_{\mathrm{A}}, \mathbf{B}_{\mathrm{B}}, \mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}}, \mathbf{F}_{\mathrm{A}}, \mathbf{K}$, ct) to the adversary.

Suppose the input tuple received by $\mathscr{B}$ is a true Extended-LWE instance, i.e. $\mathbf{B}_{B}=\mathbf{B}=\mathbf{S}_{B} \mathbf{A}+\mathbf{D}_{B}$ for $\mathbf{S}_{\mathrm{B}}, \mathbf{D}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times n}$. This implies that $\mathbf{H}=\mathbf{S}_{\mathrm{B}} \mathbf{Z}+\mathbf{D}_{\mathrm{B}} \mathbf{W}=\mathbf{S}_{\mathrm{B}} \mathbf{D}_{\mathrm{A}}-\mathbf{D}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}$ and hence

$$
\mathbf{V}=\mathbf{H}+\mathbf{B}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{E}_{\mathrm{B}}=\mathbf{S}_{\mathrm{B}} \mathbf{D}_{\mathrm{A}}-\mathbf{D}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{B}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{E}_{\mathrm{B}}
$$

This implies that when the input tuple is the Extended-LWE instance then $\mathscr{B}$ perfectly sim-

```
\(\operatorname{Sim}\left(\mathbf{A}, \mathbf{B}_{\mathrm{B}}, \mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}}, \mathbf{F}_{\mathrm{A}}\right)\)
    \(\mathbf{S}_{\mathbf{s i m}}, \mathbf{D}_{\mathbf{s i m}} \leftarrow \$ \chi^{\bar{n} \times n}\)
    \(\mathbf{E}_{\text {sim }} \leftarrow \$ \chi^{\bar{n} \times \bar{n}}\)
    \(\mathbf{V}_{\text {sim }} \leftarrow \mathbf{S}_{\text {sim }} \mathbf{D}_{\mathrm{A}}-\mathbf{D}_{\text {sim }} \mathbf{S}_{\mathrm{A}}+\mathbf{B}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{E}_{\text {sim }}\)
    ct \(\leftarrow \operatorname{HelpRec}\left(\mathbf{V}_{\text {sim }}\right)\)
    \(\mathbf{K} \leftarrow \operatorname{Rec}\left(2 \mathbf{V}_{\text {sim }}, \mathrm{ct}\right)\)
    return (K, ct)
```

Figure 7.13: Simulator for the deniability game.
ulates the output of $\Gamma_{2}{ }^{6}$. On the other hand, if $\mathbf{B}_{\mathrm{B}}$ is uniformly random then $\mathscr{B}$ perfectly simulates the output of $\Gamma_{3}$. Finally the statement follows by further reducing the matrixversion of ELWE to the standard one.

Game $\Gamma_{4}$ : First, we rename the variables $\left(\mathbf{S}_{B}, \mathbf{D}_{\mathrm{B}}, \mathbf{E}_{\mathrm{B}}\right):=\left(\mathbf{S}_{\mathrm{sim}}, \mathbf{D}_{\text {sim }}, \mathbf{E}_{\text {sim }}\right)$. Further, instead of picking $\mathbf{B}_{B}$ uniformly at random, the experiment now samples alternative secrets/errors $\mathbf{S}_{\mathrm{B}}, \mathbf{D}_{\mathrm{B}} \leftarrow \$ \chi^{\bar{n} \times n}$ for B and sets $\mathbf{B}_{\mathrm{B}}:=\mathbf{S}_{\mathrm{B}} \mathbf{A}+\mathbf{D}_{\mathrm{B}}$. The rest is identical as in $\Gamma_{3}$.

Lemma 7.8.6. There exists an efficient algorithm $\mathscr{B}^{\prime}$ that solves the $\mathrm{LWE}_{n, n, \chi, q}$ problem with probability at least $\frac{1}{\bar{n}}\left|\operatorname{Pr}\left[\Gamma^{4}\right]-\operatorname{Pr}\left[\Gamma^{3}\right]\right|$.

Proof. We describe a reduction $\mathscr{B}$ which solves the matrix-version of LWE. Then, the reduction to plain LWE follows by a hybrid argument. First, $\mathscr{B}$ is given a tuple $(\mathbf{A}, \mathbf{B})$ where either $\mathbf{B}=\mathbf{S}_{B} \mathbf{A}+\mathbf{D}_{\mathrm{B}}$ for short $\mathbf{S}_{B}, \mathbf{D}_{\mathrm{B}}$ or $\mathbf{B}$ is uniformly random. In either case, only given $\mathbf{A}$ and $\mathbf{B}$, the reduction $\mathscr{B}$ can simulate the rest of $\Gamma_{3}$ (and $\Gamma_{4}$ ). If $\mathbf{B}=\mathbf{S}_{B} \mathbf{A}+\mathbf{D}_{\mathrm{B}}$ then this becomes $\Gamma_{4}$, and when $B_{B}$ is uniformly random then $\mathscr{B}$ simulates $\Gamma_{3}$.

Finally, we present the simulator in Figure 7.13. $\Gamma_{4}$ can now be alternatively described in the following way. The experiment first samples $\mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}} \leftarrow \$ \chi^{n \times \bar{n}}$ and $\mathbf{S}_{\mathrm{B}}, \mathbf{D}_{\mathrm{B}} \leftarrow \$ \mathbb{Z}_{q}^{\bar{n} \times n}$ and $\mathbf{F}_{\mathrm{A}} \leftarrow \$ \chi^{\bar{n} \times \bar{n}}$. Further, the public keys are defined as $\mathbf{B}_{A}=\mathbf{A} \mathbf{S}_{A}+\mathbf{D}_{A}$ and $\mathbf{B}_{B}=\mathbf{S}_{\mathrm{B}} \mathbf{A}+\mathbf{D}_{\mathrm{B}}$. Finally, it runs $(\mathbf{K}, c t) \leftarrow \$ \operatorname{Sim}\left(\mathbf{A}, \mathbf{B}_{B}, \mathbf{S}_{\mathrm{A}}, \mathbf{D}_{A}, \mathbf{F}_{\mathrm{A}}\right)$ and outputs $\left(\mathbf{A}, \mathbf{B}_{\mathrm{A}}, \mathbf{B}_{\mathrm{B}}, \mathbf{S}_{A}, \mathbf{D}_{\mathrm{A}}, \mathbf{F}_{\mathrm{A}}, \mathbf{K}, c t\right)$. Hence, $\Gamma^{4}$ is the same as the simulated deniability game. This concludes the proof.

## Decaps-OW-CPA Security

Finally, we show that our split-KEM satisfies the decaps-OW-CPA security notion (see Definition 7.5.6).

Lemma 7.8.7 (decaps-OW-CPA Security). LetsKEM be the split-KEM defined in Figure 7.11, m be such that the ciphertext space of the split-KEM is $\{0,1\}^{m}$, and $\chi$ be a probability distribution

[^7]| $\Gamma_{1}(\mathscr{A})$ | $\Gamma_{2}(\mathscr{A})$ |
| :---: | :---: |
| 1: $\mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}} \leftarrow \sim \chi\left(\mathbb{Z}_{q}^{n \times \bar{n}}\right)$ | 1: $\mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}} \leftarrow \$ \chi\left(\mathbb{Z}_{q}^{n \times \bar{n}}\right)$ |
| 2: $\mathbf{F}_{\mathrm{A}} \leftarrow \chi^{\bar{n} \times \bar{n}}$ | 2: $\mathbf{F}_{\mathrm{A}} \leftarrow \chi^{\bar{n} \times \bar{n}}$ |
| 3: $\mathbf{B}_{\mathrm{A}} \leftarrow \mathbf{A S}_{\mathrm{A}}+\mathbf{D}_{\mathrm{A}}$ | 3: $\mathbf{B}_{\mathrm{A}} \leftarrow \mathbf{A} \mathbf{S}_{\mathrm{A}}+\mathbf{D}_{\mathrm{A}}$ |
| 4: $\mathrm{pk}_{\mathrm{A}}=\left(\mathbf{A}, \mathbf{B}_{\mathrm{A}}\right)$ | 4: $\mathrm{pk}_{\mathrm{A}}=\left(\mathbf{A}, \mathbf{B}_{\mathrm{A}}\right)$ |
| 5: $\mathrm{sk}_{\mathrm{A}}=\left(\mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}}, \mathbf{F}_{\mathrm{A}}\right)$ | 5: $\mathrm{sk}_{\mathrm{A}}=\left(\mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}}, \mathbf{F}_{\mathrm{A}}\right)$ |
| 6: $\mathbf{S}_{\mathrm{B}}, \mathbf{D}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times n}$ | 6: $\mathbf{S}_{\mathrm{B}}, \mathbf{D}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times n}$ |
| 7: $\mathbf{F}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times \bar{n}}$ | 7: $\mathbf{F}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times \bar{n}}$ |
| 8: $\mathbf{B}_{\mathrm{B}} \leftarrow \mathbf{S}_{\mathrm{B}} \mathbf{A}+\mathbf{D}_{\mathrm{B}}$ | 8: $\mathbf{B}_{\mathrm{B}} \leftarrow \mathbf{S}_{\mathrm{B}} \mathbf{A}+\mathbf{D}_{\mathrm{B}}$ |
| 9: $\mathrm{pk}_{\mathrm{B}}=\left(\mathbf{A}, \mathbf{B}_{\mathrm{B}}\right)$ | 9: $\mathrm{pk}_{\mathrm{B}}=\left(\mathbf{A}, \mathbf{B}_{\mathrm{B}}\right)$ |
| 10: $\mathbf{E}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times \bar{n}}$ | 10: $\mathbf{E}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times \bar{n}}$ |
| 11: $\mathbf{V} \leftarrow \mathbf{S}_{\mathrm{B}} \mathbf{B}_{\mathrm{A}}+\mathrm{E}_{\mathrm{B}}$ | 11: $\mathbf{V} \leftarrow \mathbf{S}_{\mathrm{B}} \mathrm{D}_{\mathrm{A}}-\mathrm{D}_{\mathrm{B}} \mathrm{S}_{\mathrm{A}}+\mathrm{B}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathrm{E}_{\mathrm{B}}$ |
| 12: ct $\leftarrow \operatorname{HelpRec}(\mathbf{V})$ | 12: ct $\leftarrow \operatorname{HelpRec}(\mathbf{V})$ |
| 13: $\mathbf{K} \leftarrow \operatorname{Rec}(2 \mathbf{V}, \mathrm{ct})$ | 13: $\mathbf{K} \leftarrow \operatorname{Rec}(2 \mathbf{V}, \mathrm{ct})$ |
| 14: $b \leftarrow \$ \mathscr{A}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathbf{K}, \mathrm{ct}\right)$ | 14: $\quad b \leftarrow \$ \mathscr{A}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathbf{K}, \mathrm{ct}\right)$ |
| 15: return $b$ | 15: return $b$ |
| $\Gamma_{3}(\mathscr{A})$ | $\Gamma_{4}(\mathscr{A})$ |
| 1: $\mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}} \leftarrow \sim \chi\left(\mathbb{Z}_{q}^{n \times \bar{n}}\right)$ | 1: $\mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}} \leftarrow \sim \chi\left(\mathbb{Z}_{q}^{n \times \bar{n}}\right)$ |
| 2: $\mathbf{F}_{\mathrm{A}} \leftarrow \chi^{\bar{n} \times \bar{n}}$ | 2: $\mathbf{F}_{\mathrm{A}} \leftarrow \chi^{\bar{n} \times \bar{n}}$ |
| 3: $\mathbf{B}_{\mathrm{A}} \leftarrow \mathbf{A S}_{\mathrm{A}}+\mathbf{D}_{\mathrm{A}}$ | 3: $\mathbf{B}_{\mathrm{A}} \leftarrow \mathbf{A S}_{\mathrm{A}}+\mathbf{D}_{\mathrm{A}}$ |
| 4: $\mathrm{pk}_{\mathrm{A}}=\left(\mathbf{A}, \mathbf{B}_{\mathrm{A}}\right)$ | 4: $\mathrm{pk}_{\mathrm{A}}=\left(\mathbf{A}, \mathbf{B}_{\mathrm{A}}\right)$ |
| 5: $\mathrm{sk}_{\mathrm{A}}=\left(\mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}}, \mathbf{F}_{\mathrm{A}}\right)$ | 5: $\mathrm{sk}_{\mathrm{A}}=\left(\mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}}, \mathbf{F}_{\mathrm{A}}\right)$ |
| 6: $\mathbf{S}_{\mathrm{B}}, \mathbf{D}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times n}$ | 6: $\mathbf{S}_{\mathrm{B}}, \mathbf{D}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times n}$ |
| 7: $\mathbf{F}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times \bar{n}}$ | 7: $\mathbf{F}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times \bar{n}}$ |
| 8: $\mathbf{B}_{\mathrm{B}} \leftarrow \mathbb{Z}_{q}^{\bar{n} \times n}$ | 8: $\mathbf{B}_{\mathrm{B}} \leftarrow \mathbf{S}_{\mathrm{B}} \mathbf{A}+\mathbf{D}_{\mathrm{B}}$ |
| 9: $\mathrm{pk}_{\mathrm{B}}=\left(\mathbf{A}, \mathbf{B}_{\mathrm{B}}\right)$ | 9: $\mathrm{pk}_{\mathrm{B}}=\left(\mathbf{A}, \mathbf{B}_{\mathrm{B}}\right)$ |
| 10: $\mathbf{E}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times \bar{n}}$ | 10: $\mathrm{E}_{\text {sim }} \leftarrow \$ \chi^{\bar{n} \times \bar{n}}$ |
| 11: $\mathbf{V} \leftarrow \mathbf{S}_{\mathrm{B}} \mathbf{D}_{\mathrm{A}}-\mathbf{D}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{B}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{E}_{\mathrm{B}}$ | 11: $\mathrm{S}_{\text {sim }}, \mathbf{D}_{\text {sim }} \leftarrow \$ \chi^{\bar{n} \times n}$ |
| 12: ct $\leftarrow \operatorname{HelpRec}(\mathbf{V})$ | 12: $\mathrm{V} \leftarrow \mathrm{S}_{\text {sim }} \mathrm{D}_{\mathrm{A}}-\mathrm{D}_{\text {sim }} \mathrm{S}_{\mathrm{A}}+\mathrm{B}_{\mathrm{B}} \mathrm{S}_{\mathrm{A}}+\mathrm{E}_{\text {sim }}$ |
| 13: $\mathbf{K} \leftarrow \operatorname{Rec}(2 \mathbf{V}, \mathrm{ct})$ | 13: ct $\leftarrow \operatorname{HelpRec}(\mathbf{V})$ |
| 14: $\quad b \leftarrow \$ \mathscr{A}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{K}, \mathrm{ct}\right)$ | 14: $\mathrm{K} \leftarrow \operatorname{Rec}(2 \mathrm{~V}, \mathrm{ct})$ |
| 15: return $b$ | 15: $\quad b \leftarrow \$ \mathscr{A}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathbf{K}, \mathrm{ct}\right)$ |
|  | 16: return $b$ |

Figure 7.14: Security games for the proof of Theorem 7.8.2. The lines in blue highlight the main differences from the previous game. The lines in gray correspond to the simulator defined in Figure 7.13.
over $[-\gamma, \gamma]$ symmetric around 0 for any $\gamma>0$. Then, for any efficient adversary $\mathcal{A}$, there exist efficient adversaries $\mathscr{B}$ and $\mathscr{B}^{\prime}$ such that

$$
\operatorname{Adv}_{\mathrm{sKEM}}^{\text {decaps-ow-cpa }}(\mathscr{A}) \leq 2^{m} \cdot\left(\delta_{\mathrm{cpa}}^{\bar{n}^{2}}+\bar{n} \cdot \operatorname{Adv}_{n, n, \chi, q}^{\text {lwe }}(\mathscr{B})+\bar{n} \cdot \operatorname{Adv}_{n+\bar{n}, n, \chi, q}^{\text {lwe }}\left(\mathscr{B}^{\prime}\right)\right)
$$

where

$$
\begin{equation*}
\delta_{\mathrm{cpa}}:=\max _{\substack{c \in \in \in \mathbb{1}, 1\} \\ u \in \mathbb{Z}_{2^{B}}}} \operatorname{Pr}_{w \rightarrow-\mathbb{Z}_{q}}[\operatorname{Rec}(2 w, \mathrm{ct})=u] . \tag{7.3}
\end{equation*}
$$

Proof. Let $\mathscr{A}$ be an efficient adversary against the decaps-OW-CPA game. We prove the statement using the hybrid games described explicitly in Figure 7.15.

Game $\Gamma_{1}$ : This is the standard decaps-OW-CPA game corresponding to the sKEM in Figure 7.11.

Game $\Gamma_{2}$ : In this game, the ciphertext ct is not given to the adversary anymore. Note that the first phase adversary outputting $\mathbf{B}$ is now useless and it can be removed, along with the operations needed to compute ct. Given the ciphertext space is $\{0,1\}^{m}$ for some $m \in \mathbb{Z}$, we have $\operatorname{Pr}\left[\Gamma^{2}\right] \geq \frac{1}{2^{m}} \operatorname{Pr}\left[\Gamma^{1}\right]$ as any adversary in $\Gamma_{2}$ can simulate the view of an adversary in $\Gamma_{1}$ by guessing ct.

Game $\Gamma_{3}$ : In this game, the only change is that instead of computing $\mathbf{B}_{B}=\mathbf{S}_{B} \mathbf{A}+\mathbf{D}_{\mathrm{B}}$, it is picked uniformly at random from $\mathbb{Z}_{q}^{\bar{n} \times n}$. The indistinguishability between $\Gamma_{3}$ and $\Gamma_{2}$ follows directly from $\mathrm{LWE}_{n, n, \chi, q}$.
$\underline{\text { Game } \Gamma_{4}}$ : Now, instead of computing $\mathbf{B}_{\mathrm{A}}$ and $\mathbf{V}^{\prime}$ as:

$$
\left[\begin{array}{c}
\mathbf{B}_{\mathrm{A}} \\
\mathbf{V}^{\prime}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{A} \\
\mathbf{B}_{\mathrm{B}}
\end{array}\right] \mathbf{S}_{\mathrm{A}}+\left[\begin{array}{c}
\mathbf{D}_{\mathrm{A}} \\
\mathbf{F}_{\mathrm{A}}
\end{array}\right],
$$

the experiment samples $\mathbf{B}_{\mathrm{A}} \leftrightarrows \mathbb{Z}_{q}^{n \times \bar{n}}$ and $\mathbf{V}^{\prime} \leftarrow \mathbb{Z}_{q}^{\bar{n} \times \bar{n}}$ uniformly at random. Then, the reduction executes Lines 4 to 6 of $\Gamma_{4}$. Clearly there is an efficient adversary which solves $\operatorname{LWE}_{n+\bar{n}, n, \chi, q}$ with probability at least $\frac{1}{\bar{n}}\left|\operatorname{Pr}\left[\Gamma^{4}\right]-\operatorname{Pr}\left[\Gamma^{3}\right]\right|$.

Finally, since $\mathbf{V}^{\prime}$ is uniformly random, the probability that any adversary wins $\Gamma_{4}$, i.e. $\mathbf{K}_{\mathrm{A}}=\mathbf{K}_{\mathrm{A}}^{\prime}$, can be upper-bounded by $\delta_{\text {cpa }}^{\bar{n}^{2}}$ by definition of $\delta_{\text {cpa }}$. Collecting the probabilities concludes the proof.

```
\(\frac{\Gamma_{1}(\mathscr{A})}{1: \mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}} \hookleftarrow \chi\left(\mathbb{Z}_{q}^{n \times \bar{n}_{n}}\right)}\)
```

$\frac{\Gamma_{2}(\mathscr{A})}{1: \mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}} \leftarrow \chi\left(\mathbb{Z}_{q}^{n \times \bar{n}}\right)}$ $\frac{\Gamma_{3}(\mathscr{A})}{1: \mathbf{S}_{\mathrm{A}}, \mathbf{D}_{\mathrm{A}} \leftarrow \$ \chi\left(\mathbb{Z}_{q}^{n \times \bar{n}}\right)}$ $\mathbf{F}_{\mathrm{A}} \hookleftarrow \chi^{\bar{n} \times \bar{n}}$

$$
\mathbf{F}_{\mathrm{A}} \multimap \chi^{\bar{n} \times \bar{n}}
$$

$$
\mathbf{B}_{\mathrm{A}} \leftarrow \mathbf{A S}_{\mathrm{A}}+\mathbf{D}_{\mathrm{A}}
$$

$$
4: \quad \mathbf{S}_{\mathrm{B}}, \mathbf{D}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times n}
$$

$$
\mathbf{S}_{\mathrm{B}}, \mathbf{D}_{\mathrm{B}} \leftarrow \chi^{\bar{n} \times n}
$$

$$
\mathbf{B}_{\mathrm{A}} \leftarrow \mathbf{A S}_{\mathrm{A}}+\mathbf{D}_{\mathrm{A}}
$$

$$
: \mathbf{B}_{\mathrm{B}} \leftarrow \$ \mathbb{Z}_{q}^{n} \times n
$$

$$
\mathbf{B}_{\mathrm{B}} \leftarrow \mathbf{S}_{\mathrm{B}} \mathbf{A}+\mathbf{D}_{\mathrm{B}}
$$

$$
c t^{\prime} \leftarrow \mathscr{A}\left(\mathbf{A}, \mathbf{B}_{\mathrm{A}},\right.
$$

$$
6: \quad \mathbf{B}_{\mathrm{B}} \leftarrow \mathbf{S}_{\mathrm{B}} \mathbf{A}+\mathbf{D}_{\mathrm{B}}
$$

$$
\mathbf{K}_{\mathrm{A}}^{\prime}, \mathrm{ct}^{\prime} \leftarrow \$ \mathscr{A}\left(\mathbf{A}, \mathbf{B}_{\mathrm{A}}, \mathbf{B}_{\mathrm{B}}\right)
$$

$$
\mathbf{v}^{\prime} \leftarrow \mathbf{B}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{F}_{\mathrm{A}}
$$

$$
\mathbf{K}_{\mathrm{A}} \leftarrow \operatorname{Rec}\left(2 \mathbf{V}^{\prime}, \mathrm{ct}^{\prime}\right)
$$

$$
: \quad \mathbf{V} \leftarrow \mathbf{S}_{\mathrm{B}} B+E_{B}
$$

$$
\text { return }{ }^{1} \mathbf{K}_{\mathrm{A}}=\mathrm{K}_{\mathrm{A}}^{\prime}
$$

$$
\mathrm{ct} \leftarrow \operatorname{HelpRec}(\mathbf{V})
$$

$$
\mathbf{K} \leftarrow \operatorname{Rec}(2 \mathbf{V}, \mathrm{ct})
$$

$$
\mathbf{K}_{\mathrm{A}}^{\prime}, \mathrm{ct}^{\prime} \leftarrow \$ \mathscr{A}\left(\mathrm{st}, \mathbf{A}, \mathbf{B}_{\mathrm{A}}, \mathbf{B}_{\mathrm{B}}, \mathrm{ct}\right)
$$

$$
\mathbf{v}^{\prime} \leftarrow \mathbf{B}_{\mathrm{B}} \mathbf{S}_{\mathrm{A}}+\mathbf{F}_{\mathrm{A}}
$$

$$
\mathbf{K}_{\mathrm{A}} \leftarrow \operatorname{Rec}\left(2 \mathbf{V}^{\prime}, c t^{\prime}\right)
$$

$$
\text { return } 1_{\mathbf{K}_{A}=K_{A}^{\prime}}
$$

$$
\Gamma_{4}(\mathscr{A})
$$

$$
\mathbf{B}_{\mathrm{A}} \leftarrow \$ \mathbb{Z}_{q}^{n \times \bar{n}}
$$

$$
\mathbf{B}_{\mathrm{B}} \hookleftarrow \$ \mathbb{Z}_{q}^{\bar{n} \times n}
$$

$$
\mathbf{V}^{\prime} \leftarrow \$ \mathbb{Z}_{q}^{\bar{n} \times \bar{n}}
$$

$$
\mathbf{K}_{\mathrm{A}}^{\prime}, \mathrm{ct}^{\prime} \leftarrow \$ \mathscr{A}\left(\mathbf{A}, \mathbf{B}_{\mathrm{A}}, \mathbf{B}_{\mathrm{B}}\right)
$$

$$
\mathbf{K}_{\mathrm{A}} \leftarrow \operatorname{Rec}\left(2 \mathbf{V}^{\prime}, \mathrm{ct}^{\prime}\right)
$$

$$
\text { ; return } 1_{\mathbf{K}_{A}=\mathbf{K}_{A}^{\prime}}
$$

Figure 7.15: Security games for the proof of Lemma 7.8.7. The lines in blue highlight the main differences from the previous game.

| KeyGen ${ }_{\text {sKEM }}\left(1^{\lambda}\right)$ | Encaps $_{\text {sKEM }}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{B}}\right)$ |
| :---: | :---: |
| 1: $(\mathrm{pk}, \mathrm{sk}) \leftarrow$ K KeyGen $\mathrm{sKEM}_{0}\left(1^{\lambda}\right)$ | 1: $\quad K_{0}, \mathrm{ct} \leftarrow \$ \mathrm{Encaps}_{\mathrm{sKEM}_{0}}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{B}}\right)$ |
| 2: return ( $\mathrm{pk}, \mathrm{sk}$ ) | 2: $\quad t \leftarrow H^{\prime}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{0}\right)$ |
|  | 3: $K \leftarrow H\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{0}\right)$ |
| $\mathrm{Decaps}_{\text {SKEM }}\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}},(\mathrm{ct}, t)\right)$ | 4: return $K$, (ct, $t$ ) |
| 1: $K_{0}^{\prime} \leftarrow \operatorname{Decaps~}_{\mathrm{sKEM}_{0}}\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}},(\mathrm{ct}, t)\right)$ |  |
| 2: if $H^{\prime}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{0}^{\prime}\right) \neq t$ : |  |
| 3: return $\perp$ |  |
| 4: return $H\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{0}^{\prime}\right)$ |  |

Figure 7.16: $T_{C H}^{\text {skem }}$ transform for split-KEMs. We assume that $\mathrm{pk}_{\mathrm{B}}$ can be derived from $\mathrm{sk}_{B}$ or is contained in it.

### 7.8.5 Building a UNF-1KCA and IND-1BatchCCA split-KEM

We have proven so far that the modified version of FrodoKEX given above is decaps-OW-CPA and OW-CPA. We show now that any scheme satisfying both these properties can easily be transformed into a UNF-1KCA and IND-1BatchCCA split-KEM in the ROM and QROM. The construction is actually very similar to the $\mathrm{T}_{\mathrm{CH}}$ transform introduced in Chapter 6 translated to the split-KEM setting. We present it in Figure 7.16. Then, the following theorem states the security guarantees of the resulting split-KEM.
Theorem 7.8.3. Let $\mathrm{SKEM} \mathrm{M}_{0}$ be any split-KEM and $\mathrm{SKEM}:=\mathrm{T}_{\mathrm{CH}}\left(\mathrm{sKEM}_{0}\right)$ be the split-KEM obtained from applying the $\mathrm{T}_{\mathrm{CH}}$ transform (Figure 7.16) to $\mathrm{SKEM}_{0}$. Then, in the ROM, we have that for any efficient $\mathrm{UNF}-1 \mathrm{KCA}$ adversary $\mathscr{A}$, one can build efficient $\mathscr{B}$ and $\mathscr{C}$ adversaries s.t.
where $q_{H}$ and $q_{H^{\prime}}$ are the number of queries made by $\mathscr{A}$ to the random oracles $H$ and $H^{\prime}$, respectively, and s is the output size of both random oracles. In the QROM, the bound becomes

$$
\operatorname{Adv}_{\mathrm{sKEM}}^{\mathrm{unf}-1 \mathrm{kca}}(\mathscr{A}) \leq \frac{8\left(q_{H}+q_{H^{\prime}}\right)^{2}}{2^{2 s}}+\epsilon+2\left(2\left(q_{H}+q_{H^{\prime}}\right)+1\right)^{2} \cdot \operatorname{Adv}_{\mathrm{sKEM}_{0}}^{\operatorname{decaps-ow-cpa}}(\mathscr{B}),
$$

where $\epsilon:=\frac{2}{2^{s}}+8 \sqrt{2 / 2^{s}}+\frac{40 e^{2}\left(q_{H^{\prime}}+2\right)^{3}+2}{2^{s}}$.
Proof. For the sake of brevity, we provide the proof in Appendix C.
Similarly, we have that the $T_{\mathrm{CH}}^{\text {skem }}$ transform makes an IND-1BatchCCA scheme out of an OW-CPA one, which is stated in the following theorem.
Theorem 7.8.4. Let $\mathrm{sKEM}_{0}$ be any split-KEM and $\mathrm{sKEM}:=\mathrm{T}_{\mathrm{CH}}\left(\mathrm{sKEM}_{0}\right)$ be the split-KEM obtained from applying the $\mathrm{T}_{\mathrm{CH}}$ transform (Figure 7.16) to $\mathrm{SKEM}_{0}$. Then, in the ROM, we have that for any efficient IND-1BatchCCA adversary $\mathscr{A}$, one can build efficient $\mathscr{B}$ s.t.

$$
\operatorname{Adv}_{\text {sKEM }}^{\text {ind-Ibatchcca }}(\mathscr{A}) \leq \frac{q_{H^{\prime}}^{2}+d}{2^{s}}+2\left(q_{H}+q_{H^{\prime}}+d\right) \cdot \operatorname{Adv}_{\text {sKEM }_{0}}^{\text {ow-cpa }}(\mathscr{B}),
$$

where $q_{H}$ and $q_{H^{\prime}}$ are the number of queries made by $\mathscr{A}$ to the random oracles $H$ and $H^{\prime}$, respectively, s is the output size of both random oracles, and d is the number of tuples submitted to the IND-1BatchCCA oracle BatchDec. In the QROM, the previous bound becomes

$$
\operatorname{Adv}_{\mathrm{sKEM}}^{\text {ind-1batchcca }}(\mathscr{A}) \leq \delta+\epsilon_{1}+\epsilon_{2}+\epsilon_{3}+2\left(q_{H}+d+q_{H^{\prime}} \sqrt{2 \operatorname{Adv}_{\mathrm{sKEM}_{0}}^{\text {ow-cpa }}(\mathscr{B})}\right.
$$

where $\delta$ is the correctness error, $\epsilon_{1}=\frac{40 e^{2}\left(q_{H^{\prime}}+d+1\right)^{3}+2}{2^{s}}, \epsilon_{2}=8 d\left(d+2 q_{H^{\prime}}+1\right) \sqrt{2 / 2^{s}}$ and $\epsilon_{3}=\frac{4 d}{2^{s}}$.

Proof. As the proof is nearly identical to the proof of IND-qCCA security of the $\mathrm{T}_{\mathrm{CH}}$ transform for PKE/KEM (c.f. Theorems 6.4.1 and 6.4.2), we defer it to Appendix D.

| $n$ | $\bar{n}$ | $q$ | $B$ | $\chi$ | $\|t\|$ | $\|\mathrm{pk}\|$ | $\|\mathrm{ct}\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1452 | 8 | 31751 | 4 | $\mathscr{U}(\{-1,1\})$ | 64 B | 21.3 KB | 72 B |

Table 7.1: Concrete parameters for our lattice-based split-KEM, where $\mathscr{U}(\{-1,1\})$ denotes the uniform distribution over $\{-1,1\}$. We note that in practice, we do not need to include the whole matrix $\mathbf{A}$ in the public key pk, but rather the seed for the pseudorandom function to generate it (as is the case in this table). The ciphertext ct comprises the original split-KEM ciphertext (8B) and the tag $t(64 \mathrm{~B})$.

| $\bar{n}^{2} \delta_{\text {corr }}(7.2)$ | $\delta_{\text {elwe }}(7.1)$ | $\delta_{\text {cpa }}(7.3)$ |
| :---: | :---: | :---: |
| $2^{-48}$ | $2^{-46}$ | $2^{-3.9996}$ |

Table 7.2: Correctness and security terms.

We call the split-KEM obtained from applying the $\mathrm{T}_{\mathrm{CH}}^{\text {skem }}$ transform on our modified version of Frodo FrodoKEX+.

### 7.8.6 Concrete instantiation

In Table 7.1 we propose a parameter set for FrodoKEX + where we aim for 256 -bit security before applying the transform and 128-bit (resp. 64-bit) security after the transform assuming $2^{64}$ random oracle (resp. quantum random oracle) queries. In addition, we give the security terms in Table 7.2. We show in the following how these parameters were computed, where we set $(B, \bar{n})=(4,8)$.

## Correctness error and security loss

One of the main challenges in instantiating our FrodoKEX variant is computing $\delta_{\text {corr }}$ and $\delta_{\text {elwe }}$ from Equations 7.2 and 7.1. They are related to the correctness error and the security loss of ELWE. First, we recall that we set $\chi$ to be a uniform distribution over the set $\{-1,1\}$. Clearly, it is symmetric around 0 and has standard deviation equal to 1 .

Another useful property of this distribution is that a product $X Y$, where $X, Y \leftarrow \$ \chi$, still follows the distribution of $\chi$. Based on this observation, we have

$$
\delta_{\mathrm{corr}}=\operatorname{Pr}_{\substack{X_{1}, \ldots, X_{2 n+1} \leftarrow \uparrow \\ E \leftarrow \varsigma}}\left[\left|\sum_{i=1}^{2 n+1} X_{i}+E\right|>\frac{q}{2^{B+2}}\right]
$$

We can directly compute this term using Laurent polynomials. Namely, define

$$
P(X):=\operatorname{Pr}_{X \leftarrow \$ \chi}[X=1] \cdot X+\operatorname{Pr}_{X \leftarrow\{\chi}[X=-1] \cdot X^{-1}=\frac{1}{2} \cdot\left(X+X^{-1}\right) .
$$

Then, using the convolution properties, we observe that the probability of $X_{1}+\ldots+X_{2 n+2}=k$,
for some $-2 n-2 \leq k \leq 2 n+2$, is equal to the $k$-th coefficient of the polynomial $P(X)^{2 n+2}$. Hence, we calculate $\delta_{\text {corr }}$ by computing $P(X)^{2 n+2}$ and summing all the $k$-th coefficients, such that $2 n+2 \geq|k|>\frac{q}{2^{B+2}}$.
We now turn into computing $\delta_{\text {elwe }}$. The first step is the analysis of the following random variable $\mathbf{v}=\frac{1}{2} \cdot(e-d) \cdot \mathbf{z}$, where $e, d \leftrightarrows \chi$ and $\mathbf{z} \leftarrow \chi^{\bar{n}}$. We denote this distribution as $\mathcal{V}$. By simple calculation we get:

$$
\operatorname{Pr}[\mathbf{v}=\mathbf{a}]=\operatorname{Pr}\left[\frac{1}{2} \cdot(\boldsymbol{e}-d) \cdot \mathbf{z}=\mathbf{a}\right]=\left\{\begin{array}{l}
\frac{1}{2} \text { if } \mathbf{a}=\mathbf{0} \\
\frac{1}{2^{n+1}} \text { if } \mathbf{a} \in\{-1,1\}^{\bar{n}} \\
0 \text { otherwise }
\end{array} .\right.
$$

Then, the multivariate Laurent polynomial corresponding to $\mathbf{v}$ has an elegant form:

$$
P\left(X_{1}, \ldots, X_{\bar{n}}\right)=\frac{1}{2}+\frac{1}{2^{\bar{n}+1}} \prod_{i=1}^{\bar{n}}\left(X_{i}+X_{i}^{-1}\right)
$$

As before, we observe that $\delta_{\text {elwe }}$ is the probability that for $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n+m} \leftarrow \$ V$,

$$
2 \cdot\left(\mathbf{v}_{1}+\ldots+\mathbf{v}_{n+m}\right)=\mathbf{0} \quad(\bmod q) \Longleftrightarrow \mathbf{v}_{1}+\ldots+\mathbf{v}_{n+m}=\mathbf{0}^{7}
$$

In terms of the newly defined Laurent polynomials, $\delta_{\text {elwe }}$ is the constant coefficient of:

$$
P\left(X_{1}, \ldots, X_{\bar{n}}\right)^{n+m}=\sum_{j=0}^{n+m}\binom{n+m}{j} \frac{1}{2^{n+m-j}} \cdot \frac{1}{2^{(n+1) j}} \cdot \prod_{i=1}^{\bar{n}}\left(X_{i}+X_{i}^{-1}\right)^{j} .
$$

We now look at the constant coefficient of each of the $n+m+1$ terms of the sum. The first observation is that

$$
\left(X_{i}+X_{i}^{-1}\right)^{j}=\sum_{k=0}^{j}\binom{j}{k} X_{i}^{(j-k)} X_{i}^{-k}=\sum_{k=0}^{j}\binom{j}{k} X_{i}^{(j-2 k)}
$$

Hence, the constant coefficient of the expression above is 0 if $j$ is odd, and $\binom{j}{j / 2}$ when $j$ is even. Consequently, the constant coefficient of $\prod_{i=1}^{\bar{n}}\left(X_{i}+X_{i}^{-1}\right)^{j}$ is either 0 , for odd $j$, or $\binom{j}{j / 2}^{\bar{n}}$ for even $j$. Hence, we conclude that

$$
\delta_{\text {elwe }}=\sum_{j \text { even }}\binom{n+m}{j} \frac{1}{2^{n+m-j}} \cdot \frac{1}{2^{(\bar{n}+1) j}} \cdot\binom{j}{\frac{j}{2}}^{\bar{n}}
$$

which can then be computed efficiently for our parameters. Finally, $\delta_{\text {cpa }}$ can be straightforwardly computed for small primes, such as $\approx 2^{15}$. In our case, we make sure that $\delta_{\text {cpa }}^{\bar{n}^{2}} \approx 2^{-256}$ for the decaps-OW-CPA proof.

[^8]
## Hardness of LWE

We measure the hardness following the methodology used for the original FrodoKEX [Bos+16] for fair comparison, and refer to it for more details on the attacks. Here, the main bottleneck of setting the parameters is the reduction loss between ELWE and plain LWE. Taking this into account for the parameters proposed above, we aim for 307-bit classical LWE security.

We consider the primal and dual BKZ attacks [SE94; CN11]. As a subroutine, the BKZ algorithm with block-size $b$ uses an algorithm for the shortest vector problem (SVP) in lattices of dimension $b$. As in Frodo [Bos+16], for precautionary purposes we only count the cost of one such call (even though in practice it will run the SVP sub-algorithm polynomially many times). The lower-bound on the time complexity of one call is given by about $b 2^{c b} \mathrm{CPU}$ cycles, where $c \approx 0.292$ for classical attacks, and $c \approx 0.265$ for quantum attacks (see Laarhoven [Laa16, Section 14.2.10]). For 307-bit classical security, this corresponds to the block size being 1018, and the root Hermite factor being $\approx 1.0020$ (in the quantum setting these parameters correspond to 279 bits of security). Further, we estimate the hardness of LWE against known attacks using the LWE estimator by Albrecht et al. [APS15]. Namely, we run the estimator under both "sieving" and "enumeration", and set the final root Hermite factor $\delta$ as the largest root Hermite factor returned by the program.

### 7.9 Benchmarks, Comparison and Discussion

Hereafter, we refer to the scheme by Brendel et al. [Bre+22] as SPQR, and we refer to the deniable (i.e. with ring signatures) scheme by Hashimoto et al. [Has+22] as HKKP.

### 7.9.1 Benchmarks

Security of non-standard primitive. As K-Waay, SPQR and HKKP can each be implemented using, except for a single primitive in each case, only (soon to be) standardised primitives, we wish to compare the security of the non-standard primitives. In the case of K -Waay it is a split-KEM, here implemented using a variant of FrodoKEX passed through the $T_{C H}$ transform (that we call FrodoKEX+), and in the case of both HKKP and SPQR it is a ring signature (RS), or a designated verifier signature (DVS) derived from a ring signature. The authors of both SPQR and HKKP proposed possible implementations for the RS without picking one in particular. The most efficient one for a ring of size 2 that has an existing C implementation is Raptor [LAZ19] which we use for the benchmarks below. Other candidates would be Falafl [BKP20] or DualRing-LB [Yue+21].

We present in Table 7.3 a summary of the security claims, approximate leading factor in the bounds in the (Q)ROM, and assumptions for these non-standard primitives. We note that none of these primitives are proven secure in the standard model and all are based on lattices.

First, we note that parameters for these RS schemes are picked before the reduction in the

| Scheme | Cl. (C) | Cl. (Q) | ROM bound | QROM bound | Assumption |
| :---: | :---: | :---: | :---: | :---: | :---: |
| FrodoKEX+ | 128 | 64 | $\left(q_{H}+d\right) / 2^{192}$ | $\left(q_{H}+d\right) / 2^{128}$ | LWE |
| Raptor [LAZ19] | 114 | 103 | $?$ | $\boldsymbol{x}$ | NTRU |
| DualRing-LB [Yue+21] | $(128)$ | $(64)$ | $?$ | $\boldsymbol{x}$ | MSIS, MLWE |
| Falafl [BKP20] | 128 | 64 | $?$ | $\boldsymbol{x}$ | MSIS, MLWE |

Table 7.3: Security comparison between FrodoKEX+and several post-quantum RS. ‘Cl.' stands for claimed number of security bits. DualRing-LB's authors do not seem to make a clear security claim, we thus assume NIST level I. '?' indicates that no bound is explicitly given for the security, ' $X$ ' indicates that no proof is provided in the QROM.

ROM. That is, a primitive $P$ based on lattices is built, parameters are chosen such that $P$ satisfies the security claim, then $P$ is used to build a RS in the ROM, which incurs a loss factor that usually depends on the number of queries to the random oracle $q_{H}$. In particular, it is common to have at least a $q_{H}$ factor in the security bound (e.g. if the adversary can make $2^{64}$ queries to the RO, the security level is reduced by 64 bits). Therefore, the claimed security level does not match the provable security level. In the QROM, the security loss is usually greater: square root and $q_{H}^{2}$ or $q_{H}^{3}$ losses are quite common, however these schemes are not proven secure in this model.

We chose the opposite approach in designing a split-KEM with a conservative assumption (i.e., plain LWE) and parameters. Therefore, FrodoKEX + with our proposed parameters achieves 128 (resp. 64) bits of classical (resp. quantum) security after the (Q)ROM proof. We put the (approximate) highest terms of both the ROM and QROM security bounds in Table 7.3. These satisfy our security claims as long as $q_{H}+d \leq 2^{64}$, where $d$ is the number of public key/ciphertext tuples allowed in the IND-1BatchCCA game. We note that in K-Waay, $d$ corresponds to the number of distinct users trying to communicate with an offline receiver after all prekeys have run out, thus should typically be small.

The reason behind the approximations and lack of QROM proofs for PQ ring signatures is likely the youth of the field and the speed at which it is evolving. Still, we believe it is worth noting as it makes any comparison between our protocol and previous ones quite difficult.

Benchmarking. The protocols we benchmarked are: our own implementation of the current X3DH protocol, a witness protocol made only with PQ KEMs, and a signature scheme similar to the non-deniable variant of HKKP, Brendel et al.'s [Bre+22] construction SPQR using PQ KEMs, a signature scheme and a DVS, Hashimoto et al.'s [Has+22] construction HKKP using PQ KEMs, a signature scheme and a RS, and our scheme K-Waay using PQ KEMs, a signature scheme and FrodoKEX + as the split-KEM.

We picked Kyber512 as the KEM, both Falcon-512 and Dilithium2 as signatures, and Raptor as the ring signature. We implemented both HKKP and SPQR with signed prekeys as is the case in Signal's implementation of X3DH. That is, a PQ signature key pair is part of the long-term


Figure 7.17: Speed benchmark for X3DH protocols
key, and ephemeral keys uploaded to server are signed with it. Note that this is make explicit in K-Waay as the ephemeral keys are signed with the long-term one. The authors of HKKP show that this is not necessary in their protocol, however not doing so weakens perfect forward secrecy.

We built the different protocols in C using the liboqs library ${ }^{8}$ for Kyber, Falcon, and Dilithium, the Raptor implementation provided by the authors ${ }^{9}$, and a modified version of the lwe-frodo library ${ }^{10}$ with scaled parameters to properly simulate FrodoKEX+. More precisely, the modulus was set to the first power of 2 larger than the modulus in FrodoKEX + , the addition of the noise during decapsulation was also added, and the noise distributions were modified to match the ones of FrodoKEX+. We did not optimise the scheme in any way (e.g. by using AVX instructions or parallelisation) and we leave this as future work. For the sake of completeness, we also provide a reference implementation of FrodoKEX + in Rust ${ }^{11}$ for the interested reader. All benchmarks were run on a virtual machine running Ubuntu 22.04 with 2 cores of an Intel i7-9750H running at 2.60 GHz and 4 GB of RAM allocated.

Speed. For the speed benchmark, we measured how many cycles each protocol takes in one execution. We summarise our results in a logarithmic graph on Figure 7.17 (note that the internal division of the bars is linear).

Depending on the choice of KEM and signature scheme, our protocol K-Waay is between 3 and 6 times faster than the previous proposals even with our relatively conservative parameter choice. In our protocol K-Waay using Dilithium2, most cycles are spent in the ephemeral key generation, while using Falcon makes the static key generation as expensive as the ephemeral key one. Overall, one can see that Falcon, while more compact than Dilithium2, has a great

[^9]| Scheme | $\|\|\mathrm{pk}\|$ | $\mid$ prek $\mid$ | $\|\mathrm{ct}\|$ |
| :--- | :---: | :---: | :---: |
| K-Waay + Dilithium | 2112 | 24520 | 1632 |
| K-Waay + Falcon | 1697 | 22790 | 1632 |
| HKKP [Has+22] | 1700 | 1700 | 4056 |
| HKKP [Has+22] + Dilithium2 | 3012 | 4120 | 4056 |
| HKKP [Has+22] + Falcon | 2597 | 2390 | 4056 |
| SPQR [Bre+22] | 3400 | 1632 | 4824 |
| SPQR [Bre+22] + Dilithium2 | 4712 | 4052 | 4824 |
| SPQR [Bre+22] + Falcon | 4297 | 2322 | 4824 |

Table 7.4: Size comparison in bytes between K-Waay instantiated with FrodoKEX+, HKKP [Has+22] and SPQR [Bre+22]. We also computed the sizes for both HKKP and SPQR implemented with signed prekey bundles.
impact on efficiency. For instance, K-Waay with Dilithium2 is faster than the non-deniable scheme using Kyber and Falcon.

Apart from Falcon, we see that the most time-consuming primitives are the non-standard ones, i.e., ring signatures and split-KEM. Hence, we see that the KEM+SIG protocol (HKKP's baseline proposal that does not provide deniability) performs even better than X3DH, which shows once again that lattice-based schemes can be faster than their classical counterparts. Interestingly, X 3 DH is the only construction that spends more time in sending and receiving than generating keys. Finally, we note that our protocol's Send and Receive (i.e. BatchReceive with a single input message) procedures are very fast.

Data size. In Table 7.4, we provide for each scheme the size of the long-term keys, the prekeys (output by Init in our DAKE syntax), and the ciphertext output by the sender. We computed for both HKKP and SPQR the size with and without long-term signatures. We see that K-Waay compares well in terms of long-term public key and ciphertext size as both are smaller than in HKKP and SPQR with signed prekeys. However, the prekeys are much larger as one could expect from a LWE-based scheme and due to our conservative choice of parameters.

### 7.9.2 Advantages, limitations, and discussion

Running out of ephemeral keys. The main disadvantage of our protocol is that running out of ephemeral keys requires the receiver to abort if any of the sessions that used the same prekey is bogus. If this happens, then a malicious party could mount some kind of denial of service (DoS) attack against the user that was offline for too long by sending a bogus split-KEM ciphertext. There is an obvious trade-off between the risk of such an attack happening and the number of ephemeral keys uploaded on the server, thus the storage required on the server. We leave the analysis and the mitigation of such a threat as future work, but we believe that if a reasonable amount of prekeys are uploaded, creating fake accounts is difficult (e.g. by requiring a phone number as in Signal), and/or users are online often enough, such an attack
would be difficult to mount. Furthermore, several practical mitigations are possible. For instance, if the receiver (i.e. the victim) received a bogus ciphertext among the $n$ ciphertexts sent for the same prekey while offline, they can restart K-Waay with the $n$ parties but as the initiator, which will probably succeed. The victim could also send $n$ new prekeys to the $n$ initiators directly, making sure the protocol will succeed at the next iteration. This would make the attack less useful as it could only delay communication and not prevent it.

We also think it is worth mentioning that the trick we propose might be easy to mis-implement. In particular, it is crucial that no information about which split-KEM ciphertext failed leaks if such a situation occurs. That is, all precautions should be taken such that such leakage via side-channels is prevented.
split-KEM instead of ring signatures. The first advantage of using our protocol over existing ones is the use of an ephemeral primitive instead of a long-term one, the former being often more efficient as the security requirements are less strict. In addition, the use of a primitive similar to a post-quantum KEM allows us to leverage the extensive literature on the topic and existing safe/optimised implementations. This also gives good security guarantees as post-quantum KEMs have been heavily scrutinised as part of the NIST standardisation process. For example, as mentioned above, our proposed lattice-based implementation is based on a key-exchange variant of FrodoKEM, which is itself the PQ KEM recommended by the German Federal Office for Information Security (BSI) [Inf23]. Overall we think that a split-KEM such as FrodoKEX + is more mature and closer to being usable in practice than ring signatures.

On the necessity of modifying FrodoKEX. Currently, our split-KEM differs from the original FrodoKEX in two aspects: (i) the modulus for our construction has to be prime in order for our reduction from Extended-LWE to LWE to hold, and (ii) we have to introduce additional masking terms to prove decaps-OW-CPA security. However, we believe that both changes are artefacts of the security proofs, and the original FrodoKEX split-KEM should be (up to a reasonable security loss) deniable.

There are alternative reduction techniques from Extended-LWE to LWE in the literature [Bou+21; Bra+13], which do not rely on having an odd modulus at the cost of using discrete Gaussian error distributions with large parameters. It is thus an interesting research problem to efficiently reduce Extended-LWE to LWE for even modulus with small reduction loss.

As for our second main modification, it is unclear how to argue decaps-OW-CPA security without the additional masking terms.

Deniability. While the signature on the ephemeral public keys might give the impression that our protocol is less deniable than X3DH or previous PQ alternatives, this is actually not
the case. The reason is that prekey bundles in these protocols are signed as well, but this detail is abstracted away in the analysis (i.e. it is assumed that all parties have received and authenticated all public keys before the protocol actually starts). While this kind of analysis allows for strong deniability claims, in practice these protocols do not satisfy something stronger than some kind of peer-deniability. The exception is the ring signature based variant by Hashimoto et al. [Has+22], where the prekey bundle is not necessarily signed. However, in this variant, the authors can only prove the security of their protocol in a weaker model (i.e. it satisfies a weaker notion of forward secrecy). Overall, if deniability should not come at the price of security, peer-deniability seems like the best notion one can achieve in these DAKEs.

We wished to provide a transparent model for peer-deniability, where the upload of signed ephemeral keys is made explicit. We also strengthen the deniability definition of Brendel et al. [Bre+22] by allowing the exposure of one of the parties (i.e. the receiving one, which would be the malicious party trying to frame the sender). While our protocol satisfies our stronger (in terms of key exposure) notion of deniability, we believe both previous PQ X3DH alternatives satisfy it as well. Indeed, in these schemes, the ephemeral keys are KEM and RS keys only, which are deniable. Hence, exposing these should not harm deniability.

Hashimoto et al. [Has+22] consider a strong notion of deniability where the adversary is malicious (i.e. can arbitrarily deviate from the protocol) and show how to modify HKKP s.t. it is secure against such a threat. However, such deniability comes at the expense of NIZKs, which are complex, expensive and are not always proven secure in the QROM when random oracles are used. Moreover, as in other deniable systems against malicious adversaries, nonfalsifiable assumptions (i.e. knowledge-type assumptions) are required to prove the security. In addition, it seems difficult to defend against adversaries actively trying to frame a given user in messaging in practice [GPA19; CCH23]; for example, an adversary could also simply ask questions that would identify the victim with good probability. Because of these reasons, we do not consider such a notion of deniability here.

To contextualise our results, we remark here that cryptographic deniability, which is targeted by this work and all previous work on deniable X3DH key exchange, translates to deniability on a system level only if the application preserves deniability. For example, we observe in another work not included in this thesis [CCH23] that Signal as currently deployed does not provide this kind of 'practical' deniability for ordinary users. Suppose Bob is trying to frame Alice and hands over their phone, that contains a transcript of communication between Alice and Bob, to a judge. Because Signal authenticates users (either directly or indirectly through Signal sealed sender [Lun18]), unless Bob was able to modify their phone (which depends on the technical expertise of Bob), the judge can deduce that the conversation plausibly took place as in the transcript, regardless of the cryptographic protocols employed underneath.

An optimisation. As presented in Section 7.7, the K-Waay protocol generates a signature for each ephemeral public key uploaded. This can easily be optimised by signing the whole
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prekey bundle containing several ephemeral keys. This way, the server needs to store only one PQ signature for each user. The downside is that now each user needs to download the whole bundle to verify the signature. This offers a trade-off between data stored at the server and sent to clients.

## 8 Conclusion

We saw in this thesis the challenges that quantum computing poses to cryptography. In particular, it seems that the design space of efficient post-quantum public-key encryption schemes is somewhat narrow, as all candidates proposed to NIST for standardisation share a similar structure. More precisely, they use a FO-like transform to guarantee IND-CCA security. We studied in this dissertation how these transforms impact security and efficiency, and why it is hard to get rid of them. We also explored the realm of post-quantum protocols and how primitives weaker than IND-CCA KEMs can be employed to construct them. In this last chapter, we briefly summarise the content of this thesis and discuss further directions that could be explored.

We started by studying misuse attacks against several NIST candidates in Chapter 3. To no surprise, the schemes based on lattices and codes in the Hamming metric were no more resistant to KR-PCA than the candidates we previously studied [Băe+19]. That is, a few thousand queries to the plaintext-checking oracle are needed to recover the key. These results have been most impactful in the field of side-channel attacks, with several of them building upon our techniques (e.g. [Uen+22; Xag+21]). Overall, numerous plaintext-checking attacks have been proposed and this topic of research has been extensively studied since the publication of our results (e.g. [Qin+21; Raj+23; Azo+22]). A more interesting direction for future work would be to analyse further the resistance of rank-based schemes to KR-PCA, as we merely showed that the learning problem was hard but other types of attacks might be more efficient.

In Chapter 4, we showed how to generalise the concept of FO-like transforms by introducing FO-like combiners that take several PKEs as input and output a hybrid IND-CCA KEM. We also analysed how random oracles can be combined in our construction, as for practical reasons hash functions are often nested in FO implementations, which sometimes creates difficulties in security proofs (e.g. [GMP22]). Finally, we studied how hybrid schemes based on the NIST round 2 proposals would perform. We only scratched the surface there, and it would be interesting to benchmark these hybrid schemes and others in real-life scenarios. Overall, we believe that the devastating cryptanalyses of SIDH and Rainbow highlight the relevance of hybrid cryptography and combiners.

In the subsequent chapter, we translated Gertner et al.'s impossibility result to the postquantum setting. That is, we showed that there is no shielding black-box reduction from IND-CCA to IND-CPA, even when the reduction algorithm and the adversaries are quantum. Going from there, the obvious open question is to extend such an impossibility result to the general case, i.e. to show that there is no black-box reduction from IND-CCA to IND-CPA in the standard model. This problem has been around for decades now and solving it would be a major result in theoretical cryptography.

Next, in Chapter 6, we showed that there are very efficient transforms that take a CPA-secure PKE and output an IND-qCCA KEM. Compared to FO-induced KEMs, those output by our transform can be twice as efficient at decryption due to the absence of re-encryption. We did not provide a QROM proof for the second transform we introduced (i.e. $\mathrm{T}_{\mathrm{H}}$ ), but since the publication of the corresponding paper such a result was produced by Jiang et al. [JMZ23] for the IND-1CCA case. A proof for the generic IND-qCCA case is still missing. One could also aim at reducing the loss in the security bounds. In the second part of the same chapter, we proved that a CPA-secure KEM can be used in the post-quantum variant of TLS 1.3. Our demonstration is only valid in the ROM and a proof in the QROM is left as future work. In addition, the security loss induced by our proof is huge, thus reducing it to make the result practically relevant would be of interest.

Finally, in Chapter 7, we introduced K-Waay, the first PQ asynchronous DAKE that does not rely on ring signatures. Instead, we revisited the notion of split-KEM [Bre+21] by augmenting it with additional security properties and we used it as the main building block of our protocol. We then proposed an instantiation of the split-KEM using a modified version of the Frodo key-exchange [Bos+16]. In order to prove our split-KEM deniable, we had to rely on the Extended-LWE problem, which we showed to be as hard as plain LWE up to a loss factor. To make the latter as small as possible, our construction uses an odd modulus, which impacts the efficiency. Hence, providing a more efficient reduction for even modulus would be interesting future work. In practice, the most efficient LWE attacks do not consider the structure of the modulus, so intuitively this should translate to the Extended-LWE setting. More generally, proving the original FrodoKEX scheme provides deniability and decaps-OW-CPA security is left as an open problem.

The main drawback of our split-KEM FrodoKEX + is that the public keys are quite large. Therefore, another interesting line of work would be to build a more efficient split-KEM based on, e.g., structured lattices. Indeed, the problem of Ring/Module-LWE with hints (equivalent to Extended-LWE in these structures) has already been analysed [Bou+21; Mer+22]. However, the problem is that in our case the hints are composed of the multiplication of both secret keys, informally. Thus, in the ring setting that hint would be at least a single polynomial, which would contain $O(\lambda)$ coefficients, where $\lambda$ is the security parameter. In turn, this would probably make the reduction loss much larger.

On a more practical note, K-Waay could probably be optimised in several ways. First, the
parameters we propose for the split-KEM are very conservative (e.g. we guarantee more than 200 bits of security for deniability), therefore one could propose smaller parameters for better memory/storage efficiency. Also, it would be informative to benchmark K-Waay and other protocols in real-life conditions, and to implement additional ring signature schemes to get a more complete comparison. One could also try to find other applications of IND-1BatchCCA and of the type of transforms introduced and used throughout Chapters 6 and 7.

## A Hashed DH is IND-1CCA

We prove here that Diffie-Hellman with hashed key as used in TLS 1.3 is a IND-1CCA KEM in the ROM, if the CDH assumption holds.

Theorem A.0.1. Let DH be the Hashed Diffie-Hellman key-exchange modelled as a KEM, $\mathbb{Z}_{p}^{*}$ be the associated group for a safe prime $p$, and $g$ be a generator of a subgroup $\mathbb{G}$ of $\mathbb{Z}_{p}^{*}$ s.t. the order of $\mathbb{G}$ is prime. In addition, let the hash function $H$ be modelled as a RO. Then, for all ppt adversaries $\mathscr{A}$ making at most $q_{H}$ queries to the $R O$, there exists a $C D H$ solver $\mathscr{B}$ s.t.

$$
\operatorname{Adv}_{\mathrm{DH}}^{\text {ind-1cca }}(\mathscr{A}) \leq q_{H}\left(q_{H}+1\right) \cdot \operatorname{Adv}_{\mathbb{G}}^{\mathrm{cdh}}(\mathscr{B}),
$$

where $\mathscr{B}$ runs approximately in the same time as $\mathscr{A}$.

Proof. The idea of the proof is similar to the previous ones. First, we notice that (contrary to PQ schemes), the only ciphertext that decrypts to the challenge key in DH in a group of prime order is the challenge ciphertext. Since the latter cannot be queried to the decapsulation oracle, in the IND-1CCA game the adversary can only recover one RO value associated to another key. Since the RO is perfectly hiding, this does not give much information to the adversary. Then, in the CDH reduction $\mathscr{B}$, one can simulate the decapsulation oracle for $\mathscr{A}$ by always returning a random value. The only issue is if the corresponding value matches a query to the random oracle. However, as this happens at most once, $\mathscr{B}$ can guess whether it will happen and at which query (e.g. by sampling a value $i$ in $\left\{0, \ldots, q_{H}\right\}$ ). If the guess is correct the simulation is perfect. Finally, $\mathscr{A}$ can only distinguish the real and random keys if it queries the CDH solution to the RO.

Formally, we proceed with a short sequence of games presented in Figure A.1. We assume w.l.o.g. that each query $\mathscr{A}$ makes to the RO $H$ is unique.
$\underline{\Gamma^{0}}$ : This is the IND-1CCA game with DH expressed as a KEM. I.e. we identify the public key with $g^{a}$, the secret key with $a$, the challenge ciphertext with $g^{b}$, and the key as $H\left(g^{a b}\right)$. Also, we assume the decapsulation oracle only accepts elements of the subgroup $\mathbb{G}$ as inputs.

```
\(\Gamma^{0-2}(\mathcal{A})\)
\(\frac{{ }^{0-2}(\mathscr{A})}{1:\left(g^{a}, a\right) \multimap \text { Gen }}\)
    Oracle \(\mathscr{O}^{\mathrm{Dec}}\left(g^{x} \in \mathbb{G}\right)\)
    if \(g^{x}=g^{b}\) : abort
    \(\beta \multimap\{0,1\}\)
    \(\left(g^{b}, g^{a b}\right) \multimap\) Encaps \(\left(g^{a}\right)\)
    \(K_{0} \leftarrow H\left(g^{a b}\right)\)
    \(K_{1} \multimap\{0,1\}^{n}\)
    \(\beta^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\text {Dec }}}\left(g^{a}, g^{b}, K_{\beta}\right)\)
    if query: abort \(/ / \Gamma^{2}\)
    return \(1_{\beta^{\prime}=\beta}\)
\(H(\sigma)\)
1: if \(\sigma=g^{a b}:\) query \(\leftarrow\) true \(\quad \| \Gamma^{2}\)
2: if \(\exists h\) s.t. \((\sigma, h) \in \mathscr{L}_{H}:\)
3: return \(h\)
4: \(h \multimap\{0,1\}^{n}\)
5: \(\mathscr{L}_{H} \leftarrow \mathscr{L}_{H} \cup\{(\sigma, h)\}\)
6: return \(h\)
\begin{tabular}{|c|}
\hline \(\Gamma^{0-2}(\mathscr{A})\) \\
\hline 1: \(\quad\left(g^{a}, a\right) \leftrightarrow\) Gen \\
\hline 2: \(\beta \multimap\{0,1\}\) \\
\hline 3: \(\left(g^{b}, g^{a b}\right) \multimap-\operatorname{Encaps}\left(g^{a}\right)\) \\
\hline 4: \(K_{0} \leftarrow H\left(g^{a b}\right)\) \\
\hline 5: \(K_{1} \leftarrow\left\{\{0,1\}^{n}\right.\) \\
\hline \(6: \quad \beta^{\prime} \leftarrow \mathscr{A}^{O^{\text {Dec }}}\left(g^{a}, g^{b}, K_{\beta}\right)\) \\
\hline 7: if query: abort \(/ / \Gamma^{2}\) \\
\hline 8: return \(1_{\beta^{\prime}=\beta}\) \\
\hline
\end{tabular}
```

Figure A.1: Sequence of games for the proof of Thorem A.0.1.

| $\mathscr{B}\left(g, g^{a}, g^{b}\right)$ | $H(\sigma)$ | Oracle $\mathscr{O}^{\text {Dec }}\left(g^{x} \in \mathbb{G}\right)$ |
| :---: | :---: | :---: |
| 1: $K \leftarrow \oiint \mathcal{K}$ | 1: $h \leftarrow \leftarrow\{0,1\}^{n}$ | 1 : if more than 1 query: |
| $2: \quad K_{\text {Dec }} \leftarrow \perp$ | 2: if $i$-th query: | 2: return $\perp$ |
| 3: $\mathscr{L}_{H} \leftarrow \varnothing$ | 3: if $K_{\text {Dec }} \neq \perp: h \leftarrow K_{\text {Dec }}$ | 3: if $K_{\text {Dec }}=\perp$ : |
| 4: $i \leftarrow\left\{\left\{0, \ldots, q_{H}+1\right\}\right.$ | 4: else : $K_{\text {Dec }} \leftarrow h$ | 4: $\quad K_{\text {Dec }} \leftarrow\left\{\{0,1\}^{n}\right.$ |
| $5: \quad b^{\prime} \leftarrow \mathscr{A}^{\mathscr{O}^{\text {Dec }}, H}\left(g^{a}, g^{b}, K\right)$ | 5: $\mathscr{L}_{H} \leftharpoondown \mathscr{L}_{H} \cup\{\sigma\}$ | 5: return $K_{\text {Dec }}$ |
| 6: $\sigma \leftrightarrows \mathscr{L}_{H}$ | 6: return $h$ |  |
| 7: return $\sigma$ |  |  |

Figure A.2: CDH adversary $\mathscr{B}$ for the proof of Theorem A.0.1. We assume all queries to $H$ are fresh (e.g. we do not check whether an identical previous query was made in $H$ ).

Note that w.l.o.g the game aborts if the adversary queries the challenge ciphertext to the decapsulation oracle.
$\underline{\Gamma^{1}}$ : This is the same as $\Gamma^{0}$, except we abort if on input $g^{x}$, the decapsulation oracle computes $g^{a x}$ s.t. $g^{a x}=g^{a b}$. Now, since $\mathbb{G}$ is a subgroup of prime order of $\mathbb{Z}_{p}^{*}$, this happens iff $x=b \Rightarrow g^{x}=g^{b}$. Since decapsulation queries on the challenge ciphertext $g^{b}$ are disallowed, $\Gamma^{0}$ and $\Gamma^{1}$ are identical.
$\underline{\Gamma^{2}}$ : As in other proofs, we abort if the challenge seed $g^{a b}$ is queried by the adversary to the RO.

We call this event query. We have

$$
\left|\operatorname{Pr}\left[\Gamma^{1} \Rightarrow 1\right]-\operatorname{Pr}\left[\Gamma^{2} \Rightarrow 1\right]\right| \leq \operatorname{Pr}[\text { query }]
$$

We give in Figure A. 2 a CDH adversary $\mathscr{B}$ s.t. $\mathscr{B}$ wins with probability at least $\frac{1}{q_{H}+1} \operatorname{Pr}$ [query]. Note that in $\Gamma^{2}$, as long as query does not happen, the decapsulation oracle and the random oracle $H$ always return fresh values sampled uniformly at random unless:

1. The decapsulation oracle returns $H\left(g^{a b}\right)$. However, by the condition enforced since $\Gamma^{1}$, this cannot happen.
2. The decapsulation oracle returns $H\left(g^{a x}\right)$ for some $x$, and $H\left(g^{a x}\right)$ is later queried by $\mathscr{A}$, or the other way around. Let $i$ be s.t. $H\left(g^{a x}\right)$ was the $i$-th query made to $H$ by the adversary and let $i=0$ if no such case happen. If $i>0$, then the $i$-th query to $H$ must return the same value as the result of the decapsulation oracle. In our reduction, we let $\mathscr{B}$ guess $i$ in advance and thus the simulation is perfect with probability $\frac{1}{q_{H}+1}$.

Hence, if $\mathscr{B}$ guessed the correct $i$, the simulation of game $\Gamma^{2}$ is perfect and if query happens, $\mathscr{B}$ can recover $g^{a b}$ in the list of queries made to $H$. However, as it cannot check which value is correct, it outputs a random query made to $H$ and succeeds with probability $\frac{1}{q_{H}}$. Overall, we have

$$
\operatorname{Adv}_{\mathbb{G}}^{\operatorname{cdh}}(\mathscr{B}) \geq \frac{1}{q_{H}\left(q_{H}+1\right)} \operatorname{Pr}[\text { query }]
$$

Collecting the probabilities concludes the proof.

Remark. In the proof, for simplicity, we used the fact that DH is performed in a subgroup of prime order. We note that it is always the case in TLS 1.3 (the list of supported groups is given in RFC 7919 [Gill6]).

## B Proof of Theorem 7.8.1

Proof. We prove the statement by introducing a sequence of LWE-type games $\Gamma_{i}$.

Game $\Gamma_{1}$ : This is the standard $\operatorname{ELWE}_{n, m, \bar{n}, \chi, q}$ game. The adversary $\mathscr{A}$ wins this game with probability $\operatorname{Pr}\left[\Gamma_{1}\right]$.

Game $\Gamma_{2}$ : Here, we consider the ELWE-type game where the secret vector is uniformly random. Namely, the challenger samples the public $\mathbf{A} \leftarrow \$ \mathbb{Z}_{q}^{(n+m) \times m}$, secret $\mathbf{s} \leftarrow \$ \mathbb{Z}_{q}^{m}$, error $\mathbf{e} \leftarrow \$ \mathbb{Z}_{q}^{n+m}$ as well as the hint matrix $\mathbf{Z} \leftarrow \$ \chi^{\bar{n} \times(n+m)}$. Then it flips a bit $b \leftarrow \$\{0,1\}$. If $b=0$ then the challenger computes

$$
\mathbf{t}:=\mathbf{A s}+\mathbf{e}
$$

and otherwise it samples $\mathbf{t} \leftarrow \$ \mathbb{Z}_{q}^{n+m}$. The challenger outputs ( $\mathbf{A}, \mathbf{t}, \mathbf{Z}, \mathbf{Z e}$ ).

Lemma B.0.1. For every efficient adversary $\mathscr{A}$, there is an efficient adversary $\mathscr{B}$ such that $\operatorname{Pr}\left[\Gamma^{2}\right] \geq \operatorname{Pr}\left[\Gamma^{1}\right]-\operatorname{negl}(n)$.

Proof. The reduction follows similarly as in the one by Applebaum et al. [App+09]. Suppose the algorithm $\mathscr{B}$ is given a tuple $(\mathbf{A}, \mathbf{t}, \mathbf{Z}, \mathbf{h})$ from $\Gamma_{2}$. With probability at most $1 / q^{(n+m)-m-1} \leq$ $1 / q^{n-1}$, the matrix $\mathbf{A}$ is not full-rank. Let us exclude that case and assume without loss of generality that we can write

$$
\mathbf{A}:=\left[\begin{array}{l}
\mathbf{A}_{0} \\
\mathbf{A}_{1}
\end{array}\right], \quad \mathbf{Z}:=\left[\begin{array}{ll}
\mathbf{Z}_{0} & \mathbf{Z}_{1}
\end{array}\right], \quad \text { and } \quad \mathbf{t}:=\left[\begin{array}{l}
\mathbf{t}_{0} \\
\mathbf{t}_{1}
\end{array}\right]
$$

where $\mathbf{A}_{1} \in \mathbb{Z}_{q}^{n \times m}$ and the matrix $\mathbf{A}_{0} \in \mathbb{Z}_{q}^{m \times m}$, which contains the first $m$ rows of $\mathbf{A}$, is invertible. Thus, define $\mathbf{A}^{\prime}:=\mathbf{A}_{1} \mathbf{A}_{0}^{-1} \in \mathbb{Z}_{q}^{n \times m}$, and $\mathbf{t}^{\prime}:=\mathbf{A}^{\prime} \mathbf{t}_{0}-\mathbf{t}_{1} \in \mathbb{Z}_{q}^{n}$. Then, it runs $\mathscr{A}$ on input

$$
\left(\mathbf{A}^{\prime}, \mathbf{t}^{\prime}, \mathbf{Z}_{0},-\mathbf{Z}_{1}, \mathbf{h}\right)
$$

and returns what $\mathscr{A}$ outputs.

Suppose that $\mathbf{t}=\mathbf{A s}+\mathbf{e}$ where $\mathbf{s} \in \mathbb{Z}_{q}^{m}$ and $\mathbf{e}:=\left(\mathbf{e}_{0}, \mathbf{e}_{1}\right) \in \mathbb{Z}_{q}^{m} \times \mathbb{Z}_{q}^{n}$. Then

$$
\mathbf{t}^{\prime}=\mathbf{A}^{\prime} \mathbf{t}_{0}-\mathbf{t}_{1}=\mathbf{A}_{1} \mathbf{A}_{0}^{-1}\left(\mathbf{A}_{0} \mathbf{s}+\mathbf{e}_{0}\right)-\left(\mathbf{A}_{1} \mathbf{s}+\mathbf{e}_{1}\right)=\mathbf{A}^{\prime} \mathbf{e}_{0}-\mathbf{e}_{1}
$$

which is a valid LWE instance since $\chi$ is symmetric around 0 . Also, if $\mathbf{A}$ is uniformly random among all nonsingular matrices, then $\mathbf{A}^{\prime}$ and $\mathbf{B}^{\prime}$ are statistically close to uniformly random matrices over $\mathbb{Z}_{q}$. As for the hints, note that

$$
\mathbf{h}=\mathbf{Z}_{0} \mathbf{e}_{0}+\mathbf{Z}_{1} \mathbf{e}_{1}=\mathbf{Z}_{0} \mathbf{e}_{0}+\left(-\mathbf{Z}_{1}\right)\left(-\mathbf{e}_{1}\right),
$$

so $\mathbf{h}$ is a well-formed hint for $\Gamma_{1}$.
On the other hand, if $\mathbf{t}$ is uniformly random, then so is $\mathbf{t}^{\prime}$. It can be argued similarly as before that all the other components follow the distribution for $b=1$.

Game $\Gamma_{3}$ : We consider the knapsack version of ELWE. Here, the challenger samples the public $\overline{\mathbf{G}}:=\leftarrow \$ \mathbb{Z}_{q}^{n \times(n+m)}$, secret $\mathbf{e} \leftarrow \$ \mathbb{Z}_{q}^{n+m}$ and the hint matrix $\mathbf{Z} \leftarrow \$ \chi^{\bar{n} \times(n+m)}$. Then it flips a bit $b \leftarrow \$\{0,1\}$. If $b=0$ then the challenger computes $\mathbf{t}:=\mathbf{G e}$, and otherwise it samples $\mathbf{t} \leftarrow \$ \mathbb{Z}_{q}^{n}$. Finally, the challenger outputs ( $\mathbf{G}, \mathbf{t}, \mathbf{Z}, \mathbf{Z e}$ ).

Lemma B.0.2. For every efficient adversary $\mathscr{A}$, there is an efficient adversary $\mathscr{B}$ such that $\operatorname{Pr}\left[\Gamma^{3}\right] \geq \operatorname{Pr}\left[\Gamma^{2}\right]-\operatorname{negl}(n)$.

Proof. The reduction is similar to the proof of Micciancio and Mol [MM11, Lemma 4.9]. Suppose the algorithm $\mathscr{B}$ is given a tuple ( $\mathbf{G}, \mathbf{t}, \mathbf{Z}, \mathbf{h}$ ) from $\Gamma_{3}$. Then, $\mathscr{B}$ can construct a randomised matrix $\mathbf{A} \in \mathbb{Z}_{q}^{(n+m) \times m}$ whose columns generate the kernel of $\mathbf{G}$. In particular, if $\mathbf{G}$ is uniformly random, then so are $(\mathbf{A}, \mathbf{B})$, up to the constraint that they are nonsingular. Then, $\mathscr{B}$ computes any solution $\mathbf{r}$ such that $\mathbf{G r}=\mathbf{t}$. Finally, it samples a uniformly random $\mathbf{s} \leftarrow \$ \mathbb{Z}_{q}^{m}$ and runs $\mathscr{A}$ on input

$$
(\mathbf{A}, \mathbf{A s}+\mathbf{r}, \mathbf{Z}, \mathbf{h})
$$

and returns what $\mathscr{A}$ outputs.
Suppose that $\mathbf{G e}=\mathbf{t}=\mathbf{G r}$. By definition of the matrix $\mathbf{A}, \mathbf{G}(\mathbf{r}-\mathbf{e})=\mathbf{0}$ implies that there exists some vector $\mathbf{x} \in \mathbb{Z}_{q}^{m}$ such that $\mathbf{r}-\mathbf{e}=\mathbf{A x}$. Thus,

$$
\mathbf{A s}+\mathbf{r}=\mathbf{A}(\mathbf{s}+\mathbf{x})+\mathbf{e}
$$

which is a valid LWE instance since $\mathbf{s}+\mathbf{x}$ is still uniformly random over $\mathbb{Z}_{q}^{m}$. As for the hints, we still have $\mathbf{h}=\mathbf{Z e}$ and thus $\mathscr{B}$ correctly simulates $\Gamma_{2}$ for $b=0$. The case $b=1$ follows by arguing that $\mathbf{t}$ is uniformly random and if $\mathbf{G}$ is nonsingular then $\mathbf{r}$ must be uniformly random.

Game $\Gamma_{4}$ : This game is a plain knapsack LWE problem. The challenger samples the public $\mathbf{G} \leftarrow \$ \mathbb{Z}_{q}^{n \times(n+m)}$ and a secret $\mathbf{e} \leftarrow \$ \mathbb{Z}_{q}^{n+m}$. Then it flips a bit $b \leftarrow \$\{0,1\}$. If $b=0$ then the challenger
computes $\mathbf{t}:=\mathbf{G e}$, and otherwise it samples $\mathbf{t} \leftarrow \$ \mathbb{Z}_{q}^{n}$. Finally, the challenger outputs $(\mathbf{G}, \mathbf{t})$.
Lemma B.0.3. For every efficient adversary $\mathscr{A}$, there is an efficient adversary $\mathscr{B}$ such that $\operatorname{Pr}\left[\Gamma^{4}\right] \geq \delta_{\text {elwe }} \cdot \operatorname{Pr}\left[\Gamma^{3}\right]$.

Proof. We follow the proof strategy from Alperin-Sheriff and Peikert [AP12, Theorem 1]. Suppose the algorithm $\mathscr{B}$ is given a tuple $\left(\mathbf{G}_{0}, \mathbf{G}_{1}, \mathbf{t}\right)$ from $\Gamma_{4}$. Then, it samples $\mathbf{Z} \leftarrow \$ \chi^{\bar{n} \times(n+m)}$, $\mathbf{d} \leftrightarrows \chi^{n+m}$, and a matrix $\mathbf{V} \leftrightarrows \mathbb{Z}_{q}^{n \times \bar{n}}$. Further, it sets

$$
\mathbf{G}^{\prime}:=\mathbf{G}-\mathbf{V Z} \text { and } \mathbf{t}^{\prime}:=\mathbf{t}-\mathbf{V Z d} .
$$

Finally, it runs $\mathscr{A}$ on input

$$
\left(\mathbf{G}^{\prime}, \mathbf{t}^{\prime}, \mathbf{Z}, \mathbf{Z} \mathbf{d}\right)
$$

and returns what $\mathscr{A}$ outputs.
Clearly, if $\mathbf{G}$ (resp. t) is uniformly random then so is $\mathbf{G}^{\prime}$ (resp. $\mathbf{t}^{\prime}$ ). Hence, the case $b=1$ follows directly. Suppose $b=0$ and thus $\mathbf{t}=\mathbf{G e}$. Then, we have

$$
\mathbf{t}^{\prime}=\mathbf{t}-\mathbf{V Z d}=\mathbf{G e}-\mathbf{V Z d}=\mathbf{G}^{\prime} \mathbf{e}+\mathbf{V}(\mathbf{Z e}-\mathbf{Z d}) .
$$

Hence, if $\mathbf{Z e}=\mathbf{Z d}$ then $\left(\left[\mathbf{G}_{0}^{\prime} \mathbf{G}_{1}\right], \mathbf{t}^{\prime}, \mathbf{Z}, \mathbf{Z d}\right)$ is indeed a valid knapsack ELWE tuple. This happens exactly with probability at most $\delta_{\text {elwe }}$ by definition. Otherwise, $\mathbf{V}(\mathbf{Z e}-\mathbf{Z d})$ is a uniformly random vector over $\mathbb{Z}_{q}$, and so is $\mathbf{t}^{\prime}$. Thus, the tuple output by $\mathscr{B}$ follows the case $b=1$ for $\Gamma_{3}$. The statement now follows by simple calculation.

Game $\Gamma_{5}$ : Here, we consider the plain LWE game. Recall that the challenger samples the public $\mathbf{A} \leftarrow \$ \mathbb{Z}_{q}^{(n+m) \times m}$, secret $\mathbf{s} \leftarrow \mathbb{Z}_{q}^{m}$, error $\mathbf{e} \leftarrow \mathbb{Z}_{q}^{n+m}$. Then it flips a bit $b \leftarrow \$\{0,1\}$. If $b=0$ then the challenger computes $\mathbf{t}:=\mathbf{A s}+\mathbf{e}$, and otherwise it samples $\mathbf{t} \leftarrow \mathbb{Z}_{q}^{n+m}$. At the end, the challenger outputs (A, t).

Lemma B.0.4. For every efficient adversary $\mathscr{A}$, there is an efficient adversary $\mathscr{B}$ such that $\operatorname{Pr}\left[\Gamma^{5}\right] \geq \operatorname{Pr}\left[\Gamma^{4}\right]-\operatorname{negl}(n)$.

Proof. The reduction is identical to the one of Micciancio and Mol [MM11, Lemma 4.8] which we recall for completeness. Suppose the algorithm $\mathscr{B}$ is given a tuple ( $\mathbf{A}, \mathbf{t}$ ) from $\Gamma_{5}$. If $\mathbf{A}$ is full-rank, then $\mathscr{B}$ can construct a (randomised) matrix $\mathbf{G} \in \mathbb{Z}_{q}^{n \times(n+m)}$ whose rows generate all the vectors $\mathbf{x}$ such that $\mathbf{x}^{T} \mathbf{A}=\mathbf{0}$. Also, if $\mathbf{A}$ is chosen at random among all full-rank matrices, then $\mathbf{G}$ is also distributed statistically close to a uniformly random. Then, $\mathscr{B}$ outputs ( $\mathbf{G}, \mathbf{G t}$ ) to $\mathscr{A}$ and returns what $\mathscr{A}$ outputs.

Suppose $b=0$ and $\mathbf{t}=\mathbf{A s}+\mathbf{e}$. Then $\mathbf{G t}=\mathbf{G A s}+\mathbf{e}=\mathbf{G e}$, which is the correct instance of $\Gamma_{4}$ for $b=0$. On the other hand, if $\mathbf{t}$ is uniformly random, then so is $\mathbf{G} \mathbf{t}$.

## Appendix B. Proof of Theorem 7.8.1

The statement of the theorem now follows by combining all the previous lemmas using reduction composition.

## C Proof of Theorem 7.8.3

First, we recall the measure-and-reprogram lemma of Jiang et al. [JMZ23].
Lemma C. $\mathbf{0 . 1}$ (Lemma 3.1 [JMZ23]). Let $H:\{0,1\}^{\ell} \rightarrow\{0,1\}^{s}$ be a quantum random oracle and $\mathscr{A}^{H}$ be a quantum algorithm that makes $q$ quantum queries to $H$ and outputs $(x, z)$, where $x$ and $z$ are classical. Furthermore, we assume the $i^{*}$-th query of $\mathscr{A}$ to $H$ is classical and equal to $x$, for some $i^{*} \in\left[q_{H}\right]$. In addition, let $V(x, y, z)$ be some predicate s.t. $V(x, y, z)=1$ implies that $y$ was output on $\mathscr{A}$ 's $i^{*}$-th query to $H$.
Then, there exists an algorithm $\mathscr{S}_{i^{*}}$ (see Figure C.1), that takes some $\Theta \in\{0,1\}^{s}$ as input and is such that

$$
\operatorname{Pr}\left[V(x, H(x), z)=1:(x, z) \leftarrow \mathscr{A}^{H}\right] \leq 2\left(2 q_{H}+1\right)^{2} \operatorname{Pr}\left[V(x, \Theta, z)=1:(x, z) \leftarrow \mathscr{S}_{i^{*}}^{\mathscr{A}}(\Theta)\right]+\frac{8 q_{H}^{2}}{2^{s}},
$$

where the probabilities are taken over the randomness of the algorithms, the random oracle $H$, and the sampling of $\Theta$ at random.

Informally, the previous lemma states that if some adversary $\mathscr{A}^{H}$ can satisfy a predicate with probability $p$, one can build another algorithm $\mathscr{S}^{\mathscr{A}}$ that does not query $H$ on the $i^{*}$-th query (but uses its input instead) but that can satisfy the predicate with probability $\approx \frac{p}{q_{H}^{2}}$.

## C. 1 Proof in the QROM

We proceed with a sequence of games that is detailed in Figure C.2. The proof uses the extractable RO-simulator of Don et al. [Don+22] (see Definition 2.3.1).

Game $\Gamma_{0}$ : This is the UNF-1KCA game with sKEM := $\mathrm{T}_{\mathrm{CH}}\left(\mathrm{sKEM}_{0}\right)$ written explicitly. In addition, the RO used to compute the tag corresponding to ct (i.e. $t=H_{1}\left(\mathrm{pk}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{\mathrm{B}}\right)$ ) is different from the one used to compute the tag for $c t^{\prime}$ (i.e. $t_{c}=H_{2}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{\prime}, \mathcal{K}_{\mathrm{A}}\right)$ ). Note that since $(\mathrm{pk}, \mathrm{ct}) \neq\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right)$ for the adversary to win, both oracles can be separated in this way.

| $\mathscr{S}_{i^{*}}^{H, \mathscr{A}}(\Theta)$ |  |
| :--- | :--- |
| $1:$ | $(j, b) \leftarrow \Phi\left(\left\{0, \ldots q_{H}-1\right\} \backslash\left\{i^{*}\right\} \times\{0,1\}\right) \cup\left\{\left(q_{H}, 0\right)\right\}$ |
| $2:$ | $q \leftarrow 1$ |
| $3:$ | $(x, z) \leftarrow \mathscr{A}^{H^{\prime}}$ and |
| $4:$ | $x^{\prime} \leftarrow$ measure $\mathscr{A}^{\prime}$ s $j+1$-th query input register |
| $5:$ | return $(x, z)$ |


| $H^{\prime}(x)$ |
| :--- |
| $1:$ if $q=i^{*}:$ |
| $2: \quad$ return $\Theta$ |
| $3:$ if $q<j+b+1:$ |
| $4: \quad$ return $H(x)$ |
| 5: else |
| $6: \quad$ if $x=x^{\prime}:$ |
| $7: \quad$ return $\Theta$ |
| $8: \quad$ else : |
| $9: \quad$ return $H(x)$ |

Figure C.1: Algorithm $\mathscr{S}$ for Lemma C.0.1.

Game $\Gamma_{1}$ : The game is the same as the previous one, except we use the simulated RO for $\mathrm{H}_{2}$, and we use the extractor on $t^{\prime}$ (the tag output by the adversary) at the end. Note that this does not change anything to the probability of success of the game.

Game $\Gamma_{2}$ : Now the game outputs 0 if the values extracted are different than ( $\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{\prime}, K_{\mathrm{A}}$ ). For the game to return $1, \mathrm{t}_{c}$ must be equal to $t^{\prime}$, so let's assume it is the case. Hence, $\Gamma^{2}$ and $\Gamma^{1}$ differ only if $\mathrm{S} . \operatorname{Ext}\left(t_{c}\right) \neq\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{\prime}, K_{\mathrm{A}}\right)$ and $H_{2}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{\prime}, K_{\mathrm{A}}\right)=\mathrm{t}_{c}$. By Lemma 2.3.2, this happens with probability at most $\epsilon:=\frac{2}{2^{s}}+8 \sqrt{2 / 2^{s}}+\frac{40 e^{2}\left(q_{H^{\prime}}+2\right)^{3}+2}{2^{s}}$. Hence, we have

$$
\operatorname{Pr}\left[\Gamma_{1}\right]-\operatorname{Pr}\left[\Gamma_{2}\right] \leq \epsilon .
$$

Game $\Upsilon_{1}$ : We see that if an adversary $\mathscr{A}$ wins $\Gamma_{2}$, one can build an adversary $\mathscr{B}$ that wins the game $\Upsilon_{1}$ defined in Figure C.2. The reduction works simply by $\mathscr{B}$ running $\mathscr{A}$, simulating $H_{2}$ with the simulated RO, and running the extractor on $t^{\prime}$ at the end. Therefore, we have

$$
\operatorname{Pr}\left[\Gamma_{2}\right] \leq \operatorname{Pr}\left[\Upsilon_{1}\right] .
$$

In addition, note that one can consider oracles $H$ and $H_{1}$ as one oracle $H^{*}:=H_{1} \otimes H$ with images in $\{0,1\}^{2 s}$ that can be accessed $q_{H}+q_{H^{\prime}}$ times by the adversary.

Game $\Upsilon_{2}$ : We change the game such that $(t, K)$ are picked at random and the oracle used is now $\hat{H}$ instead of $H^{*}:=H_{1} \otimes H$. Now, let's consider a game $\mathscr{C}$ that runs $\Gamma^{1}$ and outputs $\left(x=\left(\mathrm{pk}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{\mathrm{B}}\right), z=\left((t, K), K_{\mathrm{A}}, K_{\mathrm{A}}^{\prime}\right)\right.$. In addition, let $V(x, y, z):=1_{z_{1}=y} \wedge 1_{z_{2}=z_{3}}$. Clearly, we have that

$$
\operatorname{Pr}\left[\Upsilon_{1}\right] \leq \operatorname{Pr}\left[V\left(x, H^{*}(x), z\right):(x, z) \leftarrow \$ \mathscr{C}^{H^{*}}\right]
$$

as $V$ is satisfied iff $K_{\mathrm{A}}=K_{\mathrm{A}}^{\prime}$. Also, note that the condition $z_{1}=y$ in the predicate is always satisfied by the definition of $z_{1}$ itself. Therefore, one can apply Lemma C.0.1 with $i^{*}$ equal to
the query to $H^{*}$ made by the game (i.e. $\left.(t, K) \leftarrow H^{*}\left(\mathrm{pk}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{\mathrm{B}}\right)\right)$ and we get

$$
\operatorname{Pr}\left[\Upsilon_{1}\right] \leq 2\left(2\left(q_{H}+q_{H^{\prime}}\right)+1\right)^{2} \operatorname{Pr}\left[V(x,(t, K), z)=1:(x, z) \leftarrow \mathscr{S}_{i^{*}}^{\mathscr{A}}((t, K)]+\frac{8\left(q_{H}+q_{H^{\prime}}\right)^{2}}{2^{2 s}}\right.
$$

where $(t, K)$ is sampled at random and $\mathscr{S}_{i^{*}}$ is the algorithm shown in Figure C.1. By inspection, one can see that if the output of $\mathscr{S}_{i^{*}}$ satisfies the predicate $V$ then $\Upsilon_{2}$ would output 1 . Therefore, we have

$$
\operatorname{Pr}\left[\Upsilon_{1}\right] \leq 2\left(2\left(q_{H}+q_{H^{\prime}}\right)+1\right)^{2} \operatorname{Pr}\left[\Upsilon_{2}\right]+\frac{8\left(q_{H}+q_{H^{\prime}}\right)^{2}}{2^{2 s}}
$$

Finally, one can see that if $\mathscr{A}$ wins $\Upsilon_{2}$, one can build an adversary $\mathscr{B}$ s.t. $\mathscr{B}$ wins the decaps-OW-CPA game against sKEM ${ }_{0}$. That is, the first phase of $\mathscr{B}$ runs the first phase of $\mathscr{A}$ and outputs the same public key pk. Then, in the second phase, $\mathscr{B}$ runs $\mathscr{A}^{\hat{H}}$ with its own input ( $\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}$ ) and random tag and key $(t, K)$. In addition, note that $\mathscr{B}$ can perfectly simulate $\hat{H}$. Finally, $\mathscr{B}$ outputs the same as the adversary $\mathscr{A}$. If $K_{\mathrm{A}}=K_{\mathrm{A}}^{\prime}$ then $\mathscr{B}$ wins the decaps-OW-CPA game. Hence, we have that

$$
\operatorname{Pr}\left[\Upsilon_{2}\right] \leq \operatorname{Pr}\left[\text { decaps-OW-CPA } \text { sKEM }_{0}(\mathscr{B}) \Rightarrow 1\right]
$$

Collecting the probabilities concludes the proof.

## C.1.1 Proof in the ROM

The proof follows a similar idea as the one in the QROM.
$\underline{\text { Game } \Gamma_{0}}$ : This is the same as the UNF-1KCA game with sKEM $=\mathrm{T}_{\mathrm{CH}}\left(\mathrm{sKEM}_{0}\right)$, except we assume there is no collision on $H^{\prime}$. Thus, $\Gamma^{0}$ is the same as UNF-1KCA except with probability at most $\frac{q_{H^{\prime}}^{2}}{2^{s}}$.

Game $\Gamma_{1}$ : In this game, we return 0 if $\mathscr{A}$ did not query $H^{\prime}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{\prime}, K_{\mathrm{A}}\right)$. As we can assume ( $\mathrm{pk}, \mathrm{ct}$ ) $\neq\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right)$, this changes the probability of $\mathscr{A}$ winning only if $\mathscr{A}$ outputs $t^{\prime}=H^{\prime}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{\prime}, K_{\mathrm{A}}\right)$ without having made the oracle query. Since the query was not made, one can actually lazy sample the value of $H^{\prime}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{\prime}, K_{\mathrm{A}}\right)$ after $\mathscr{A}$ returns $t^{\prime}$, and the probability both values are equal is $\frac{1}{2^{s}}$. Hence,

$$
\operatorname{Pr}\left[\Gamma_{0}\right]-\operatorname{Pr}\left[\Gamma_{1}\right] \leq \frac{1}{2^{s}}
$$

Game $\Upsilon_{1}$ : If $\Gamma_{1}$ outputs 1, it means $\mathscr{A}$ outputs (ct, $\left.t^{\prime}\right)$ s.t. $\quad\left(\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{\prime}, K_{\mathrm{A}}\right), t^{\prime}\right)$ is in the list of queries made by the $\mathscr{A}$. Hence, if that happens, one can find $\mathrm{ct}^{\prime}$ and $K_{\mathrm{A}}$ s.t. $\operatorname{Decaps}\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right)=K_{\mathrm{A}}$ by running $\left(\mathrm{ct}^{\prime}, t^{\prime}\right) \leftarrow \$ \mathscr{A}$ and looking for $t^{\prime}$ in the list of queries (note that we assume there is no collision). Therefore, it means one can build an adversary

| $\Gamma_{0}(\mathscr{A})$ | $\Gamma_{1}(\mathscr{A})$ | $\Gamma_{2}(\mathscr{A})$ |
| :---: | :---: | :---: |
| 1: $\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}} \leftarrow \operatorname{KeyGen}_{\mathrm{A}}\left(1^{\lambda}\right)$ | 1: $\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}} \leftarrow \operatorname{KeyGen}_{\mathrm{A}}\left(1^{\lambda}\right)$ | 1: $\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}} \leftarrow \operatorname{KeyGen}_{\mathrm{A}}\left(1^{\lambda}\right)$ |
| 2: $\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}} \leftarrow \operatorname{KeyGen}_{\mathrm{B}}\left(1^{\lambda}\right)$ | 2: $\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}} \leftarrow \operatorname{KeyGen}_{\mathrm{B}}\left(1^{\lambda}\right)$ | 2: $\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}} \leftarrow \operatorname{KeyGen}_{\mathrm{B}}\left(1^{\lambda}\right)$ |
| $3: ~ s t, p k \leftarrow \$ \mathscr{A}^{H, H_{1}, H_{2}}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}\right)$ | 3: st, pk $\leftarrow \mathscr{A}^{H, H_{1}, H_{2}}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}\right)$ | $3: ~ s t, p k \leftarrow \mathscr{A}^{H, H_{1}, H_{2}}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}\right)$ |
| 4: $\left.\left(K_{\mathrm{B}}, \mathrm{ct}\right) \longleftarrow \mathrm{Encaps}^{(p k}, \mathrm{sk}_{\mathrm{B}}\right)$ | 4: $\left(K_{\mathrm{B}}, \mathrm{ct}\right) \leftarrow$ Encaps $\left(\mathrm{pk}, \mathrm{sk}_{\mathrm{B}}\right)$ | 4: $\left(K_{\mathrm{B}}, \mathrm{ct}\right) \longleftarrow$ Encaps $\left(\mathrm{pk}, \mathrm{sk}_{\mathrm{B}}\right)$ |
| $5: t \leftarrow H_{1}\left(\mathrm{pk}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{\mathrm{B}}\right)$ | 5: $t \leftarrow H_{\mathrm{l}}\left(\mathrm{pk}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{\mathrm{B}}\right)$ | 5: $t \leftarrow H_{\mathrm{l}}\left(\mathrm{pk}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{\mathrm{B}}\right)$ |
| 6: $K \leftarrow H\left(\mathrm{pk}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{\mathrm{B}}\right)$ | $6: K \leftarrow H\left(\mathrm{pk}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{\mathrm{B}}\right)$ | $6: K \leftarrow H\left(\mathrm{pk}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{\mathrm{B}}\right)$ |
| 7: $\left(\mathrm{ct}^{\prime}, t^{\prime}\right) \leftarrow \mathscr{A}^{H, H_{1}, H_{2}}\left(\mathrm{st}, \mathrm{pk}_{\mathrm{A}}\right.$, | 7: $\left(\mathrm{ct}^{\prime}, t^{\prime}\right) \leftarrow \$ \mathcal{A}^{H, H_{1}, H_{2}}\left(\mathrm{st}, \mathrm{pk}_{\mathrm{A}}\right.$, | 7: $\left(\mathrm{ct}^{\prime}, t^{\prime}\right) \leftarrow \mathcal{A}^{H, H_{1}, H_{2}}\left(\mathrm{st}, \mathrm{pk}_{\mathrm{A}}\right.$, |
| 8: $\left.\quad \mathrm{pk}_{\mathrm{B}},(\mathrm{ct}, t), K\right)$ | 8: $\left.\quad \mathrm{pk}_{\mathrm{B}},(\mathrm{ct}, t), K\right)$ | 8: $\left.\quad \mathrm{pk}_{\mathrm{B}},(\mathrm{ct}, t), K\right)$ |
| 9: if $\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right)=(\mathrm{pk}, \mathrm{ct}):$ return 0 | 9: if $\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right)=(\mathrm{pk}, \mathrm{ct}):$ return 0 | 9: $\left(\mathrm{pk}_{0}^{\star}, \mathrm{pk}_{1}^{\star}, \mathrm{ct}^{\star}, K_{\mathrm{A}}^{\star}\right) \leftarrow \mathrm{S} \cdot \operatorname{Ext}\left(t^{\prime}\right)$ |
| 10: $K_{\mathrm{A}} \leftarrow \operatorname{Decaps}\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right)$ | $10: \quad K_{\mathrm{A}} \leftarrow \operatorname{Decaps}\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right)$ | 10: if $\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right)=(\mathrm{pk}, \mathrm{ct}):$ return 0 |
| 11: $t_{c} \leftarrow H_{2}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{\prime}, K_{\mathrm{A}}\right)$ | 11: $t_{c} \leftarrow H_{2}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{\prime}, K_{\mathrm{A}}\right)$ | 11: $K_{\mathrm{A}} \leftarrow \operatorname{Decaps}\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right)$ |
| 12: if $t_{c} \neq t^{\prime}:$ return 0 | 12: if $t_{c} \neq t^{\prime}$ : return 0 | 12: $t_{c} \leftarrow H_{2}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{\prime}, K_{\mathrm{A}}\right)$ |
| 13: return 1 | 13: $\left(\mathrm{pk}_{1}^{\star}, \mathrm{pk}_{2}^{\star}, \mathrm{ct}^{\star}, K_{\mathrm{A}}^{\star}\right) \leftarrow \mathrm{S} . \operatorname{Ext}\left(t^{\prime}\right)$ | 13: if $t_{c} \neq t^{\prime}:$ return 0 |
|  | 14: return 1 | ```if \(\left(\mathrm{pk}_{1}^{\star}, \mathrm{pk}_{2}^{\star}, \mathrm{ct}^{\star}, K_{\mathrm{A}}^{\star}\right) \neq\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{\prime}, K_{\mathrm{A}}\right):\) return 0 return 1``` |


| $\Upsilon_{1}(\mathscr{A})$ | $\Upsilon_{2}(\mathscr{A})$ | $\hat{H}(x)$ |
| :---: | :---: | :---: |
| 1: $\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}} \leftarrow \operatorname{KeyGen}_{\mathrm{A}}\left(1^{\lambda}\right)$ | 1: $(j, b) \leftarrow \subseteq\left(\left\{0, \ldots, q_{H}-1\right\} \times\{0,1\}\right) \cup\left\{\left(q_{H}, 0\right)\right\}$ | 1: $q \leftarrow q+1$ |
| 2: $\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}} \leftarrow \operatorname{KeyGen}_{\mathrm{B}}\left(1^{\lambda}\right)$ | 2: $\quad x^{\prime} \leftarrow$ measure $\mathscr{A}$ 's $j+1$-th query input register | 2: if $q<j+b+1$ : |
| 3: st, $\mathrm{pk} \leftarrow \$ \mathscr{A}^{H, H_{1}}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}\right)$ | 3: $q \leftarrow 0$ | 3: return $H^{*}(x)$ |
| 4: $\left(K_{\mathrm{B}}, \mathrm{ct}\right) \leftarrow$ Encaps $\left(\mathrm{pk}, \mathrm{sk}_{\mathrm{B}}\right)$ | 4: $\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{A}} \leftarrow \operatorname{KeyGen}_{\mathrm{A}}\left(1^{\lambda}\right)$ | 4: else |
| $5: \quad(t, K) \leftarrow H^{*}\left(\mathrm{pk}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{\mathrm{B}}\right)$ | 5: $\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{B}} \leftarrow$ KeyGen $\mathrm{K}_{\mathrm{B}}\left(1^{\lambda}\right)$ | 5: if $x=x^{\prime}:$ |
| 6: $\quad$ in $\leftarrow\left(\mathrm{st}, \mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}},(\mathrm{ct}, t), K\right)$ | $6: \quad\left(K_{\mathrm{B}}, \mathrm{ct}\right) \leftarrow$ Encaps $\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{sk}_{\mathrm{B}}\right)$ | 6: return $(t, K)$ |
| 7: $\quad K_{\mathrm{A}}^{\prime}, \mathrm{ct}^{\prime} \leftarrow \$ \mathscr{A}^{H, H_{1}}$ (in) | 7: st, pk $\leftarrow$ ¢ $\mathcal{A}^{\hat{H}}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}\right)$ | 7: else : |
| 8: $\quad K_{\mathrm{A}} \leftarrow \operatorname{Decaps}\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right)$ | 8: $\left(K_{\mathrm{B}}, \mathrm{ct}\right) \lessdot$ Encaps $\left(\mathrm{pk}, \mathrm{sk}_{\mathrm{B}}\right)$ | return $H^{*}(x)$ |
| 9: if $\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right)=(\mathrm{pk}, \mathrm{ct})$ or $K_{\mathrm{A}} \neq K_{\mathrm{A}}^{\prime}$ : | 9: $(t, K) \leftarrow\left\{\{0,1\}^{2 s}\right.$ |  |
| 10: return 0 | 10: $\quad K_{\mathrm{A}}^{\prime}, \mathrm{ct}^{\prime} \leftarrow \$ \mathscr{A}^{\hat{H}}\left(\mathrm{st}, \mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}},(\mathrm{ct}, t), K\right)$ |  |
|  | 11: $K_{\mathrm{A}} \leftarrow \operatorname{Decaps}\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right)$ |  |
|  | 12: if $K_{\mathrm{A}} \neq K_{\mathrm{A}}^{\prime}$ : |  |
|  | 13: return 0 |  |
|  | 14: return 1 |  |

Figure C.2: Sequence of games for the proof of Theorem 7.8.3. $H^{*}$ is defined as $H_{1} \otimes H_{1}$.
that wins the game $\Upsilon_{1}$ in Figure C.2, and we have

$$
\operatorname{Pr}\left[\Gamma_{1}\right] \leq \operatorname{Pr}\left[\Upsilon_{1}\right] .
$$

Game $\Upsilon_{2}$ : We modify the game s.t. the tag $t$ and the key given to the adversary are picked uniformly at random as shown in Figure C.2. Both games are indistinguishable unless $\mathscr{A}$ queries ( $\mathrm{pk}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}, K_{\mathrm{B}}$ ) to $H$ or $H^{\prime}$. Then, an adversary $\mathscr{B}$ playing $\Upsilon_{2}$ can perfectly simulate $\mathscr{A}$ 's view in $\Upsilon_{1}$ if it guesses correctly which query it is going to be and if such a query is going to happen. Overall, $\mathscr{B}$ can make a correct guess with probability $\frac{1}{q_{H^{\prime}}+q_{H}+1}$. If that happens though, one can build an OW-CPA adversary $\mathscr{B}$ against sKEM 0 that runs $\mathscr{A}$ and picks a random query made by $\mathscr{A}$ to $H$ or $H^{\prime}$. Hence, we have

$$
\operatorname{Pr}\left[\Upsilon_{1}\right] \leq\left(q_{H^{\prime}}+q_{H}+1\right) \operatorname{Pr}\left[\Upsilon_{2}\right] .
$$

Finally, one can see that $\Upsilon_{2}$ is the same as the decaps-OW-CPA for sKEM ${ }_{0}$ if we omit the random values $K$ and $t$ and the more restrictive winning condition $\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{ct}^{\prime}\right) \neq(\mathrm{pk}, \mathrm{ct})$. Hence, one can build an adversary $\mathscr{C}$ such that

$$
\operatorname{Pr}\left[\Upsilon_{2}\right] \leq \operatorname{Pr}\left[\text { decaps-OW-CPA } \text { SKEM }_{0}(\mathscr{C}) \Rightarrow 1\right] .
$$

## D Proof of Theorem 7.8.4

## D. 1 Proof in the ROM

Proof. As stated in the main body of this thesis, the idea of the proof is very similar to the IND-qCCA proof of the $T_{C H}$ transform presented in Chapter 6 and is the following. Either all tags in the decapsulation query are valid and thus they are the form $H^{\prime}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{i}, \mathrm{ct}_{i}, K_{i}^{\prime}\right)$, or the oracle returns $\perp$. Then, if they are valid, with high probability the adversary queried ( $\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{i}, \mathrm{ct}_{i}, K_{i}^{\prime}$ ) to $H^{\prime}$ and thus $K_{i}^{\prime}$ can be recovered from the list of queries to the RO, i.e. the decapsulation oracle can be simulated without the knowledge of $\mathrm{sk}_{\mathrm{A}}$. In other words, the only information leaked by a query to the decapsulation oracle is whether all tags are valid or not, i.e. 1 bit of information, which is not sufficient to break the OW-CPA game. We prove this formally with a sequence of hybrid games.

Game $\Gamma_{0}$ : This is the IND-1BatchCCA game with sKEM $=\mathrm{T}_{\mathrm{CH}}\left(\mathrm{sKEM}_{0}\right)$.
Game $\Gamma_{1}$ : We modify the previous game s.t. we abort if the adversary finds any collision when querying $H^{\prime}$. We have that

$$
\operatorname{Pr}\left[\Gamma_{0}\right]-\operatorname{Pr}\left[\Gamma_{1}\right] \leq \frac{q_{H^{\prime}}^{2}}{2^{n}}
$$

where $q_{H}^{\prime}$ is the number of queries the adversary makes to $H^{\prime}$.
Game $\Gamma_{2}$ : We modify the game s.t. it aborts if BatchDec $\left(\left\{\left(\mathrm{pk}_{i},\left(\mathrm{ct}_{i}, t_{i}\right)\right)\right\}_{i=1}^{d}\right)$ does not return $\perp$ but one of the tags $t_{i}$ was not obtained through an adversary's query to $H^{\prime}$. The probability

$$
\begin{aligned}
& \mathscr{O}\left(\mathscr{L}_{H^{\prime}},\left\{\left(\mathrm{pk}_{i},\left(\mathrm{ct}_{i}, t_{i}\right)\right)\right\}_{i=1}^{d}\right) \\
& \text { for } i \in[d] \text { : } \\
& K_{i}^{\prime}-{\operatorname{Decaps}\left(\mathrm{pk}_{i}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}_{i}\right)} \\
& \text { if }\left(\left(\mathrm{pk}_{i}, \mathrm{ct}_{i}, K_{i}^{\prime}\right), t_{i}\right) \notin \mathscr{L}_{H^{\prime}}: \text { return } 0 \\
& \text { return } 1
\end{aligned}
$$

Figure D.1: Oracle $\mathscr{O}$ used in the proof of Theorem 7.8.4.
that some tag $t_{i}$ is valid but $H^{\prime}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{i}, \mathrm{ct}_{i}, K_{i}^{\prime}\right)\left(\right.$ with $\left.\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{i}, \mathrm{ct}_{i}, t_{i}\right) \neq\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{B}, \mathrm{ct}^{*}, t_{i}^{*}\right)\right)$ was not queried by the adversary is $\frac{1}{2^{n}}$. Hence, overall we have

$$
\operatorname{Pr}\left[\Gamma_{1}\right]-\operatorname{Pr}\left[\Gamma_{2}\right] \leq \frac{d}{2^{n}}
$$

Game $\Gamma_{3}$ : We now change the game as follows. We record all queries to $H^{\prime}$ of the form ( $\left.\mathrm{pk}_{\mathrm{A}}, \cdot, \cdot, \cdot\right)$ made by the adversary in a list $\mathscr{L}_{H^{\prime}}=\left\{\left(\left(\mathrm{pk}_{j}, \mathrm{ct}_{j}, K_{j}\right), h_{j}\right)\right\}_{j=1}^{q_{H^{\prime}}}$ s.t. $H^{\prime}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{j}, \mathrm{ct}_{j}, K_{j}\right)=h_{j}$ for all $j \in\left[q_{H^{\prime}}\right]$. Then, the BatchDec oracle is modified as follows. If some tag $t_{i}$ is s.t. for all $K \in \mathscr{K}\left(\left(\mathrm{pk}_{i}, \mathrm{ct}_{i}, K\right), t_{i}\right) \notin \mathscr{L}_{H^{\prime}}$ then $\perp$ is returned. Then, $\mathscr{O}\left(\mathscr{L}_{H^{\prime}},\left\{\left(\mathrm{pk}_{i},\left(\mathrm{ct}_{i}, t_{i}\right)\right)\right\}_{i=1}^{d}\right) \rightarrow r$ is queried, where $\mathscr{O}$ is defined in Figure D.1. If $r=0$ BatchDec outputs $\perp$, otherwise it outputs $H\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{i}, \mathrm{ct}_{i}, K_{i}\right)$ for all $i \in[d]$, where $K_{i}$ is s.t. $\left(\left(\mathrm{pk}_{i}, \mathrm{ct}_{i}, K_{i}\right), t_{i}\right) \in \mathscr{L}_{H^{\prime}}$. Note that all these modifications are only syntactical as $\mathscr{O}$ outputs 1 iff for all $i \in[d], K_{i}$ is (the unique) value in $\mathscr{L}_{H^{\prime}}$ s.t. $H^{\prime}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{i}, \mathrm{ct}_{i}, K_{i}:=\operatorname{Decaps}\left(\mathrm{pk}_{i}, \mathrm{sk}_{\mathrm{A}}\right)\right)=t_{i}$. Hence, we have

$$
\operatorname{Pr}\left[\Gamma_{2}\right]=\operatorname{Pr}\left[\Gamma_{3}\right]
$$

Game $\Gamma_{4}$ : We replace the challenge tag $t^{*}$ and the real key $K_{0}$ by random values. This change can only be noticed if the adversary or the BatchDec oracle queries $H\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{*}, K^{*}\right)$ or $H^{\prime}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{*}, K^{*}\right)$ at some point in the game. Let QUERY be this event. We show that if QUERY occurs, then one can break the OW-CPA security of sKEM $0_{0}$ with high probability. The reduction works as follows. The OW-CPA adversary $\mathscr{B}$ receives a challenge ciphertext ct* and public keys $\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}$ from its own challenger. Next, it samples random values $K, t^{*}$ and passes all these to the IND-1BatchCCA adversary $\mathscr{A}$. Then, $\mathscr{B}$ can simulate everything in BatchDec (except the oracle call to $\mathscr{O}$ ) by recording $\mathscr{A}$ 's queries to $H^{\prime}$. In order to simulate $\mathscr{O}, \mathscr{B}$ samples a bit $r$ at random instead, which succeeds with probability $\frac{1}{2}$. Finally, it samples at random a query made by $\mathscr{A}$ to $H$ or $H^{\prime}$ or a query made to $H$ by itself, and it outputs the key $K$ that was part of this query. Overall, the simulation is correct with probability $\frac{1}{2}$ and if QUERY occurs $\mathscr{B}$ recovers $K^{*}$ with probability $\frac{1}{q_{H}+q_{H^{\prime}}+d}$. Hence,

$$
\operatorname{Pr}\left[\Gamma_{3}\right]-\operatorname{Pr}\left[\Gamma_{4}\right] \leq \operatorname{Pr}[\text { QUERY }] \leq 2\left(q_{H}+q_{H^{\prime}}+d\right) \operatorname{Adv}_{\mathrm{sKEM}}^{\text {ow-cpa }}(\mathscr{A})
$$

Finally, we see that the adversary's view is independent of $b$ in $\Gamma_{4}$, therefore $\operatorname{Pr}\left[\Gamma_{4}\right]=\frac{1}{2}$. This concludes the proof.

## D. 2 Proof in the QROM

Proof. As in most of the QROM proofs presented in this thesis, we use the extractable ROsimulator by Don et al. [Don+22] (c.f. Definition 2.3.1) and we proceed with a sequence of hybrid games. Again, the proof is nearly identical to the QROM IND-qCCA proof of $\mathrm{T}_{\mathrm{CH}}$ (c.f. Theorem 6.4.2) and we refer the reader to it for a detailed explanation of the game transitions.

Game $\Gamma_{0}$ : This is the IND-1BatchCCA game with sKEM $=\mathrm{T}_{\mathrm{CH}}\left(\mathrm{sKEM}_{0}\right)$. We also assume that the adversary only makes queries of the form $\left(\mathrm{pk}_{\mathrm{A}}, \cdot, \cdot, \cdot\right)$ to the oracles. This has no consequence on the winning probability of the adversary as other type of queries are independent of the key.

Game $\Gamma_{1}$ : We modify the BatchDec oracle s.t. it returns $\perp$ whenever the list of $\left(\mathrm{pk}_{i}, \mathrm{ct}_{i}, t_{i}\right)$ in the query contains $\left(\mathrm{pk}_{i}, \mathrm{ct}_{i}\right)=\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{*}\right)$ (and thus $\left.t_{i} \neq t^{*}\right)$. This change has no impact except if Decaps $\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}^{*}\right) \neq K_{0}$, where $K_{0}$ is the challenge real key. In turn, this would imply that $\mathrm{ct}^{*}$ is an incorrect ciphertext. Hence,

$$
\operatorname{Pr}\left[\Gamma_{0}\right]-\operatorname{Pr}\left[\Gamma_{1}\right] \leq \delta
$$

$\underline{\text { Game } \Gamma_{2}}$ : Now, we split the random oracle $H^{\prime}$ into two oracles $H_{0}^{\prime}$ and $H_{1}^{\prime}$ s.t.

$$
H^{\prime}\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}, \mathrm{ct}, K\right):= \begin{cases}H_{0}^{\prime}(K), & \text { if }(\mathrm{pk}, \mathrm{ct})=\left(\mathrm{pk}_{\mathrm{B}}, \mathrm{ct}^{*}\right) \\ H_{1}^{\prime}(\mathrm{pk}, \mathrm{ct}, K), & \text { otherwise }\end{cases}
$$

and we give the adversary access to $H_{0}^{\prime}, H_{1}^{\prime}$ instead of $H^{\prime}$. We also switch to the RO simulator instead of using $H_{1}^{\prime}$. In addition, at the end of the game, the challenger calls the extractor on all tags $t_{i}$ queried as part of the call to the BatchDec oracle to obtain extracted values ( $\mathrm{pk}_{i}^{\mathrm{e}}$, ct ${ }_{i}^{\mathrm{e}}, K_{i}^{\mathrm{e}}$ ), $i \in[d]$. Note that $H_{0}^{\prime}$ is never called as part of a BatchDec query due to the modification in the previous game. These changes have no impact on the success of the game and thus

$$
\operatorname{Pr}\left[\Gamma_{1}\right]=\operatorname{Pr}\left[\Gamma_{2}\right]
$$

Game $\Gamma_{3}$ : We abort whenever the decapsulation oracle does not return $\perp$ but the extracted values ( $\mathrm{pk}_{i}^{\mathrm{e}}$, $\mathrm{ct}_{i}^{\mathrm{e}}, K_{i}^{\mathrm{e}}$ ) are not equal to $\perp$ or ( $\mathrm{pk}_{i}, \mathrm{ct}_{i}, K_{i}^{\prime}$ ), where $K_{i}^{\prime}=\operatorname{Decaps}^{\left(\mathrm{pk}_{i}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}_{i}\right) \text {. By }}$ Property 8 of the extractable oracle, we have

$$
\operatorname{Pr}\left[\Gamma_{2}\right]-\operatorname{Pr}\left[\Gamma_{3}\right] \leq \frac{40 e^{2}\left(q_{H^{\prime}}+d+1\right)^{3}+2}{2^{n}}
$$

Game $\Gamma_{4}$ : We move the extraction to the BatchDec oracle, right after the corresponding tag verification. By Property 4 of the extractable oracle, we have

$$
\operatorname{Pr}\left[\Gamma_{3}\right]-\operatorname{Pr}\left[\Gamma_{4}\right] \leq 8 d\left(d+q_{H^{\prime}}\right) \sqrt{2 / 2^{n}} .
$$

Game $\Gamma_{5}$ : We modify the BatchDec oracle s.t. we abort if all tag checks pass, i.e. $\left.\overline{H^{\prime}\left(\mathrm{pk}_{i}, \mathrm{ct}_{i}\right.}, K_{i}^{\prime}\right)=t_{i}, \forall i \in[d]$ but some extracted value is equal to $\perp$, i.e. $\left(\mathrm{pk}_{i}^{\mathrm{e}}, \mathrm{ct}_{i}^{\mathrm{e}}, K_{i}^{\mathrm{e}}\right)=\perp$ for
some $i \in[d]$. By Property 7 of the extractable oracle we have

$$
\operatorname{Pr}\left[\Gamma_{4}\right]-\operatorname{Pr}\left[\Gamma_{5}\right] \leq d \frac{2}{2^{n}}
$$

Game $\Gamma_{6}$ : We modify the BatchDec oracle s.t. the queries to $H^{\prime}$ made for the tag verification are made after the corresponding extraction. By Property 8 of the extractable oracle we have

$$
\operatorname{Pr}\left[\Gamma_{5}\right]-\operatorname{Pr}\left[\Gamma_{6}\right] \leq 8 d \sqrt{2 / 2^{n}}
$$

Game $\Gamma_{7}$ : We modify the previous game as follows. Let $r$ be a bit set to 1 iff for all $i \in[d]$ $\overline{\left(\mathrm{pk}_{i}^{\mathrm{e}}, \mathrm{ct}_{i}^{\mathrm{e}}\right)}=\left(\mathrm{pk}_{i}, \mathrm{ct}_{i}\right)$ and $\operatorname{Decaps}\left(\mathrm{pk}_{i}^{\mathrm{e}}, \mathrm{sk}_{\mathrm{A}}, \mathrm{ct}_{i}^{\mathrm{e}}\right)=K_{i}^{\mathrm{e}}$. Then, we change BatchDec s.t. it returns $\perp$ if $r=0$, otherwise it returns $H\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{i}, \mathrm{ct}_{i}, K_{i}^{\mathrm{e}}\right)$ for all $i \in[d]$. In addition, the tag verification is now skipped. We argue this affects only negligibly the advantage of the adversary compared to the previous game:

- If BatchDec returns $H\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{i}, \mathrm{ct}_{i}, K_{i}^{\prime}\right), i \in[d]$ in $\Gamma_{6}$, then by the previous changes we know that $\left(\mathrm{pk}_{i}^{\mathrm{e}}, \mathrm{ct}_{i}^{\mathrm{e}}, K_{i}^{\mathrm{e}}\right)=\left(\mathrm{pk}_{i}, \mathrm{ct}_{i}, K_{i}^{\prime}\right)$ for all $i \in[d]$, therefore BatchDec returns $H\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{i}, \mathrm{ct}_{i}, K_{i}^{\prime}\right), i \in[d]$ in $\Gamma_{7}$ as well.
- If BatchDec returns $H\left(\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{i}, \mathrm{ct}_{i}, K_{i}^{\mathrm{e}}\right), i \in[d]$ in $\Gamma_{7}$, we know that $\left(\mathrm{pk}_{i}^{\mathrm{e}}, \mathrm{ct}_{i}^{\mathrm{e}}, K_{i}^{\mathrm{e}}\right)=$ ( $\mathrm{pk}_{i}, \mathrm{ct}_{i}, K_{i}^{\prime}$ ). In addition, for each $i \in[d], t_{i}=H\left(\mathrm{pk}_{i}^{\mathrm{e}}, \mathrm{ct}_{i}^{\mathrm{e}}, K_{i}^{\mathrm{e}}\right)$ with probability $1-\frac{2}{2^{n}}$ by Property 6 of the extractable oracle. Therefore, the tag verification would pass in $\Gamma_{6}$ with high probability and BatchDec would return the same values in that game as well.

Overall, we have

$$
\operatorname{Pr}\left[\Gamma_{6}\right]-\operatorname{Pr}\left[\Gamma_{7}\right] \leq d \frac{2}{2^{n}}
$$

Game $\Gamma_{8}$ : Now we move all $d$ queries to $H^{\prime}$ made in BatchDec to the end of the game. By Property 8 of the extractable oracle, we have

$$
\operatorname{Pr}\left[\Gamma_{7}\right]-\operatorname{Pr}\left[\Gamma_{8}\right] \leq 8 d q_{H^{\prime}} \sqrt{2 / 2^{n}}
$$

Note that we can now forget about the queries to $H^{\prime}$ we just moved to the end of the game.

Game $\Gamma_{9}$ : We replace the real key $K_{0}$ and the challenge tag $t^{*}$ by random values. We have $\overline{\operatorname{Pr}\left[\Gamma_{9}\right]=\frac{1}{2}}$. Applying the OW2H lemma on $H \otimes H_{0}^{\prime}$, we get

$$
\operatorname{Pr}\left[\Gamma_{8}\right]-\operatorname{Pr}\left[\Gamma_{9}\right] \leq 2\left(q_{H^{\prime}}+q_{H}+d\right) \sqrt{\operatorname{Pr}[\Upsilon]}
$$

where $\Upsilon$ is the same as $\Gamma_{9}$, except the challenger measures a random query made to $H \otimes H_{0}^{\prime}$ and outputs 1 iff the query contains $K^{*}$, where $K^{*}$ is the key encapsulated in $\mathrm{ct}^{*}$. We can build
an OW-CPA adversary $\mathscr{B}$ against sKEM ${ }_{0}$ that wins with high probability when $\Upsilon$ outputs 1 . The reduction works nearly as in the ROM proof: $\mathscr{B}$ receives a challenge ciphertext ct* and two public keys $\mathrm{pk}_{\mathrm{A}}, \mathrm{pk}_{\mathrm{B}}$, then it samples $t^{*}$ and $K^{*}$ at random and passes all these values to $\mathscr{A}$. Then, $\mathscr{B}$ can perfectly simulate BatchDec as in $\Gamma_{9}$, except for the bit $r$ that it can guess correctly with probability $\frac{1}{2}$. Finally, $\mathscr{B}$ measures a random query that was made to $H$ or $H^{\prime}$ in the execution and outputs the corresponding value $K$. Overall, we have

$$
\operatorname{Pr}[\Upsilon] \leq 2 \operatorname{Adv}_{\mathrm{sKEM}}^{\mathrm{ow-cpa}}(\mathscr{A})
$$

which concludes the proof.
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