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Abstract

The space industry has experienced substantial growth in recent years, leading to rapid

advancements in space exploration and space-based technologies. Consequently, the study

of electronics and sensor performance in extreme environments has become crucial. Light

sensors play a pivotal role among the detectors utilized in space-based missions. Nonetheless,

the space environment poses several challenges for these systems. Among the emerging

photodetectors, the single-photon avalanche diode (SPAD) has showcased exceptional timing

performance, sensitivity to low light, and scalability due to its increasing compatibility with

complementary metal–oxide–semiconductor technology. To investigate the feasibility of im-

plementing SPADs in harsh environments and improving current systems, we first focused on

studying the radiation hardness of SPADs. We subjected various SPAD systems to testing using

protons and neutrons, which are sources of both ionizing and non-ionizing damage. The

impact of radiation on all the figures of merit of SPADs under various operating conditions

involving temperature and bias was characterized. Notably, the SPADs were exposed to the

highest displacement damage dose (> 1 PeV/g) ever delivered. Furthermore, we explored

methods to mitigate damage post-radiation exposure by incorporating annealing steps.

Multiple applications using the developed megapixel SPAD camera and individual SPAD

pixels were successfully demonstrated. The findings illustrate that a well-engineered SPAD

camera is capable of high dynamic range 2D imaging, making it well-suited for space-based

imaging scenarios with varying light contrast scenes. Our investigation also encompassed an

exploration of how the design of SPAD-based systems and potential radiation-induced damage

can influence imaging performance. We presented 3D multi-object ranging utilizing the SPAD

camera. Furthermore, the camera resolution facilitated the reconstruction of 4D light-in-

flight imaging by harnessing the concept of apparent superluminal motion. Additionally, the

thesis explores wide-field fluorescence lifetime imaging microscopy (FLIM) and spectral FLIM

systems. These systems are integrated with machine learning algorithms for data processing,

resulting in a significant reduction in processing time by over four orders of magnitude

compared to conventional methods. Furthermore, we found that the sensitivity of SPADs

to ionizing radiation and high avalanche gain makes them suitable for particle or radiation

detection. A particle coincidence timing precision down to 15.3 ps was achieved, which is

the best recorded to date. These applications possess potential for planetary exploration,

astronomy, and material studies.
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Résumé

L’industrie spatiale a connu une croissance substantielle ces dernières années, conduisant à

des avancées rapides dans l’exploration spatiale et les technologies spatiales. En conséquence,

l’étude de l’électronique et des performances des capteurs dans des environnements extrêmes

est devenue cruciale. Les capteurs de lumière jouent un rôle essentiel parmi les détecteurs

utilisés dans les missions spatiales. Néanmoins, l’environnement spatial pose plusieurs défis

pour ces systèmes. Parmi les photodétecteurs émergents, la diode à avalanche monophoto-

nique (SPAD) a montré des performances de synchronisation exceptionnelles, une sensibilité

à la faible lumière et une extensibilité grâce à sa compatibilité croissante avec la technologie à

base de métal-oxyde-semiconducteur complémentaire. Pour étudier la faisabilité de la mise

en œuvre des SPAD dans des environnements hostiles et améliorer les systèmes actuels, nous

nous sommes d’abord concentrés sur l’étude de la résistance aux radiations des SPAD. Nous

avons soumis différents systèmes SPAD à des essais avec des protons et des neutrons, qui sont

des sources de dommages ionisants et non ionisants. L’impact des radiations sur toutes les

caractéristiques des SPAD dans diverses conditions de fonctionnement impliquant la tempé-

rature et la polarisation a été caractérisé. À noter, les SPAD ont été exposés à la plus haute dose

de dommages par déplacement (> 1 PeV/g) jamais enregistrée. De plus, nous avons exploré

des méthodes pour atténuer les dommages après l’exposition aux radiations en incorporant

des étapes d’recuit.

Plusieurs applications utilisant l’appareil photo SPAD mégapixels développé et les pixels SPAD

individuels ont été démontrées avec succès. Les résultats montrent qu’un appareil photo SPAD

bien conçu est capable de réaliser des images 2D avec une grande plage dynamique, ce qui le

rend adapté aux scénarios d’imagerie spatiale présentant des contrastes lumineux variables.

Notre étude a également exploré comment la conception de systèmes basés sur les SPAD et

les dommages potentiels dus aux radiations peuvent influencer les performances en imagerie.

Nous avons présenté une technique de détection 3D d’objets multiples utilisant l’appareil

photo SPAD. De plus, la résolution de l’appareil photo a permis la reconstruction d’images 4D

de la lumière en vol en exploitant le concept de mouvement superluminal apparent. De plus,

la thèse explore des systèmes de microscopie à durée de vie de fluorescence en champ large

(FLIM) et de FLIM spectral. Ces systèmes sont intégrés avec des algorithmes d’apprentissage

automatique pour le traitement des données, ce qui entraîne une réduction significative

du temps de traitement de plus de quatre ordres de grandeur par rapport aux méthodes
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conventionnelles. De plus, nous avons constaté que la sensibilité des SPAD aux radiations

ionisantes et leur gain d’avalanche élevé les rendent adaptés à la détection de particules ou de

radiations. Une précision de synchronisation de particules de coïncidence jusqu’à 15,3 ps a

été obtenue, ce qui constitue le meilleur enregistrement à ce jour. Ces applications présentent

un potentiel pour l’exploration planétaire, l’astronomie et les études sur les matériaux.

Mots clefs : plage dynamique, microscopie à fluorescence à durée de vie (FLIM), environne-

ment hostile, imagerie, lumière en vol, estimation d’objet, particule d’ionisation minimale

(MIP), détection de particules, radiation, diode avalanche à photon unique (SPAD), application

spatiale, déclenchement temporel.
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1 Introduction

The field of space-based technologies and high-energy physics has experienced remarkable

growth in recent years. As we continue to push the boundaries of such applications, study-

ing the performance of electronics and sensors in extreme environments becomes crucial.

The harsh conditions of space, characterized by high radiation levels, extreme temperature

spans, and other challenges, require technologies capable of operating effectively in such

inhospitable conditions.

Optical sensors play an important role in space-based missions, offering significant bene-

fits in imaging, ranging systems, and communication systems that require precise timing.

Photon-counting photodetectors are particularly valuable for a wide range of applications,

including material analysis, biological studies, and quantum communication. These detectors

encompass photomultiplier tubes, superconducting nanowire detectors, and photodiodes,

with photodiodes being the most commonly used due to their simplicity and scalability. How-

ever, their performance in low-light conditions, which are prevalent in many fields of interest,

is often hindered by a critical signal-to-noise ratio mainly attributed to readout electronics

noise.

In recent years, single-photon avalanche diodes (SPADs) have emerged as promising alterna-

tives with excellent timing performance, sensitivity to low light, and scalability, thanks to their

compatibility with complementary metal–oxide–semiconductor (CMOS) technology. The

development of large-scale SPAD arrays with resolutions exceeding megapixels has opened up

new possibilities for SPADs in various applications. Researching the performance and viability

of SPAD-based systems in these applications will contribute to the development of robust and

reliable SPAD-based technologies for space exploration and high-energy physics studies.

This chapter provides the fundamental operating principle of SPADs, an overview of SPAD-

based systems, and the key figures of merit used to evaluate the performance of SPADs.

Moreover, we will examine various applications in harsh environments and discuss the impact

of radiation. We will outline the aim and objectives of this work and provide an overview of

the structure and organization of the thesis.

1



Chapter 1: Introduction

1.1 SPAD operating principles

The basic structure of SPADs consists of a p-n junction, shown in Fig.1.1. When p-type and

n-type material touch, the electrons from the n-type region and the holes from the p-type

region diffuse towards the other side and recombine with the local majority carriers. This

leads to the formation of a depletion region near the p-n interface. Specifically, the n-side near

the interface becomes positively charged due to the presence of fixed positive ions, while the

p-side near the interface becomes negatively charged due to the presence of fixed negative

ions. This charge separation creates an electric field across the depletion region. This electric

field formed in the depletion region acts as a potential barrier for carriers, preventing further

diffusion to the other side.

Figure 1.1: A p-n junction and its band diagram. The free electrons are represented by solid
balls. The holes are represented by hollow balls. The electric field, E, is formed in the depletion
region. EC , EV , and EF represent the energy levels of the conduction band, valence band, and
Fermi level, respectively.

We can see an example of a SPAD cross section in Fig.1.2a. In this structure, the junction is

formed between the lightly doped p-epitaxy layer and the buried n-well [1]. The P-well and

highly doped p+ forms the anode contact and the deep n-well/n+ forms the cathode contact.

By applying a higher reverse bias, we can create a larger depletion region and a stronger

electric field. The electric field profile within this structure can be visualized in Fig.1.2b, with

the help of Technology Computer-Aided (TCAD) Design simulation.

As we increase the reverse bias voltage, we will eventually reach a critical point called the

breakdown voltage (VB ), at which the diode breaks down and conducts current in the reverse

bias direction. This breakdown process can begin when a single electron is present in the

conduction band within the depletion region. The process is illustrated in Fig.1.3. Due to the

high electric field, the electron is accelerated in the depletion region. The resulting high-energy

electron can collide in the semiconductor lattice and transfer enough energy to ionize the
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1.1 SPAD operating principles

(a) Cross section of a SPAD

(b) Top to bottom shows the electric field profile of the illus-
trated SPAD with increasing reverse biased voltages.

Figure 1.2: Example of a SPAD structure and its electric field profile at different voltages.

atom; this process is known as impact ionization. It frees one bound electron from the valence

band to the conduction band, resulting in an electron-hole pair. The newly free electron can

also be accelerated in the electric field and create more electron-hole pairs, which leads to a

chain reaction.

SPAD operates above breakdown voltage, at Vop , in a metastable state. This can be visualized

as the dot in Fig.1.4a. That is, the diode normally does not conduct current until a carrier

triggers the avalanche breakdown.

Once the avalanche is triggered, a self-sustaining current will flow through the diode. To

prevent damage to the SPAD, a quenching resistance is used to limit the current flow during

the avalanche process. This can be seen in Fig.1.4b. Once current flows through the resistance,

the voltage at the anode of the SPAD increases and results in the voltage across the diode

dropping to VB , which quenches the avalanche process. The SPAD is then recharged back

to Vop for the next event. The profile of the resulting electrical signal seen by the output in

Fig.1.4b is due to the capacitance and resistance of the junction and the quenching resistance,

which will be discussed in more detail in Appendix A. The output voltage has a maximum

height of VB −Vop , which is usually known as the excess bias voltage, Vex . In order to determine
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Chapter 1: Introduction

Figure 1.3: An electron is first excited from the valence band to the conduction band. Due
to the high electric field, the electron is accelerated in the depletion region. The accelerated
electron impacts the lattice and frees more electrons from the valence band, creating a self-
sustaining avalanche process. EF n and EF p represent the quasi-Fermi levels.

whether the SPAD has fired, this voltage signal is generally sent to an inverter or a comparator,

which outputs a digital pulse. This digital output can then be processed to perform more

complex tasks such as timing measurements or counting.

As mentioned previously, an avalanche breakdown can be initiated when a primary carrier,

such as an electron, is present in the conduction band. One way to generate such a carrier

is through photoexcitation. When a photon with sufficient energy strikes a bound electron

in the valence band, the electron can be excited to the conduction band. With this process,

SPADs achieve single-photon sensitivity.

The energy of the photon must be greater than the bandgap energy, Eg , to create photoex-

citation. We can calculate the minimum photon energy required using the Planck relation

E = hv , where h is the Planck constant (4.1 × 10−15 eV·Hz−1) and v is the photon frequency.

Silicon, for instance, is an indirect bandgap material, i.e. the minimum in the conduction

band is not located at the same momentum in the k-space as the maximum in the valence

band. Therefore, the probability of electron excitation is low unless an additional phonon is

present to conserve momentum, as illustrated in Fig.1.5. It is also the reason why silicon SPADs

typically have good photon response only within the visible photon range. For applications

that require SPADs to detect lower energy photons in the infrared region, one will need smaller

bandgap materials such as germanium or InGaAs. Conversely, the maximum photon energy

that a SPAD can detect, it depends on the absorption coefficient of the material. Higher energy

photons have a higher absorption coefficient and therefore are mostly absorbed at the surface
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(a) I-V characteristic (b)

Figure 1.4: SPAD operation and I-V characteristic and basic circuit configuration. The dot at
Vop represents the metastable operating point.

of the semiconductor, while lower energy photons can penetrate deeper. This is why the

depth of the depletion region plays an important role in the detection efficiency of photons at

different wavelengths. Typically, one will prefer a shallower depletion region to detect higher

energy photons.

Figure 1.5: Direct bandgap materials can absorb photon energy equivalent to the bandgap
directly. In the case of indirect bandgap materials, they require the assistance of additional
phonons to absorb photons with energy equivalent to the bandgap.

As any carriers present in the depletion region can trigger an avalanche, carriers not generated

by photons can also result in signals. For example, an electron can be thermally generated

from the valence band to the conduction band, or it can undergo tunneling, either band-to-

band or with the help of a trap within the bandgap. The resulting signals that are not caused

by a photon are considered noise, which is quantified as the dark count rate (DCR). The DCR

is an important performance metric for SPADs, as it affects the device’s ability to detect weak
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signals in the presence of noise, thereby impacting the signal-to-noise ratio (SNR). The carriers

can also be generated by ionizing radiation, which will be explored later in this thesis.

1.2 Overview of SPADs

This section provides key figures of merit to evaluate the performance of SPADs. It also

discusses the commonly seen architecture of SPAD-based systems. The characterization

method of these figures of merit is presented in Appendix A.

1.2.1 Dark count

DCR is measured in counts per second, [cps]; it can also be normalized, measured in cps per

unit area [cps/µm2]. Dark counts arise primarily from thermal effects, making the operating

temperature of a SPAD critical to determine DCR. The generation rate of dark counts increases

with temperature and reduces with cryogenic temperatures up until about 77K, after which it

may increase again. Therefore, adjusting the operating temperature offers a means to mitigate

this noise. The generation process of dark counts can occur with or without trap assistance,

following the principles of the Schockley-Read-Hall theory. The presence of traps, which act

as generation-recombination centers, directly affects the generation rate and, consequently,

DCR. Therefore, controlling the concentration of undesired traps becomes a significant factor

in ensuring a clean fabrication process.

Operating under high reverse bias, SPADs experience changes in the energy barrier for carrier

transport in silicon due to the presence of a high electric field. This creates the potential

for tunneling and the Poole-Frenkel effect, which refers to trap-assisted electron transport

occurring under high electric fields. While these processes are less sensitive to the operating

temperature, they are highly influenced by the SPAD’s operating voltage.

During the avalanching process, existing traps can capture charges due to the generation of a

large current in the depletion region. These trapped charges can be subsequently released

after the SPAD is recharged [2], leading to a phenomenon known as afterpulsing. Afterpulsing

introduces additional noise into the system, originating from either a photon or another noise

event. Consequently, it creates unwanted correlations in counts.

1.2.2 Photon detection probability

The photon detection probability (PDP) refers to the ratio between the number of detected

photons and the total number of photons impinging on the active area of the SPAD. It is

important to note that not all photons are detected, as the probability of being absorbed

within the active region is less than 100%. This is why having a wider active region is desirable,

as it improves the detection efficiency. Additionally, the wavelength of the photons also plays

a role, as the absorption coefficient is wavelength-dependent.
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Once a photon is absorbed in the active region, the excited carriers have a probability of

triggering an avalanche. The product of these two probabilities gives us the PDP. It is worth

mentioning that the PDP exclusively considers the active area. However, when implementing

SPADs in larger systems, the readout electronics occupy space and thus reduce the effective

active area. This results in a limited active area ratio within a single pixel of the SPAD, known

as the fill factor. If photons are absorbed outside the active area, they will never be registered.

Therefore, it is possible to quantify the photon detection efficiency (PDE) as PDP × fill factor.

1.2.3 Timing jitter

Upon impinging the detector, the registration of a photon by the timing electronics involves

a certain time delay. This delay is influenced by two possible scenarios: when the photon

is absorbed in the high field region, leading to an avalanche with a specific build-up time,

or when it is absorbed in a low field region, necessitating the drifting and diffusion of the

generated electron-hole pair to the high field region for avalanche triggering. The distinct

time requirements of these processes result in timing uncertainty, commonly referred to as

timing jitter.

The timing jitter in a SPAD comprises two components: a Gaussian statistics arising from the

avalanche build-up time and an exponential timing uncertainty caused by carrier diffusion,

as modeled in [3]. To quantify timing jitter, the full-width-at-half-maximum (FWHM) of the

overall instrument response function is commonly used. As drift is influenced by the electric

field, maximizing the electric field is desirable to expedite carrier drift, thereby improving

timing uncertainty.

1.2.4 SPAD-based systems

SPADs can be implemented as single-pixel detectors, shown in Fig.1.6a, offering advantages

such as a larger detection area and the ability to incorporate more complex readout and

feedback electronics. This design approach enables the development of systems with high

detection efficiency. Additionally, the incorporation of more complex electronics allows for

improved timing performance and faster reset, making them suitable for high count rate

applications. The circuit shown in Figure 1.7a represents an example of a SPAD pixel circuit

featuring an active recharge implementation. The active recharge loop provides a way to adjust

reset time and pulse width. Additionally, thick-oxide transistors and a cascode architecture are

employed in this circuit to allow higher operating voltage, as the transistors share the excess

voltage above breakdown, thereby preventing damage [4].

SPAD arrays offer increased flexibility and additional degrees of freedom for various appli-

cations. These arrays can be designed in different formats, including 1D linear arrays, 2D

planar arrays, and 3D stacking configurations. A simplified circuit architecture suitable for

large-format arrays is depicted in Figure 1.7b. In this configuration, passive quenching and
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(a) Single SPAD pixel (b) linear SPAD array (c) 2D SPAD array

Figure 1.6: SPAD-based systems

(a) SPAD pixel with active recharge (b) SPAD pixel with gate

Figure 1.7: SPAD pixel circuits

recharge are controlled by voltage VQR . The gate switch SWG enables the SPAD’s anode to be

registered by the readout.

A 1D linear array of SPADs, shown in example Fig.1.6b, enables single-shot measurements

and is particularly suitable for applications that require 1D information, such as spectroscopy

applications. The spectral dimension can be projected onto the 1D SPAD array, allowing for

efficient data acquisition. Additionally, the linear array can replace single-SPAD pixels when

scanning is required.

A planar array of SPADs, shown in example Fig.1.6c, provides an extra spatial dimension,

making it valuable for imaging purposes. The additional dimension enhances the capability

to capture detailed spatial information and can also be utilized for other types of data, such as

optical spectrum analysis, which will be demonstrated later in this thesis.

In 3D-stacking architectures one separates SPADs from readout electronics using two tiers; it

provides additional space to improve the fill factor. Moreover, the arrangement of positioning

two SPADs on top of each other has been demonstrated to be highly valuable for coincidence
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measurements in high-energy particle detection. This configuration facilitates the detection

and analysis of simultaneous events, thereby expanding the range of applications in particle

physics research.

As the dimension of the SPAD array increases, there is a trade-off with the available area for the

readout electronics. In a 1D array, the readout electronics can be positioned outside of the array

area, providing the linear SPAD array with more flexibility in terms of data processing. While a

1D array allows for more flexibility in data processing, a 2D array offers additional dimensions

of information. However, in a 2D array, each pixel has limited space for readout electronics,

and the 3D stacking solution may introduce additional design complexities. Therefore, the

choice of architecture should align with the desired trade-offs and the specific needs of the

applications at hand. This work will explore and investigate the mentioned architectures.

1.3 Harsh environments and effects

A harsh environment for electronic devices refers to operating conditions that pose significant

challenges and risks to functionality. These conditions can include an extreme temperature

span, exposure to radiation, vibration, and shock, high electromagnetic interference, and other

challenging factors such as extreme light contrast for image sensors. Harsh environments can

be encountered in various industries and applications, including aerospace, defense, auto-

motive, space exploration, and high-energy physics beamlines. Electronic devices designed

to withstand harsh environments must be engineered and tested to ensure their reliability,

durability, and performance under such demanding conditions.

The emergence of fields like quantum computing has created a demand for devices capable of

operating in extreme temperature environments. This requirement has driven the develop-

ment of cryogenic CMOS circuits and systems. Additionally, optical sensors, such as those

used for optical readout of qubit states in trapped ion quantum computing [5], have sparked

research into understanding device behavior at cryogenic temperatures [6].

Figure 1.8: In space, visual environments include complex lighting situations involving phe-
nomena like sun glare, specular reflections, and high contrast that requires a broad dynamic
range. These conditions often lead to images being either overexposed or underexposed upon
capture. (Image sources: NASA/SpaceX/CLEP/CNSA)

Extreme lighting conditions encountered in astrophotography pose significant challenges

for astrophysics studies and astronomy observations, as well as vision systems for space
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applications. Examples of these conditions can be seen in Fig.1.8. Furthermore, space and

planetary exploration often necessitate imaging in low-light regions that are shadowed or

located on the backside of the light source. An example of this is the observation of lunar

permanently shadowed regions, which are believed to contain substantial amounts of water ice.

The utilization of deep learning techniques has been proposed to interpret images captured

under conditions of low resolution and signal strength [7]. In such scenarios, the dynamic

range of image sensors can limit overall performance, affecting the ability to capture detailed

information. The performance of SPAD-based cameras under extreme lighting conditions

will be further elaborated upon in this study. Additionally, space poses a significant risk

of radiation damage to image sensors and peripheral electronics. In this section, we will

provide an introduction to the radiation environments and discuss its effects on electronic

components.

1.3.1 Radiation environment and sources

On Earth, the impact of radiation is minimal due to the protective effects of the planet’s

magnetic field. Most of the charged particles from space are deflected or trapped by the

Earth’s magnetic field, forming the Van Allen radiation belts. These belts are regions of charged

particles that are guided and accelerated along the magnetic field lines, resulting in a spectrum

of particles with varying energies. When we deploy devices in space, they become more

susceptible to the influx of high-energy particles depending on their operating position. These

particles, including protons, electrons, and heavy ions, originate from the Sun and other

celestial bodies beyond our solar system [8].

In high-energy particle studies, detectors and peripheral electronics are often positioned

in close proximity or directly under the particle beamline. As a result, these devices are

exposed to radiation from the primary beam. Furthermore, secondary radiation particles,

generated by the interaction of high-energy particles with surrounding materials, can also

cause radiation damage. These secondary particles encompass a range of charged particles as

well as uncharged particles such as neutrons.

In the following sections, we will examine the potential effects of radiation on electronic

devices and discuss common strategies for mitigating radiation damage.

1.3.2 Effects of radiation on electronic devices

Radiation damage can be categorized in two groups: ionizing radiation and non-ionizing

radiation.

Ionizing radiation can result in two types of effects: single-event effects (SEEs) and total

ionizing dose (TID) effects. Total ionizing dose (TID) effects refer to the accumulated damage

caused by ionizing radiation over an extended period. Continuous exposure to ionizing

radiation leads to gradual degradation in device performance, which can manifest itself as a

10



1.3 Harsh environments and effects

drift in characteristics or even complete failure.

The effects of ionizing radiation can be observed and visualized in Figure 1.9. When a charged

particle, such as an electron, interacts with the material, it can undergo various transforma-

tions. These include elastic electron-electron scattering, which involves interactions with other

electrons in the material. Additionally, the generation of secondary radiation may emerge

through processes like Bremsstrahlung or braking radiation. Inelastic scattering can also occur,

resulting in the emission of recoil electrons and characteristic X-ray photons when electrons

transition from higher energy shells to lower energy shells. Photons can also cause ionizing

damage through the photoelectric effect, where an incident photon is absorbed by an atom,

leading to the emission of secondary X-ray photons. Additionally, pair production can occur,

where a high-energy photon interacts with the nucleus and generates an electron-positron

pair. Compton scattering is another process in which a photon interacts with an electron,

resulting in the scattering of the photon at a lower energy and the ejection of a recoil electron.

These processes demonstrate how charged particles and photons can induce ionizing damage

and produce secondary particles or photons in the material.

(a) Electron interaction (b) Photon interaction

Figure 1.9: Electrons can undergo elastic scattering, inelastic scattering, and Bremsstrahlung.
Photons can interact with bound electrons through the photoelectric effect, Compton scatter-
ing, and pair production.

On the other hand, single-event effects (SEEs), illustrated in Fig.1.10a, occur when a single

ionizing particle interacts with electronic components, causing malfunctions or changes in

their states. These effects are immediate and can result in temporary or permanent alterations

in device behavior.

Non-ionizing radiation, also known as displacement damage, occurs when energetic particles

displace atoms in the material, thus resulting in lattice disruption. This displacement creates

vacancies and atom interstitials, as shown in Fig.1.10b, causing a disturbance in the periodic

lattice structure. Consequently, energy states form within the bandgap of the material. As
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previously mentioned, these energy states play a role in carrier generation and recombination

processes.

(a) Single event effect (b) Displacement damage

Figure 1.10: Single-event effects can create a track of electron-hole pairs within the device.
Displacement damage results in the creation of vacancies and interstitials.

To quantify the ionizing and non-ionizing damage, two important metrics are commonly used:

linear energy transfer (LET) and non-ionizing energy loss (NIEL).

LET [MeV/cm] is a measure of the amount of energy deposited by ionizing radiation per unit

length as it traverses through a material. It provides information about the average energy

deposited in the material by the ionizing particles. NIEL [MeV·cm2/g] quantifies the energy

transferred to a material by non-ionizing radiation. Fig.1.11 illustrates the NIEL profile for

silicon as a function of proton energy. With the fluence of the particle, we can obtain TID

[rad = J/kg] and displacement damage dose (DDD) [MeV/g]. The units mentioned within the

brackets are commonly used to distinguish between the dose caused by ionizing radiation

and non-ionizing radiation.

In space, protons and electrons generate most of the TID radiation. Testing the radiation

hardness of electronic components is crucial for assessing the risks associated with their use

in radiative environments. The tests involve exposing the target samples to various types of

radiation from a known radiation source, depending on the potential applications. These tests

are particularly significant for electronics intended for radiation-hard applications.

The common technology used for SPADs has been evaluated in several technology nodes

below 350 nm, and it has been observed that transistors can withstand TID of up to a few

hundred Mrad with minimal degradation in their operational performance [9]–[12]. The

assessment is not limited to individual transistors; rather, it also includes more complex com-

ponents such as memories and field-programmable gate arrays (FPGAs) [13]. Furthermore,

the effects of radiation have been studied extensively on various silicon-based sensors, includ-
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Figure 1.11: The NIEL profile for silicon as a function of proton energy.

ing photodiodes, Silicon photomultipliers, and charge-coupled devices (CCDs). Additionally,

investigations have been conducted on III-V material-based photonic devices, such as ring

resonators and lasers, to understand their response to radiation [14]–[20].

Studies have shown that the DCR of SPADs increases due to displacement damage caused by

protons, as well as ionizing damage from X-rays, alpha particles, heavy ions, and neutrons [9],

[21]–[26].

1.3.3 Mitigation techniques for radiation effects

Reducing the impact of radiation on electronic devices can be accomplished through various

means, including the use of radiation-hard packaging and shielding. Shielding is a common

approach employed in high radiation environments to protect both humans and electronics,

such as in high-energy beamlines. However, when it comes to optical sensors, a significant

challenge arises due to the lack of optically transparent shielding materials capable of effec-

tively blocking radiation without interfering with the optical signal. Consequently, in the

absence of suitable shielding options, it becomes necessary to explore alternative mitigation

strategies to address the potential damage caused by radiation.

In high radiation environments, such as the radiation belt, the effects of TID on electronic

devices are amplified by the electric field they experience. To minimize the risk of damage,

certain electronics are powered down when subjected to these conditions, as the presence
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of an electric field can exacerbate the damage. Additionally, the layout of transistors can be

optimized to withstand higher TID levels. Enclosed layout transistors, specifically designed

for this purpose, have been developed to enhance radiation tolerance [27]. This layout con-

figuration provides better isolation and shielding for the transistor’s active region. These

measures ensure the reliability and functionality of electronic systems in challenging radiation

environments.

Displacement damage leads to the formation of defects within the lattice structure of devices,

which are relatively less influenced by the existing electric field. To address these defects,

an effective approach is through annealing. Annealing involves providing additional energy

to the lattice, facilitating the diffusion of atoms and the rearrangement of bonds, thereby

mitigating the impact of displacement damage. In the case of SPADs, thermal annealing

has been demonstrated to reduce DCR following exposure to radiation damage [9], [28], [29].

However, implementing thermal annealing for space applications is challenging as it requires

a thermal module, which consumes significant power.

Alternatively, an innovative method involves laser annealing to locally target the active region

of the SPAD. Laser annealing has been shown to effectively reduce noise in SPADs after

radiation damage, offering faster recovery and greater energy efficiency [30], [31]. By focusing

a high-energy laser beam onto the specific area requiring annealing, defects can be effectively

mitigated without the need for a thermal module or excessive energy consumption.

In addition to annealing, another method to reduce DCR in SPAD-based systems is by lowering

the operating temperature. Dark counts primarily arise from thermal generation processes,

and by cooling the system, the rate of thermal generation decreases. It is important to note

that in this mitigation method, the damage from radiation remains.

1.4 Applications of SPAD-based systems for harsh environments

In this section, we explore a range of applications for SPADs, with a particular focus on their

use in harsh environments.

With our focus on SPADs operating in high-radiation environments, the field of space ex-

ploration emerges as a rapidly expanding area of interest. In space, radiation doses are

significantly higher compared to those on Earth. Additionally, imaging in space poses a chal-

lenge due to extreme lighting contrasts. The presence of areas ranging from fully shadowed

to brightly lit creates difficulties for various applications, including rover detectors. Rovers

rely heavily on multiple cameras for tasks such as 2D imaging, 3D ranging, navigation, and

landing. These applications specifically demand exceptional timing performance and a high

dynamic range from the detectors to ensure accurate and reliable operation.

In addition, these detectors play critical roles in space missions, specifically in hazard detec-

tion, radiation detection, and material analysis. Prominent examples include instruments
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like ChemCam [32] on the Mars Curiosity Rover, which utilize the Laser-induced Breakdown

Spectroscopy technique [33]. The instrument heavily relies on robust imaging systems capable

of capturing spectral information. The ability to obtain precise and high-quality images in

such challenging environments is essential for the success of these scientific investigations.

Furthermore, there have been efforts to downscale advanced microscopy setups for space-

based research [34]. These setups are of great significance in conducting biological studies

under microgravity conditions. While CCDs and photodiodes have traditionally been the

common choice for sensors in these systems, the increasing compatibility of SPADs with

CMOS technology holds the potential to revolutionize the field.

SPADs, integrated with high-speed electronics, have already found wide applications in photon

counting and imaging with single-photon resolution. Their unique capability for photon

counting makes them suitable for various applications where conventional photodiodes and

CCDs fall short. Several studies have demonstrated the impressive performance of SPAD-

based imaging systems, achieving high dynamic range (>120 dB) intensity imaging [35]–[40].

Additionally, their exceptional timing performance in the range of tens of picoseconds makes

them well-suited for 3D imaging, ranging, and LiDAR applications[41]–[44]. In the field of

material characterization, SPADs have shown promising results in Raman spectroscopy [45]–

[47] and fluorescence lifetime imaging microscopy (FLIM) [48]–[50].

In the field of quantum cryptography, particularly in satellite or space-based implementations,

SPAD-based systems have proven beneficial for quantum key distribution [51]–[54] and quan-

tum random number generation [55], [56]. By leveraging the single-photon sensitivity and

precise timing capabilities of SPADs, these applications have seen significant advancements.

In terrestrial applications, where optical detectors are required to withstand harsh environ-

ments, high-energy physics studies play a significant role. The radiation levels experienced by

these detectors can be several orders of magnitude higher than those encountered in space-

based systems. A notable example is that of light sensors in ring-imaging Cherenkov (RICH)

detectors for experiments such as LHCb [57], Belle II, and ALICE 3 [58]. These detectors are

positioned in close proximity to high-energy beamlines and are designed to identify charged

particles.

The design of a large-area SPAD with a 500 µm diameter was specifically intended for radiation

detection using scintillating fibers [59]. Furthermore, recent research has showcased the

promise of employing 3D-stacked SPADs for direct particle detection, leveraging the ionizing

radiation generated by high-energy particles [60]–[62].

All the aforementioned applications heavily rely on operating the detector system with limited

resources, whether it be in terms of power or the available incoming signal. Currently, rovers,

such as the NASA VIPER moon rover, require an additional light source to explore lunar

permanently shadowed regions, where the lack of sufficient light poses significant challenges.

In the case of rovers with a constrained power supply, obtaining solar power from these

shadowed regions is extremely difficult. Therefore, the ability to perform object detection
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Chapter 1: Introduction

and ranging in low-light conditions without the need for a light source would be highly

advantageous. These requirements highlight the suitability of SPADs as sensors for space

exploration and high-energy physics studies.

1.5 Objectives of the thesis

This thesis focuses on investigating SPADs under a range of harsh operating conditions,

including radiation environments, extreme temperatures, and challenging light conditions.

This research aims to provide valuable insights into the feasibility and advantages of SPADs as

valid alternatives to conventional CCD and CMOS sensors in these environments.

The primary objective of this research is to assess the radiation tolerance of SPADs. Under-

standing how SPADs perform under various types of radiation is crucial to evaluate their

reliability and suitability for space-based and high-energy physics applications. We analyze

the effects of radiation on key performance indicators such as DCR, PDP, timing resolution,

and overall imaging quality. Additionally, we study the mechanisms behind these radiation

effects and we explore techniques to mitigate the impact of these effects on SPAD performance.

Rapid advancements in SPAD-based systems motivate this research to showcase diverse

applications in the aforementioned areas. By highlighting the advantages of SPADs over other

optical systems, the research aims to elevate the state-of-the-art performance and effectively

tackle the challenges posed by harsh operating conditions. As a result, we aim to promote

the adoption of SPAD technology in space exploration and high-energy physics applications,

thereby contributing to advancements in scientific research and exploration.

1.6 Thesis structure

The thesis is organized into four chapters. Chapter 2 discusses SPAD-based systems, highlight-

ing how these systems can be implemented as powerful tools for time-resolved applications.

Chapter 3 focuses on radiation with a study conducted on SPADs and SPAD arrays investigating

the impact of proton and neutron radiation. In Chapter 4, various applications of SPAD-based

systems are explored, discussing insights gained from the radiation study. Finally, Chapter 5

concludes the thesis. Appendix A provides an explanation of the metrology employed to

characterize SPADs in the study. Appendix B presents the gallery of devices used in this work.
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2 Methods and tools

In this chapter, we focus on explaining and developing the tools used in this study. We place

particular emphasis on the megapixel SPAD camera called MegaX, extensively discussed and

demonstrated in [35]. This section aims to provide a brief introduction and summary of the

design of the SPAD array and the development of higher-level design, highlighting its relevance

to the thesis.

2.1 Sensor architecture

The 180 nm megapixel SPAD camera consists of two sensor architectures, each forming a 500

× 1024 array. One half of the sensor has a SPAD active area radius of 1.4 µm, while the other

half has 1.94 µm. The larger SPAD is achieved with a shared readout circuit architecture. The

measured peak PDP for the two halves of the camera, at a wavelength of 520 nm and with

a bias voltage of 3.3 V, were found to be 10.5% and 26.7%, respectively. The measurement

method used to obtain these values is explained in detail in Appendix A. These results indicate

that, despite the PDP being normalized to the active area, the larger SPAD exhibits a higher

detection efficiency due to having less dead area [63].

The SPAD sensor is wire-bonded to a breakout board, which is then connected to a mother-

board. The motherboard supplies the power to the sensor through the use of low-dropout

regulators or DC-DC converters. Additionally, it establishes the connection with FPGAs, which

provide control signals. Depending on the specific application, different camera lenses can be

installed using the lens mount. The camera is shown in Fig.2.1a.

To illustrate the readout process of the SPAD, we present the schematic of one of the pixels in

Fig.2.1b. The pixel consists of a passive quenching active recharge transistor controlled by VQR

and a gate controlled by VG . This configuration allows the voltage at the anode of the SPAD

to pull up the 1-bit memory, which is implemented using a source-drain shorted transistor

functioning as a capacitor. To read out the 1-bit memory, VSEL is applied, causing Vcol to be

pulled low if the memory is charged. After the readout, the memory is reset by applying VRES .
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Chapter 2: Methods and tools

(a) Megapixel SPAD camera (b) Pixel schematic

Figure 2.1: The megapixel SPAD camera and its pixel schematic

2.1.1 Intensity mode readout

The gate allows the camera to operate in two modes. The first mode is known as intensity mode,

where the gate remains on throughout the exposure time window. The timing diagram for the

intensity mode is presented in Fig.2.2. During the exposure, in a constant light environment,

photons arrive at a rate determined by the light intensity. We define the photons that arrive

within the exposure gate and trigger an avalanche as impinging photons. It is important to

note that any signal containing more than one impinging photon will be registered as a "1"

in the 1-bit memory, representing one measured photon. Consequently, pile-up may occur

under high illumination conditions, which will be discussed in detail in Chapter 4.

Figure 2.2: Timing diagram of intensity mode operation. The recharge (R) and quenching (Q)
processes are controlled by VQR , while the exposure gate window is defined by VG . VSEL and
VRES are applied to read out the selected pixel and reset the memory, respectively. The 1-bit
memory registers one measured photon when the count of impinging photons is equal to or
greater than one.

We developed two types of readout using the XEM7360 FPGA, each designed for different

applications. The FPGA was interfaced with a Python-based graphical user interface. One of

the readout methods involved utilizing the DDR3 SDRAM to stream out binary frames. The

architecture for this readout method is depicted in Fig.2.3.
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2.1 Sensor architecture

Figure 2.3: FPGA design for streaming binary images involves using FIFOs to interface the
sensor chip, DDR3 SDRAM, and the PC.

The rows and columns of the SPAD array are selected by the control signals, which control

the on-chip shift registers and multiplexers. The value of each memory element is then

captured by the FPGA using first-in, first-out (FIFO) memories, which interface with the RAM.

An example of a 1-bit image of the ISO 12233 test chart obtained from the 1-bit memory

is depicted at the top of Fig.2.4. Depending on the application, the output binary images

can be aggregated into multi-bit images either on the PC or on the FPGA using the available

Block Random Access Memory (BRAM). Fig.2.4 and Fig.2.5 illustrate the process of combining

multiple 1-bit images to form multi-bit images.

This approach, which increases the bit depth of the image, enhances the image quality by

improving the SNR. It is evident that as the bit depth increases, the visibility of finer lines

improves. Moreover, areas with consistent color and lighting display a greater uniformity in

brightness, indicating a higher SNR where shot noise dominates the noise characteristics. The

quantitative evaluation of SNR and dynamic range will be elaborated upon in Chapter 4.

Nonetheless, the achievable bit depth is constrained by the available memory resources. More-

over, increasing the bit depth entails a trade-off in the form of an extended total exposure

time, assuming the same exposure time for each binary frame. This extension may be limited

by specific application requirements. Therefore, when considering each application, careful

consideration must be given to the system-level architecture in terms of resources, the avail-

able time for exposure for time domain oversampling [64], and the desired outcome, such as

feature detection.

2.1.2 Gating mode readout

In the gating mode, the gate opens for a few nanoseconds following the delivery of a reference

signal, typically generated by a pulsed light source such as a laser. The timing diagram for the

gating mode is depicted in Fig.2.6. In this mode, the gate, or the exposure window, is initially
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Chapter 2: Methods and tools

Figure 2.4: Multiple 1-bit images of the ISO 12233 test chart captured by the SPAD camera can
be combined to form multi-bit images.
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2.1 Sensor architecture

Figure 2.5: Images with higher bit depth have better image quality at the cost of memory
resources and total exposure time.
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Chapter 2: Methods and tools

aligned with the reference signal in frame 0. The gate opens multiple times within one binary

frame at the same gate position. This process is then repeated to reach 2BD - 1 of frames,

where BD represents the bit depth of the resulting image, forming a BD-bit image. At frame

number 2BD , the gate position is shifted. The resulting data is a stack of BD-bit images, with

each image having a gate position that is continuously shifted.

Figure 2.6: The timing diagram of gating mode operation. After capturing a BD-bit image, the
gate position is shifted.

This operational mode allows the camera to exclusively register the photons that reach the

SPADs within the gate window. It provides valuable timing information regarding the correla-

tion between the pulses of the light source and the arrival time of the photons. Depending on

the target applications, the gate can be finely shifted at the cost of requiring more total images

to capture the entire signal profile over time.

2.2 Sensor characterization

2.2.1 Noise performance

To utilize this sensor effectively in diverse applications, it is crucial to characterize its noise

performance, as it directly affects the signal-to-noise ratio. The DCR of the SPAD camera is

measured by capturing multiple 8-bit intensity images in a dark environment. The firmware of

the camera enables us to adjust the exposure time, which is set to an appropriate value. This

ensures that the majority of the pixels experience dark counts, while only a small number of

pixels become saturated due to excessive noise. Figure 2.7a displays a portion of a 15-bit image

(with a maximum count value of 32640) captured by the SPAD array with an active area radius

of 1.4 µm. In Fig.2.7b, the same image is presented with adjusted contrast to a maximum
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2.2 Sensor characterization

count of 510. By tuning the contrast, the SPAD pixels with lower DCR become visible. The

resulting mean DCR of this particular SPAD array is measured to be 2.1 cps, while the median

DCR is 0.4 cps.

(a)

(b)

Figure 2.7: The DCR characterization of the megapixel SPAD array. In this example, the
characterization is performed by exposing it to a dark environment for a duration of 64
seconds. The dark counts are typically invisible unless the contrast is tuned, except for the hot
pixels.

In this case, the median DCR of the full array is considered a more reliable indicator of noise

characteristics, as it is less affected by outliers such as hot pixels. Hot pixels refer to SPADs

with a DCR significantly higher than the rest of the population, by more than one order of

magnitude.

The distribution of DCR within the array can be visualized in terms of cumulative population

or cumulative probability, as shown in Fig.2.8. The plot illustrates that 87% of the pixels exhibit

a DCR lower than 1 cps. On the other hand, less than 1% of the pixels, which correspond to

the hot pixels, display a DCR higher than 10 cps.

This visualization provides a clear understanding of the DCR distribution across the array and

highlights the prevalence of low DCR values in the majority of pixels, while also identifying the
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Chapter 2: Methods and tools

Figure 2.8: The cumulative probability plot of DCR reveals that the majority of pixels have a
DCR lower than 1 cps. A small portion of hot pixels is visible on the right side of the graph.

small subset of hot pixels with significantly higher DCR. This technique will be utilized later

in the thesis as a noise performance metric to investigate the impact of radiation damage on

SPADs.

We conducted tests on the other half of the chip, which has a larger SPAD active area, using the

same method. The measured mean and median DCR for this portion of the chip were found

to be 15.7 cps and 3.0 cps, respectively.

2.2.2 Gate profile

The gating mode is a technique used to provide temporal information for time-resolved

applications, as illustrated in Fig.2.9a. In this setup, a pulsed laser emits short bursts of light

at regular intervals, with each burst having a specific period (T). The light from the laser is

directed toward a target object, and the time it takes for the reflected photons to reach the

SPAD camera needs to be precisely measured. The SPAD must be synchronized with the

laser period, which determines when the gate should be open. This gate-opening window

is denoted as ’g’ in the figure. During this gate-opening window, the camera will register a

"1" if one or more photons impinge upon the camera. To create a high-bit depth image, the

camera is exposed to the reflected photon multiple times at a fixed gate position. The gate

opening position is then shifted in time to capture the photons reflected with a different time

of flight (TOF). Through multiple gate position shifts, we acquire an image stack, with each

image representing the photon intensity at different reflecting durations.
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2.2 Sensor characterization

Each image within the image stack not only contains spatial information but, more impor-

tantly, it provides valuable timing information. By focusing on a single pixel and tracking

its intensity changes over time, we can construct a histogram that effectively represents the

variation in reflected light intensity over time. This profile is the result of convolving the

instrument response function (IRF) of the laser with the gate profile, as depicted in Fig.2.9b.

Typically, the IRF of the laser is significantly shorter, below tens of picoseconds, compared

to the gate window which spans nanoseconds. This difference allows us to approximate the

laser IRF as a Dirac delta function. Consequently, the resulting measured profile is similar to

the gate profile given by the FPGA, with the maximum photon count matching the maximum

measured photon count in each frame.

(a)

(b)

Figure 2.9: The light emitted by the laser is directed towards the target and subsequently
reflected back to the camera. The time it takes for the reflected light to travel from the target to
the camera is denoted as the TOF. The reflected light is only detected by the camera if it arrives
during the period when the gate is open (g). Therefore, the resulting profile captured by the
camera is the convolution of the laser’s IRF and the gate profile.

With this method, we can determine the distance d to the target object using the formula:

d = c · T OF

2
, (2.1)

where c represents the speed of light.

To utilize this technique for other timing applications, it is necessary to characterize the gate

profile using a similar approach. We illuminate a flat surface moderately with a pulsed laser,
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Chapter 2: Methods and tools

which serves as a Dirac delta light source. In this example, an 8-bit image is captured at each

gate position. The gate is then shifted by 72 ps per frame, controlled by the FPGA, for a total

of 200 frames. Fig.2.10 illustrates the example of the resulting measured profile for a single

pixel of the camera. It is worth noting that the edge of the gate exhibits a slight tapering effect,

which can be attributed to the rise and fall time of turning on and off the gate transistor. The

fluctuation in the measured counts demonstrates how Poisson noise can impact the measured

gate profile. In this scenario, the gate length, which is defined as the FWHM, spans across 50

frames, corresponding to a gate width of 50 × 72 ps = 3.6 ns. The acquired gate profile can

then be used as the IRF of the system, which encompasses the characteristics of both the laser

and the camera. It is important to note that there are slight variations in the travel distance of

the gate control signal from the FPGA to each pixel. As a result, each pixel will exhibit a slightly

different gate profile and timing. This variability in timing characteristics can be visualized

in the subfigure of Fig.2.10. The timing variation is particularly prominent at the rising and

falling edge of the gate. This indicates that the timing characteristics vary among different

pixels of the camera, and it is crucial to consider these variations when operating in the gating

mode.

Figure 2.10: An example of the gate profile characterization for the megapixel SPAD camera.
The subfigure depicts the timing variation of different pixels at the rising edge of the gate.

Once the gate profile is characterized, the IRF of the SPAD and laser system can be used to
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2.2 Sensor characterization

capture any target photon source that exhibits a periodic change in intensity over time. The

intensity profile of the target over time can be obtained by performing a deconvolution of the

known IRF of the system, as depicted in Fig.2.11. Since the intensity of each frame is a discrete

function, discrete deconvolution can be applied to determine the target intensity profile. It

is important to note that each pixel has a distinct gate profile, resulting in a unique discrete

deconvolution for each pixel. However, this process can be time-consuming due to the large

number of pixels. To address this issue, alternative methods like machine learning can be

employed to accelerate data processing, which will be discussed in detail in Chapter 4.

Figure 2.11: By applying deconvolution, the intensity profile of the light source can be obtained
from the measured photon profile and the known gate profile.

In the forthcoming chapters, we will leverage both intensity and gating mode to gather infor-

mation in multiple dimensions, including spatial, temporal, and spectral domains.
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3 Radiation hardness study of SPADs

To determine the feasibility of implementing a SPAD-based system in harsh environments,

such as space or a particle beamline, it is crucial to investigate the response of SPADs to

radiation. In this chapter, we study the influence of proton and neutron radiation on all

the figures of merit of SPADs, including DCR, afterpulsing probability, timing jitter, and PDP.

The tests were conducted on different SPAD-based systems to study the influence of SPAD

structures, technology nodes, and sizes. The results presented in this chapter are based on

[65].

3.1 Proton radiation

We first studied the damage to SPADs caused by protons, which are the primary particles

present in the Van Allen radiation belts, the solar wind, and the galactic cosmic ray background.

Proton can induce both ionizing damage and displacement damage. These damages are

quantified by the total ionizing dose (TID) and displacement damage dose (DDD), respectively.

3.1.1 Materials and methods

We irradiated the devices under test (DUTs) using the Proton Irradiation Facility at Paul

Scherrer Institute (PSI, Villigen, Switzerland), which supports mono-energetic beams with

tunable flux. The protons were collimated into a 30 mm square area with less than 10% non-

uniformity. We chose 100 MeV and 10 MeV protons, which are proton energies commonly

found in the Van Allen radiation belts, to investigate the effect of proton energy on SPADs. To

obtain these energies, we utilized a 230 MeV accelerator source and incorporated degraders,

which resulted in an actual delivered energy of 101.34 MeV and 10.29 MeV, respectively. This

can be visualized in Fig.3.1a. We adjusted the proton flux, which corresponds to the dose

rate, to achieve specific dose increments within a reasonable irradiation period. We set the

DDD steps the same for both 100 MeV and 10 MeV protons. The dose steps can be found in

Table.3.1.
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Table 3.1: Dose steps with target DDD and corresponding TID for 100 MeV and 10 MeV protons.

100 MeV 10 MeV
Dose
steps

DDD
(TeV/g)

TID
(krad)

Flux
(proton/cm2/s)

Total fluence
(proton/cm2)

TID
(krad)

Flux
(proton/cm2/s)

Total fluence
(proton/cm2)

0 0 0 0 0 0 0 0
1 20 0.63 1.6×107 6.78×109 1.18 1.0×107 2.16×109

2 40 1.26 1.6×107 1.36×1010 2.36 1.0×107 4.32×109

3 60 1.89 1.6×107 2.03×1010 3.83 1.0×107 6.48×109

4 100 3.15 3.0×107 3.39×1010 5.89 1.0×107 1.08×1010

5 150 4.72 3.0×107 5.08×1010 8.83 1.0×107 1.62×1010

6 200 6.30 3.0×107 6.78×1010 11.8 1.0×107 2.16×1010

7 300 9.45 6.0×107 1.02×1011 17.7 1.0×107 3.24×1010

8 400 12.6 6.0×107 1.36×1011 23.6 1.0×107 4.32×1010

9 500 15.8 1.0×108 1.70×1011 29.5 1.0×107 5.40×1010

10 600 18.9 1.0×108 2.03×1011 35.3 1.0×107 6.48×1010

11 700 22.1 1.0×108 2.37×1011 41.2 1.0×107 7.56×1010

12 800 25.2 1.0×108 2.71×1011 47.1 1.0×107 8.64×1010

13 900 28.3 1.0×108 3.05×1011 53.0 1.0×107 9.72×1010

14 1000 31.5 1.0×108 3.39×1011 58.9 1.0×107 1.08×1011
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3.1 Proton radiation

(a) (b)

Figure 3.1: (a) The degraders in the proton beamline allow for tunable proton energy. (b) The
DUTs that are exposed to proton radiation.

Higher energy protons interact less, or have a lower LET, with the silicon lattice compared to

lower energy protons. As a result, devices irradiated with 100 MeV protons received only 31.5

krad TID compared to devices irradiated with 10 MeV, which received 58.9 krad TID.

Several types of SPADs were selected as the DUTs, including 55 nm Bipolar-CMOS-DMOS

(BCD) SPADs with either deep or shallow junctions, with radii ranging from 1.6 µm to 4.6 µm

[66], [67], a 180 nm CMOS megapixel SPAD camera with 1.4 µm radius SPADs [35], and high

precision timing SPADs with radii of 8.8 µm and 21.4 µm [68].

To assess the characteristics of the samples at each DDD level, we wire bonded the 55 nm

SPADs to a printed circuit board with 150 kΩ passive quenching resistors. An example of

the DUT is depicted in Fig.3.1b. The SPAD pulses were then digitized through an array of

LP339 comparators and accumulated using an XEM7360 FPGA. The DCR was determined by

measuring the number of pulses per second and was defined as the average count per second

(cps) from a one-minute measurement in the dark. The DCR of the megapixel SPAD arrays

was determined by capturing images under known exposure time in a dark environment. To

avoid room-temperature annealing and obtain the highest DCR level, all DCR measurements

were taken within 10 minutes after reaching every dose step.

3.1.2 Results

The DCR level was measured at each dose step. As for afterpulsing probability, PDP, and jitter,

only the performance before and after irradiation is compared due to the long measurement

time required.
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Chapter 3: Radiation hardness study of SPADs

Breakdown voltage

The deep and shallow junctions of the 55 nm BCD SPADs exhibit breakdown voltages of 32 V

and 19.5 V, respectively, when operating at room temperature [66], [67]. On the other hand,

the 180 nm CMOS accurate timing SPAD [68] and the megapixel SPAD camera [35] show

breakdown voltages of 22 V and 22.8 V, respectively. The breakdown voltage of a passively

quenched SPAD can be determined by subtracting the output pulse voltage measured at the

anode from the operating voltage. In the case of SPADs with front-end circuitry, the breakdown

voltage of the array can be obtained by measuring the detector output counts at different

operating voltages under uniformly illuminating conditions. The breakdown voltage can

then be defined as the intercept on the operating voltage axis [69]. Our results, shown in

Fig.3.2 show no change in the breakdown voltage of the 180 nm SPADs after the final step of

irradiation. The 55 nm SPADs also show the same outcome, which is consistent with previous

studies [70], [71] indicating that there is no significant change in doping profile after reaching

a DDD of 1 PeV/g.

Figure 3.2: Example of breakdown voltage, represented by the intercept on the operating
voltage axis, showing no changes before and after proton irradiation.

Dark count rate

Higher DCR can result in lower image quality or signal-to-noise ratio for imagers. In single-

photon counting applications, such as quantum key distribution, the noise of the single-

photon detector can contribute to the error rate of key transmission. If DCR exceeds a certain

threshold, it may cause the failure of the quantum communication protocol [72]. The impact

of radiation damage on DCR is presented in the following. Fig.3.3 displays four 55 nm SPADs

and DCR measurements performed at five different excess bias voltages (Vex ). The cumulative
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3.1 Proton radiation

DDD and TID are indicated on the lower and upper horizontal axes, respectively. The effect of

increasing cumulative dose on DCR is illustrated by four behaviors. The first SPAD in Fig.3.3a

exhibits a continuous rise in DCR as a function of cumulative dose. The second SPAD in

Fig.3.3b displays a peak in DCR at a certain dose, followed by a decrease during irradiation.

This behavior is counter-intuitive but was reported in [23] as a short-term relaxation. The third

SPAD in Fig.3.3c exhibits a stepwise increase in DCR, which, to the best of our knowledge, has

not been reported elsewhere at the time of this thesis writing. Multiple SPADs demonstrate a

mixture of the above behaviors.

We hypothesize that the stepwise increase observed in certain SPADs may be attributed to the

size of the SPADs tested. The increase in DCR due to high-energy particles is dependent on

the creation of damage within or close to the photocollector region of the SPAD. If the SPAD is

small enough that no defects are created between dose steps in that region, no degradation of

DCR will occur. There may probably be no interaction between the protons and atoms in the

SPAD photocollector region. Hence, we observed SPADs that did not exhibit an increase in

DCR after the DDD reached 1 PeV/g. This can be seen in Fig.3.3d. We noted that all 55 nm

SPADs with active radii less than 2 µm showed either a stepwise increase or no increase in

DCR at all.

The aforementioned hypothesis is supported by our observations on larger SPADs with active

areas of 8.8 µm and 21.4 µm, which were subjected to 100 MeV and 10 MeV proton irradiation,

respectively. The DCR of the former increased from about 100 cps pre-irradiation to 36 kcps at

a DDD of 300 TeV/g, while that of the latter rose from roughly 1 kcps to 2 Mcps at a DDD of 200

TeV/g. Larger SPADs undergo worse degradation due to radiation damage. The degradation

trend can be found in Fig.3.22

Fig.3.4 displays the progressive change of the cumulative DCR distribution for the megapixel

SPAD arrays as the DDD increases. The DDD in TeV/g is indicated in the legend, with DDD

= 0 representing the DCR prior to irradiation. The mean and median DCR of both arrays

are initially similar. The extensive number of SPADs in the array allows for a more accurate

comparison of the impacts of 100 MeV and 10 MeV protons.

The DCR increase is more significant in the DUT exposed to 10 MeV protons than in the one

exposed to 100 MeV protons, even though both received the same total dose. This is due to the

different damage created at the depth of the photocollector region, as verified by the Transport

of Ions in Matter (TRIM) simulation shown in Fig.3.5. This figure shows the interaction of 10

MeV and 100 MeV protons with silicon, with the trajectories of the protons displayed in white.

While 10 MeV protons interact with silicon more, 100 MeV protons penetrate the silicon chip

with little scattering. The orange and red curves indicate the number of vacancies per proton

per angstrom in depth created by 100 MeV and 10 MeV protons, respectively. The estimated

displacement damage from 100 MeV and 10 MeV protons at the photocollector region is 7 ×
10−7 and 7 × 10−6 vacancies/proton/Å, respectively. The defect counts within the active region

of each pixel are estimated to be 43 and 140 for 100 MeV and 10 MeV protons, respectively,
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Chapter 3: Radiation hardness study of SPADs

(a) continuous increase (b) sudden increase followed by recovery

(c) stepwise increase (d) no change

Figure 3.3: Four behaviors of SPAD DCR as observed in our experiments. Each SPAD was
measured at 5 different excess biases. The four SPADs shown have active area radii of 2.43, 2,
2, and 2 µm, respectively
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3.1 Proton radiation

(a) 100 MeV (b) 10 MeV

Figure 3.4: Cumulative DCR distribution of the 180 nm megapixel SPAD camera when irradi-
ated with 100 MeV and 10 MeV protons. The DDD in TeV/g is indicated in the legend, where
DDD = 0 corresponds to the DCR before irradiation. The plateau near 100% represents the
saturated pixels, while the two knees at 85% and 99% cumulative probability before irradiation
become less noticeable with a higher cumulative dose. Pixel groups A and B differentiate
pixels with different initial DCR levels.

based on the fluences delivered shown in Table.3.1. The defect count ratio matches the ratio

of the final mean DCR for both DUTs shown in Fig.3.6. The exposure of the DUT irradiated

with 100 MeV protons in Fig.3.6a was discontinuous and separated into three days due to the

beamtime arrangement, and the drop in mean DCR between doses on different days indicates

room-temperature annealing, which will be discussed later in this chapter.

The SPAD pixels of the megapixel camera also exhibit a mixture of all four cases depicted in

Fig.3.3, indicating that the four types of DCR evolution described in Fig.3.3 are not influenced

by SPAD structure, doping profile, or the technology node.

The evolution of hot pixels, which are defined as pixels with significantly higher DCR than the

median DCR, can be observed in Fig.3.4. Prior to irradiation, there are two distinct knees at

85% and 99% cumulative probability where the pixels show one or more orders of magnitude

higher DCR than the rest of the population. This is commonly seen in large format SPAD

arrays[35], [48], [73]. As the DDD increases, the knees shift towards the left, indicating a

progressively increasing number of hot pixels. The variation in DCR levels is likely due to

different types of defects in the silicon bulk or silicon-oxide interface, such as oxygen-vacancy,

phosphorus-vacancy, boron-vacancy, and other complex defects that can emerge during

fabrication or radiation exposure[74], [75]. Deep-level traps result from all of these defects.

Depending on the defect type, electron and hole traps emerge at different energy levels within

the silicon bandgap. The generation and recombination rate of charged particles is dependent

on trap energy position, according to the Shockley-Read-Hall model and Fermi-Dirac statistics.

The difference in DCR levels is likely due to varying trap energy levels. At higher cumulative

doses, the knees are less apparent, indicating the formation of all defect types uniformly within
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Figure 3.5: The results of TRIM simulations for 100 MeV and 10 MeV protons entering silicon
from the left side. The trajectories formed by the protons are shown in white, with the 10
MeV protons interacting more with the silicon compared to the 100 MeV protons, which
penetrate the chip with minimal scattering. The number of vacancies created per proton per
angstrom in depth by the 100 MeV and 10 MeV protons are represented by orange and red
curves, respectively. The right Y-axis shows the lateral distribution of scattered protons.

(a) 100 MeV (b) 10 MeV

Figure 3.6: The mean and median DCR evolution of the 180 nm megapixel SPAD camera
irradiated with 100 MeV and 10 MeV protons.

the array.
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Figure 3.7: Mean DCR of the 180 nm megapixel SPAD camera at different temperatures before
and after irradiation

Deep-level trap activation energy

The SPAD’s DCR level can be reduced post-radiation by cooling it down. High-energy protons

can create defects that serve as deep-level traps, capturing electrons and holes. At higher

temperatures, trapped charges have a higher chance of escaping and triggering an avalanche.

The temperature dependence of the mean DCR of the megapixel SPAD camera before and after

irradiation is shown in Fig.3.7. Afterpulsing is suppressed by taking binary frames, capturing

mostly the primary dark count as the time interval between frames is significantly longer than

the afterpulsing lifetime. By using the Arrhenius law with DCR ∝ exp(−Eact /kB T ), where Eact

is the activation energy, kB is the Boltzmann constant, and T is temperature, the activation

energy of these traps can be determined.

Fig.3.8a and Fig.3.8b show the Eact of the pixels before and after 100 MeV and 10 MeV proton

irradiation. Before irradiation, two groups of pixels, A and B, with Eact of approximately 1.1 eV

and 0.8 eV, respectively, can be identified. These groups correspond to the two groups of SPADs

shown in Fig.3.4, where the two knees are presented. This correlation between trap energy

and DCR level demonstrates that, before irradiation, the DCR of the pixels is determined by

the type of existing defects from the fabrication process.

After irradiation, the median Eact decreases from the silicon bandgap of 1.1 eV to the half

bandgap, indicating the emergence of deep-level traps due to radiation damage. This also

explains why the knees in Fig.3.4 are less distinguishable at higher cumulative doses. We

can observe several distinct activation energies such as 0.16 eV, 0.38 eV, 0.44 eV, and 0.55 eV,

which correspond to the energy levels of oxygen-vacancy complex, divacancy, phosphorus-

vacancy, and mid-bandgap. These energy levels are also observed in spectroscopy studies of

CMOS image sensors and SPADs, as well as in photoconductivity measurements of electron-
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(a) 100 MeV (b) 10 MeV

Figure 3.8: The distribution of activation energy in the megapixel SPAD camera is shown
before and after exposure to 100 MeV and 10 MeV proton irradiation, which explains how trap
energy can impact the DCR levels. Groups A and B correspond to the pixel groups in Fig.3.4.

irradiated silicon [74]–[78]. The spread in activation energies is attributed to trap-assisted

tunneling and the Poole-Frenkel effect, which reduces the energy required for carrier transport

[77]–[80]. The observed activation energies may vary from the electric field strength where

the defect is created spatially. The two DUTs exhibit a similar median activation energy of 0.5

eV, indicating that the DCR levels are more affected by the densities of the defects generated

post-irradiation.

Afterpulsing probability

We observed a significant increase in DCR, by orders of magnitude, in several 55 nm SPAD

pairs when the DUT was exposed to 10 MeV protons, compared to its counterpart exposed

to 100 MeV protons. This contradicts the defect counts obtained from our simulations. Our

observation reveals that the dark count statistics in these SPADs are primarily dominated by

strong afterpulsing.

Afterpulses can occur when trapped charge carriers from previous avalanches are released,

possibly igniting another avalanche and contributing to overall DCR. To measure afterpulsing,

SPADs are placed in a dark environment, and the inter-arrival time of noise pulses is measured.

In the absence of afterpulses, the inter-arrival time histogram should follow a single exponen-

tial decay for a Poisson process, with any contribution above the exponential fit defined as

afterpulsing [81]. The afterpulsing probability (APP) is defined as the number of pulses above

the exponential fit divided by the total number of pulses, as shown in Equation 3.1.

APP =
afterpulses

primary dark count+afterpulses
=

afterpulses

dark counts
×100%. (3.1)
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Fig.3.9a displays a SPAD that exhibits minimal afterpulsing prior to radiation, as most of

the DUTs demonstrated APP < 1% before radiation damage. Fig.3.9b shows the same SPAD

undergoing afterpulsing characterization with various excess bias voltages after radiation

damage.

(a) before irradiation (b) after irradiation

Figure 3.9: Measurement of afterpulsing on a 55 nm SPAD with an active area radius of 2.43
µm showed no pulses above the Poisson single exponential fit, indicating the absence of
afterpulsing before radiation. After radiation, the probability of afterpulsing increased with
higher Vex , and the single exponential fit is shown by the straight line.

The increase in afterpulsing is significant and becomes dominant in DCR as excess bias

increases. This is clearly illustrated in Fig.3.10a, where thirteen SPADs exhibit similar behavior.

A 50% afterpulsing probability in a SPAD means that every signal pulse or primary dark count

will be followed by an afterpulse. For imagers operating at low frame rates, this may not be a

problem since only the first pulse or the pulse originating from the true signal is registered

in each binary frame. This is also why DCR is proportional to the defect count for the 180

nm megapixel camera. However, afterpulsing can be problematic for telecommunication

applications such as QKD, where it can result in a loss of efficiency in the setup[82], [83].

Additionally, afterpulsing can introduce correlations between pulses in quantum random

number generators[84], making it a significant issue.

Fig.3.10a also shows that SPADs irradiated with 10 MeV protons generally exhibit a higher

afterpulsing probability compared to those irradiated with 100 MeV protons, potentially due

to the presence of more defects within the depletion region as previously discussed. According

to [85], the time-dependent afterpulsing count can be modeled as follows:

Pap (t ) =
N∑

i =1
Ai

1

τi
·e−t/τi , (3.2)

where N is the total number of deep-level traps, Ai is an exponential prefactor constant, and
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(a) (b)

Figure 3.10: (a) displays the APP of thirteen measured SPADs at varying Vex values, indicating
a higher afterpulsing probability with higher Vex . SPADs irradiated with 10 MeV proton exhibit
more severe afterpulsing (highlighted in red). (b) shows the APP of three measured SPADs
(in different colors) irradiated with 100 MeV proton at Vex = 3 V, indicating an exponential
increase in APP with decreasing temperature.

τi is the lifetime of the i -th trap.

We investigated the temperature dependence of the trap lifetime and its relation to APP. To

this end, we tested the APP of three SPADs at different temperatures, with the voltage adjusted

at each temperature to operate the SPAD at an excess voltage of 3 V. The results are shown in

Fig.3.10b. It can be observed that the APP exhibits an exponential increase as the temperature

decreases, which is consistent with the simulation results reported in [78]. This is because a

longer trap lifetime τ at lower temperatures increases the probability of triggering an avalanche

during the recharge phase of a SPAD, while at higher temperatures, the trapped carriers may

be released before the SPAD recharges.

We can observe in Fig.3.9b that afterpulses add a multi-exponential component to the single

exponential Poisson statistic with a trap lifetime of up to tens of microseconds. This finding

supports not only the time-dependent afterpulsing model in Equation 3.2, but also the previ-

ously mentioned cumulative DCR distribution of the 180 nm SPAD camera, which showed

different trap energy levels. These results suggest that multiple defects with different trap

energy levels are created during irradiation.

In most of the existing literature, the increase in DCR is commonly modeled as a linear function

of cumulative dose. However, we have found this approach to be inaccurate. To model the

DCR more accurately, we must consider not only the cumulative dose but also the APP after

radiation. Using Equation 3.1, we can express the primary dark count and afterpulse count in

terms of DCR and afterpulsing rate. Therefore, we obtain the following:
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1−APP =
Primary DCR [cps]

DCR [cps]
. (3.3)

We can then write the DCR under radiation as follows:

DC R(DDD, APP ) = DC R0+
DC R0 + (Kd ×Vdep ×DDD)

1−APP
=

Primary DCRr ad

1−APP
[cps], (3.4)

where DC R0 (in cps) is the original DCR before radiation assuming no afterpulsing. The

second term in the numerator represents the linear increase in the primary dark count or the

linear increase in the leakage current of a diode due to the increase in the number of defects.

The constant Kd , or the damage factor (in carriers per cm3 per MeV/g), describes the density

of damage caused by the radiation source, and Vdep (in cm3) represents the depleted volume

[23], [86]. This means that the primary dark count will increase linearly with the DDD. On the

other hand, the denominator is a scaling factor that takes into account afterpulses triggered

by primary dark counts, as described in Equation 3.3.

In Fig.3.11, we compare the linear model, commonly used in literature, with the proposed

model shown in Equation 3.4. The mean Kd was obtained using the megapixel SPAD camera,

with Kd values of 6.7 × 104 and 2.2 × 105 for 100 MeV and 10 MeV protons, respectively,

consistent with previous findings[86]. The acquired Kd and APP were used to calculate the

DCR. As shown in Fig.3.11a for five measured SPADs, the afterpulsing correction significantly

improves the accuracy of the DCR values for SPADs with high DCR increase, whereas the linear

model underestimates the DCR level by not considering the influence of afterpulsing.

It is challenging to determine how APP will change with cumulative dose as the afterpulsing

characterization was only conducted before and after the last dose of radiation. However, if we

assume that the ratio of afterpulses to primary dark counts increases linearly with cumulative

dose, we can anticipate a quadratic increase in DCR. Fig.3.11b shows an example of DCR

prediction based on the assumption of APP = 90% at 1 PeV/g and using the known Kd . The

model that considers afterpulsing provides a more accurate prediction of DCR increase, as

demonstrated in the figure.

DCR Random Telegraph Signal

In some of the damaged SPADs, we observed the occurrence of random telegraph signal (RTS)

in DCR. Before irradiation, RTS was not detected in any of the DUTs. Several reports have

previously mentioned RTS [87], [88], and we observed it in several DUTs in our study. An

example of two 55 nm SPADs displaying RTS behavior is depicted in Fig.3.12. As the 55 nm

SPADs are passively quenched and have no integrated readout circuit, we can affirm that this
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(a) (b)

Figure 3.11: (a) shows the comparison between the linear model (red) and the proposed model
(green). The proposed model provides more accurate predictions for SPADs with a high DCR
increase due to afterpulsing. In (b), the proposed model predicts the DCR increases with
cumulative dose under the assumption of 90% of APP at 1 PeV/g.

random telegraph noise originates from the SPADs themselves. RTS can be attributed to the

presence of bi-stable or multi-stable defects within the silicon bulk, resulting in a random

shift of two or more DCR levels.

(a) Before irradiation (b) After irradiation

Figure 3.12: Two 55 nm SPADs, with active area radii of 3.825 and 2.62 µm, exhibiting DCR RTS
at DDD of 80 TeV/g. The DCR rate in each second fluctuates randomly between several levels
during a 600-second measurement.

Photodetection probability

PDP in SPADs depends on various factors such as quantum efficiency and breakdown proba-

bility, which are influenced by the SPAD’s structure and doping profile. However, in all tested

DUTs, there is no observable change in the PDP, indicating that the radiation does not affect
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the SPAD’s structure and doping profile, as previously reported in [25]. A comparison of the

PDP of the SPAD camera before and after irradiation can be seen in Fig.3.13.

Figure 3.13: Comparison of the PDP of the megapixel camera before and after irradiation
shows no observable change.

Jitter

Jitter in DPADs is influenced by the time required for a photoelectron to be multiplied in the

high-field avalanche region and for a photoelectron to diffuse to the multiplication region.

To investigate whether radiation damage affects timing jitter, we utilized a 180 nm SPAD

specifically designed for precise single-photon counting [68]. This SPAD was tested both

before and after being exposed to 300 TeV/g DDD, and the results of the jitter measurement

at 780 nm wavelength are displayed in Fig.3.14. As expected, there was no degradation in

jitter observed. The error bar indicates the standard deviation among repeated measurements.

The slight variation between measurements may be attributed to sample alignment with the

experimental setup, causing an error at the picosecond level. These results are consistent

with the prediction that a few hundred vacancies within the SPAD should not impact charge

diffusion or the avalanche-triggering process.

Annealing

Annealing has been utilized to mitigate the impact of radiation damage not only in SPADs but

also in photomultiplier tubes and charge-coupled devices, as reported in previous studies [28],

[88], [89]. This work presents the findings of SPAD recovery through both room-temperature

and high-temperature annealing.
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(a) (b)

Figure 3.14: (a) The jitter measurement of a 180 nm SPAD with 8.8 µm radius at 26 V operating
voltage before and after radiation. The timing jitter is defined as the FWHM of the measured
histogram. (b) The comparison of jitter at different operating voltages before and after radia-
tion. The error bar indicates the standard deviation between repeated measurements.

Research has demonstrated that ionizing damage induced by TID is reversible and can recover

at room temperature [90]. In contrast, the damage caused by DDD gives rise to vacancy-

interstitial defects, which necessitate high energy or high-temperature annealing for recovery

[91]. The DCR of each sample was measured multiple times at room temperature after the

final dose of proton radiation to monitor changes in DCR over four weeks. Following this, the

samples were subjected to high-temperature annealing of up to 160 ◦C using a universal oven.

1. Room-temperature annealing:

As shown in Fig.3.3 and 3.6a, room-temperature annealing can occur during irradiation

or during discontinuous exposure periods, similar to rapid self-annealing as discussed

in [21]. After the final dose of exposure, all DUTs were kept at room temperature

to observe this phenomenon. Fig.3.15 illustrates the DCR of the megapixel cameras

dropping rapidly within three days after the last exposure dose, followed by a slower

decrease over four weeks, similar to behavior shown in [71]. The DUT exposed to 10

MeV exhibited a larger DCR drop than the one exposed to 100 MeV, with median DCR

recovery percentages of 20% and 40%, respectively. This could be due to the higher TID

received by the 10 MeV sample, as recovery from displacement damage is less likely

at room temperature. Additionally, the mean DCR ratio of the two DUTs on the last

measured day is still similar to the defect count ratio acquired from the TRIM simulation.

The recovery trend observed in our DUTs is similar to that of metal-oxide-semiconductor

devices subjected to X-ray and cobalt-60 radiation, where the threshold voltage shift

recovers in a logarithmic trend over weeks [92], [93]. This suggests a transient response

resulting from ionizing damage at the oxide interface. Accumulated TID can trap charges

at the surface of the SPAD or at the isolation-silicon interface, where oxide is used for
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(a) 100 MeV (b) 10 MeV

Figure 3.15: Evidence of room-temperature annealing of the 180 nm megapixel SPAD camera.

passivation or in trenches to prevent electric leakage between adjacent devices. The

reduction in SPAD DCR may result from neutralizing these oxide-trapped charges.

2. High-temperature annealing:

The DUTs underwent high-temperature annealing after being annealed at room tem-

perature. Each temperature step lasted for an hour, and the DUTs were cooled down

gradually to room temperature for DCR characterization. The temperature range used

was 100 ◦C to 160 ◦C in 20 ◦C steps.

Fig.3.16 illustrates the outcome of high-temperature annealing of the DUTs, which were

exposed to 100 MeV and 10 MeV protons. The DCR drop may be caused by accelerated

recovery of ionizing damage due to the higher temperature. The trend is similar to what

was observed in [88], with the exception that our DUTs have not yet fully recovered. The

behavior of DCR, with a more significant drop between 120 ◦C and 140 ◦C, resembles the

profile of defect concentration versus annealing temperature of a phosphorus–vacancy

complex [74]. Defect complexes, such as oxide-vacancy complexes, arsenic–vacancy

complexes, or divacancies [74], may be responsible for the unannealed fraction in our

DUTs, requiring higher temperatures for annealing.

Fig.3.17 compares the activation energy of the 180 nm megapixel SPAD camera be-

fore and after irradiation and annealing. The results show a uniform shift towards

the bandgap 1.1 eV, with the mean activation energy increasing from 0.5 eV to 0.7 eV.

However, there is still a noticeable cluster around 0.4 eV for both DUTs, suggesting the

presence of unannealed phosphorus-vacancy complexes and divacancies.
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(a) 100 MeV (b) 10 MeV

Figure 3.16: High-temperature annealing results of the 180 nm megapixel SPAD camera.

(a) 100 MeV (b) 10 MeV

Figure 3.17: Activation energy distribution of the megapixel SPAD camera after irradiation and
after high-temperature annealing.

3.2 Neutron radiation

In this section, we studied the effect of neutron irradiation, which is typically encountered in

terrestrial and high-energy physics radiation environments. The aim is to provide a prelimi-

nary study for an upgrade of the RICH detector of the LHCb [57], Belle II, and ALICE 3 [58]

experiments.

3.2.1 Materials and methods

The detectors are expected to maintain adequate performance throughout several years

of data-taking despite accumulating radiation damage. The estimated equivalent neutron

fluence by the end of the detector’s life is approximately 3×1012 1-MeV neutron equivalents per
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square centimeter (neq /cm2) [94]. We selected 25 µm SPADs with high precision timing [68]

as the irradiation target. The DUTs were irradiated using the TRIGA Mark II nuclear reactor

at Jožef Stefan Institute (JSI, Ljubljana, Slovenia), which supports a flux of approximately

4×1012 neq /cm2/s within the triangular irradiation channels at full power of 250 kW [95].

Three samples were irradiated to doses of up to 1010, 1011, and 1012 neq /cm2. Each sample

was irradiated for 143 seconds with the reactor power set at 5.2, 50.2, and 500.2 W, respectively.

3.2.2 Results

In Fig.3.18, three samples with four SPADs each were exposed to doses of 1010, 1011, and

1012 neq /cm2. In Fig.3.18a, we can see that 2 SPADs maintain their original DCR level at 100

cps, which is similar to what we observed in the proton-irradiated samples, indicating no

damage at such a dose. With an increasing dose, more SPADs are damaged, and the resulting

DCR levels are higher. Fig.3.18c shows the DCR of four SPADs irradiated with a dose of 1012

neq /cm2. All four SPADs show DCR levels approaching the maximum count rate of the SPAD

pixel, around 10 Mcps. The average DCR, despite the insufficient statistics, can be visualized in

Fig.3.18d. The average shows that the DCR increases by 1 order of magnitude as the delivered

neutron dose increases by 1 order of magnitude.

In some of the irradiated SPADs, we observed an increase in APP. APP varies in a wide range

amongst SPADs, from negligible afterpulsing (<0.1%) to 44%. With these samples, we extracted

the potential reasons for this behavior. Before irradiation, the SPADs showed low APP. After

irradiation, we observed afterpulsing, as shown in Fig.3.19. The sample shows an APP of

33.8%. By performing exponential fitting (red) on the tail of the counts (black), we can extract

the primary dark counts as they follow a Poisson process. The counts that are on top of the

exponential fit are identified as afterpulses (blue). We can see that the afterpulse is also an

exponential function. In many cases, as in the proton irradiated samples, the afterpulses

can be a multi-exponential function as different traps can have different lifetimes for carrier

release. In this particular case, we performed a single-exponential fit on the afterpulses and

extracted the afterpulse trap lifetime, which was found to be 55 ns.

In Table 3.2, we show the DCR and APP values for all 12 SPADs after annealing. We found

the trap lifetime to be in the range of tens to hundreds of nanoseconds. We can observe that

there is no direct relationship between the final DCR and APP. A SPAD with a higher DCR may

have a lower APP, and vice versa. In this type of interarrival-time measurement, a SPAD with

a high primary DCR may mask its afterpulsing. That is, a primary dark count can trigger an

avalanche at the same time a trapped carrier from the last avalanche is released.

We studied the temperature-dependent DCR of these SPADs. The results can be found in

Fig.3.20, which shows that the DCR halves roughly every 10 ◦C of temperature decrease. This

demonstrates the potential of using a cooling system to lower the overall DCR when SPADs

are used in a high-energy physics experiment.
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(a) 1010 neq /cm2 (b) 1011 neq /cm2

(c) 1012 neq /cm2 (d) Average DCR

Figure 3.18: The DCR level of three samples with four SPADs each irradiated to doses of 1010,
1011, and 1012 neq /cm2.

3.3 Discussions

The characterization of traps in semiconductors has been a challenging task since the incep-

tion of semiconductor devices. The purpose of this is to evaluate the quality of the devices. To

identify the properties of the traps, it is necessary to determine their concentration, energy

levels, and carrier capture rates. For irradiated semiconductors, the formation of defects such

as A-center (oxygen-vacancy complex) and E-center (group-V impurity-vacancy complex) has

been observed. Various techniques have been used to study these defects, including electron

spin resonance or paramagnetic resonance (EPR) spectroscopy [96], [97]. This technique uses

the interaction of unpaired electrons with a strong magnetic field to identify the energy levels

of the defects. It has been shown that the EPR signal arises from the neutral charge state of the

defect, which is a lattice vacancy trapped next to a substitutional phosphorus atom [74], [98].

For optical detectors or p-n junction devices, it has been demonstrated that irradiation-
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Figure 3.19: An afterpulsing measurement of a 25 µm SPAD that was irradiated with 1012

neq /cm2. The black curve represents the counts, the red curve represents the exponential fit,
and the blue curve represents the afterpulses. The trap lifetime was found to be 55 ns.

Dose 1010 1011 1012

DCR 841k 658 109 110 653k 410 704k 98.7k 15.0M 8.4M 8.8M 6.4M
APP 28.7 5.0 5.0 1.0 0 0.3 25.1 10.4 33.8 5.8 8.5 44.0

Table 3.2: Final DCR (cps) and APP (%) of 12 SPADs irradiated with different doses from 1010
to 1012 neq /cm2.

induced defects can lead to unwanted dark current or noise, which is also reported in this

study. Characterization of defects has been performed on CMOS image sensors based on

pinned photodiodes [76], [99]. In particular, [99] extracted the activation energy using the

carrier generation and recombination characteristics of p-n junctions derived by C.T. Sah

[100], which is an extension of the Shockley-Read-Hall (SRH) recombination or trap-assisted

recombination [101], [102]. In these studies, the diode devices operate at a low reverse bias

below the breakdown voltage. The generation rate of electrons in dark conditions can be

quantified by the leakage or dark current. The activation energy of the defects can then be

extracted using the Arrhenius equation, which relates the dark current and the operating

temperature in an exponential relationship. This is known as dark current spectroscopy.

According to Boltzmann statistics that govern multistage reaction processes, the reaction

rate limiting step is expected to occur at energies larger than half the bandgap energy (Eg /2).

However, in many studies of photodiodes and SPADs, Eact smaller than Eg /2 have been
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Figure 3.20: Temperature-dependent DCR of the sample irradiated with 1011 neq /cm2.

observed [77]. This phenomenon is often attributed to the presence of tunneling or electric

field-enhanced emissions [76], [103].

For SPAD operation, noise appears in the form of dark counts. Unlike dark current in conven-

tional photodiodes and linear-mode avalanche photodiodes, where the noise comes in the

form of continuous current in a non-equilibrium steady state, when a dark count occurs in a

SPAD, the number of carriers changes dramatically. An electron that triggers the avalanche

breaks the steady state, and carriers continue to increase until the device is quenched and

recharged. While the number of charge carriers changes within the space charge region, the

Fermi level shifts resulting in a dynamic behavior [76], [104]. Afterpulsing is a behavior that

is unique to SPADs. It occurs when charge carriers become trapped in energy states within

the bandgap, resulting in extra dark counts. Taking afterpulsing into account, the charges

that trigger an avalanche do not necessarily originate from the valence band within the space

charge region. This behavior can potentially affect the extraction of activation energies.

The behavior of carriers releasing from energy states within the bandgap resembles that of

defects in semiconductors. In fact, defects in semiconductors are identified using deep-level

transient spectroscopy (DLTS), which was introduced by D.V. Lang [105], [106]. In DLTS, a p-n

junction is prepared in a quiescent reverse-biased state, as shown in Fig.3.21. In this state, with

a reverse bias Vb , the carriers within the depletion region are swept out by the electric field. As

the trap energy level (ET ) is raised above the quasi-Fermi level, the carriers are less likely to be

trapped in ET . A pulse of charge is then injected into the depletion region of a p-n junction

with forward bias. With sufficient time for minority carrier injection, in this case, electrons,

the traps are filled with trapped electrons. The junction is then brought back to reverse bias

conditions. As ET is lifted above the Fermi level, the electrons can thermally escape from the

traps to the conduction band, creating a capacitance transient [107] or a voltage transient

[108], [109].
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Figure 3.21: The working principle of deep level transient spectroscopy.

To characterize the trap with the transient response, we need to find a link between the

emission probability and time. This can again be done with the help of the SRH recombination

process. We need to consider two processes, RC−T and RT−C , which represent the rate with

which electron density transits from the conduction band to the trap level and the rate with

which electron density transits from the trap to the conduction band, respectively. We can

write RC−T [1/cm3 · s] as follows:

RC−T = r ·ne ·n0
T , (3.5)
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where r is the rate of the volume that is probed by the electron and can be represented by

the thermal velocity of the electron vth [cm/s] and the capture cross-section of the trap level

for conduction-band electrons σe [cm2], with the relation of r = vth ·σe . The second term, ne

[1/cm3], is the electron density. n0
T is the density of trap levels with no electron in it, which

can be described by the total density of deep-level states NT and the Fermi-Dirac statistic with

n0
T = NT · [1− f (ET ,T )]. We can then write RC−T as:

RC−T = vth ·σe ·ne ·NT · [1− f (ET ,T )]. (3.6)

By the same principle, we can derive the rate at which electrons transition from the trap level

to the conduction band, denoted by RT−C . This rate can be expressed as:

RT−C = r ′ · (NC −ne ) ·n−
T . (3.7)

Here, (NC −ne ) gives the density of unoccupied states in the conduction band, which is

typically much larger than the electron density ne . n−
T is the density of negatively charged

traps with one electron in each trap and can be written as NT · f (ET ,T ). Combining these

expressions, we can write RT−C as:

RT−C = r ′ ·NC ·NT · f (ET ,T ). (3.8)

Here, r ′ represents the rate of the volume that is probed by the electron for the emission

process. We can define the emission rate en [1/s] as r ′ · NC . In local equilibrium, we can

assume the rate of electrons going from the conduction band to the traps and the rate of

electrons going from the traps to the conduction band are the same (RC−T = RT−C ). With

equation 3.6 and equation 3.8, we can find:

en =
vth ·σe ·ne · [1− f (ET ,T )]

f (ET ,T )
. (3.9)

Depending on the Fermi level EF , we get ne = NC e−(EC−EF )/kb T and

f (ET ,T ) = 1/(e(ET −EF )/kb T +1). We can then find the electron emission rate as:

en = vth ·σe ·NC ·exp(−EC −ET

kbT
). (3.10)

With the same method, we can derive the hole emission rate eh . We can see that if the trap

energy level is closer to the conduction band, the trap has a higher emission rate. This is also

why electron traps lie mostly above the mid-bandgap, closer to EC .

The observable, i.e. the capacitance or the voltage across the junction, is linearly proportional

to the number of charges changing in the traps, in other words, the density of filled traps n−
T .
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3.3 Discussions

With the ratio of eh and en , we can represent n−
T as the following:

n−
T =

eh

eh +en
NT , (3.11)

where NT is the total density of trap states. We can also write the variation of n−
T with respect

to time as:

dn−
T

d t
= −en ·n−

T +eh · (NT −n−
T ), (3.12)

which considers both the emission of filled traps and the emission of holes from empty traps.

The solution to this differential equation 3.12 is:

n−
T (t ) =

eh

eh +en
NT + en

eh +en
NT ·exp(

−t

1/(eh +en)
). (3.13)

We can now determine the time constant τ = 1/(eh +en), which characterizes how the number

of carriers changes in the traps and thus how the observable changes over time. For simplicity,

let’s consider an n+p junction, in which most of the depletion region lies in the p region. For

an electron trap, by definition, eh << en , meaning that the trap is most of the time empty and

ready to trap an electron. The time constant τ can then be approximated as 1/en , where en is

given by equation 3.10.

With the measurement result, we can thus find that the emission rate follows the Arrhenius

relation. The plot of the natural log of the emission rate ln(en) versus the reciprocal of kbT

will give us a negative slope, which is the activation energy Eact = EC −ET .

Now, we can draw an analogy between DLTS and SPAD operation. When a SPAD fires, a

large number of carriers flow into the depletion region. Similarly to applying a forward bias,

the carriers traveling through the depletion region can become trapped. When the SPAD is

recharged with a reverse bias, the energy levels of the traps are lifted above the Fermi level, thus

allowing carrier emission and causing another avalanche. A similar idea has been proposed for

avalanche photodiodes [110]. In the case of irradiated SPADs, we observe strong afterpulsing,

which indicates that the DCR is dominated by carriers that are released from the trap levels.

As both vth and NC are temperature dependent, with vth ∝ T 0.5 and NC ∝ T 1.5, researchers

have plotted ln(en/T 2) versus 1/T in various studies [111]–[113]. The σe is weakly dependent

on temperature but strongly dependent on energy [114]. In our study, we extracted the Eact

values using the conventional ln(DCR) vs. 1/T plot. As the temperature range measured was

small, the resulting Eact values did not change much, even when fitted with ln(DCR/T2). The

afterpulsing in the DCR of SPADs and the capacitive transient in DLTS both originate from

carrier emission from traps. Interestingly, this could be the reason why activation energy

smaller than half bandgap can be measured from our samples.
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3.4 Conclusion

We conducted a study to analyze the impact of proton and neutron radiation on SPADs. With

proton, we irradiated the 55 nm BCD and 180 nm CMOS SPADs up to a displacement damage

dose of 1 PeV/g. SPADs that were irradiated with lower energy protons exhibit larger and

quicker increases in DCR than those exposed to higher energy protons. This behavior is

consistent with measurements performed on other, older, technologies [9]. The reason for

this behavior is that lower energy protons have a more effective interaction with the silicon

lattice, creating a greater number of defects and more significant ionizing damage. We found

that afterpulsing plays a significant role in the increased DCR. When SPADs are operating

in a more favorable regime with higher Vex for higher PDP and lower temperature for lower

DCR, the afterpulsing effect becomes more pronounced. This issue has not been addressed in

most literature on radiation damage in SPADs, but we believe it should always be taken into

consideration because afterpulsing can impact applications such as quantum communication

and quantum random number generation. We have introduced a new model for predicting

SPAD DCR considering afterpulsing. The experimental data of SPADs with high afterpulsing

probability are better fitted by the model. We hypothesize that the presence of afterpulsing

and different DCR level populations in the megapixel SPAD camera can be attributed to the

creation of multiple trap energy levels resulting from radiation damage. These energy levels

are believed to correspond to various complexes, including divacancies, oxide-vacancy, and

phosphorus-vacancy complexes formed by proton radiation. Our findings also reveal that

the DCR level is influenced by different trap energy levels before irradiation, while it is more

dependent on the number of defects created after irradiation. Moreover, the DCR RTS effect

also shows how proton radiation can create bi-stable or multi-stable defects. We observed that

the SPAD DCR showed recovery under room-temperature annealing and high-temperature

annealing during irradiation. This recovery may be attributed to the transient response of

ionizing damage, as the oxide-trapped charges are neutralized, and dark counts from the

oxide-silicon interface are reduced. The logarithmic trend observed in the SPAD DCR recovery

is similar to radiation effects on MOS devices, and further improvement is observed after

high-temperature annealing. Our findings suggest that the drop in DCR could be the result of

phosphorus-vacancy annealing, as the recovery trend follows the defect concentration versus

the annealing temperature of the phosphorus-vacancy complex. We also investigated the

effect of neutron radiation, the results agree with the finding in proton-irradiated samples.

We can see from Fig.3.22 that even after normalizing DCR to the area, larger SPADs exhibit

a higher increase in DCR. Smaller SPADs are naturally more radiation-hard as their photo-

collector regions are less likely to be damaged due to the probabilistic nature of radiation

damage [115]. The newly found stepwise increase in DCR observed in this study supports

the idea that defect creation within or near the photocollector region is necessary for DCR

to increase. Therefore, for applications that require high radiation tolerance and low DCR,

a smaller SPAD size is recommended, despite the potential drawback of lower PDP [9], [63].

Optical enhancements such as microlenses can be employed to improve PDP in smaller SPADs.
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Figure 3.22: Normalized DCR of the DUTs at various DDD values with linear fitting. The trend
indicates that larger SPADs undergo more degradation even after normalizing for the active
area. This may be due to a higher probability of afterpulsing. Moreover, it is observed that
even at the same DDD, lower energy protons cause more damage to the photocollector region.

For mitigating afterpulsing, one can implement a longer hold-off time, during which biasing

is below breakdown, to reduce the trapped charges [116].

Despite the radiation damage, most samples maintained acceptable DCR levels after irradia-

tion. As shown by previous research, radiation damage can cause dark current to increase by

2-4 orders of magnitude in photodiodes and CCDs [9], [14], [15]. However, due to their photon

counting capabilities, SPADs have greater potential for diverse applications in space-based

systems compared to conventional sensors. In summary, the radiation effects observed in this

study demonstrate that SPADs are not only suitable for long-term space missions with much

lower proton flux than our experiments (e.g., 10 protons/cm2/s at 10 MeV for a 400 km polar

orbit mission [117]), but also for high energy physics studies where high radiation doses are

expected.
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4 Results of SPAD-based applications

The advancement of SPAD-based systems has paved the way for significant breakthroughs

in various applications. In this study, we investigate the potential of SPAD-based arrays

in applications including space-based imaging, ranging, and astronomy. Additionally, we

leverage the single-photon sensitivity of SPADs for material characterization, specifically in

the realm of fluorescence lifetime imaging. Furthermore, we leverage the precise timing

capabilities of SPADs for direct radiation detection, highlighting their potential as beam

trackers in high-energy particle beamlines exposed to demanding radiation environments.

By conducting these investigations, we aim to shed light on the versatility and advantages of

SPAD technology across diverse fields of research. The results presented in this chapter are

based on [35], [49], [118] and several conference presentations.

4.1 2D high dynamic range imaging

Radiation damage has been observed to elevate the DCR of SPAD-based cameras [65]. By

considering the anticipated radiation dose in various space missions, it becomes possible to

estimate the rate at which the DCR increases [117]. This understanding proves valuable in

assessing camera performance over its projected lifespan and devising mitigation strategies to

minimize the detrimental effects of radiation damage.

The increase in DCR naturally affects image quality, making it a critical factor to consider

in SPAD-based cameras. Unlike conventional CCD or CMOS cameras, which demonstrate

linear response characteristics, SPAD cameras operate as a quanta image sensor(QIS) and

exhibit nonlinear response behavior [119], [120]. Leveraging this nonlinear response, we can

derive theoretical limits for SNR and dynamic range as a function of exposure time, noise, bit

depth, and incoming light. This quantitative approach allows us to assess image quality under

diverse lighting conditions.

We establish the following proposition:
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Chapter 4: Results of SPAD-based applications

The signal-to-noise ratio (SNR) of a clock-based SPAD camera is defined as:

SNR[dB] = 20log10

 1p
F
· Texp ·λ√

e
Texp ·(λ+DCR)

F −1

 = 20log10

(p
F · texp ·λ√

e texp ·(λ+DCR) −1

)
, (4.1)

where F is the number of binary frames, which is two to the power of the bit depth. Texp is the

total exposure time, texp is the exposure time per frame (Texp /F ), and λ is the actual incoming

signal rate.

Proof of Proposition:

Assuming a SPAD camera is uniformly exposed to a light source governed by Poisson statistics,

with Pr(k) = r k e−r /k ! and k representing the number of events experienced by one SPAD,

we can calculate the probability of the SPAD firing (Pr(k ̸= 0)), m1, and registering a 1 at the

measured output as:

m1 = 1−e−r , (4.2)

where r is the mean number of events. We can see that the probability of a SPAD firing follows

the Bernoulli distribution with m0 being the probability of a binary frame registering a 0 and

equals to 1−m1. Now, we substitute r with the total number of impinging photons and dark

counts per binary frame, denoted as N ′. The expression for m1 is then rewritten as follows:

m1 = 1−e−N ′
= 1−e−

Texp (λ+DC R)

F . (4.3)

If we focus on a single pixel of the camera exposed to this light source, we can expect the

measured output of F frames to be:

MF = F ·m1 = F [1−e−N ′
], (4.4)

which aligns with the well-known nonlinear relationship between detected count and incom-

ing signal observed in quanta image sensors [119]. It can also be understood as a binomial

distribution with F trials and a success rate of m1. To assess the impact of photon shot noise

across the entire camera, we must determine the variance of MF across all pixels. Based on

binomial distribution, we can express the variance as follows:

σ2
m = F ·m1 ·m0 = F · [1−e−N ′

] · [e−N ′
]. (4.5)

If our goal is to achieve dynamic range extension [121] by applying the inverse function to

obtain the impinging photon counts over the entire exposure time Texp ·λ, we must write the

standard deviation of the impinging photon count as:

σn =
σm

∂MF /∂(Texp ·λ)
=

p
F ·

p
1−e−N ′ ·

p
e−N ′

e−N ′ =
p

F
√

eN ′ −1. (4.6)
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4.1 2D high dynamic range imaging

We can then find the SNR as:

SNR =
Texp ·λ
σn

=
1p
F

Texp ·λp
eN ′ −1

. (4.7)

The proposition is supported by both the experimental results performed with the 180 nm

CMOS megapixel SPAD camera detailed in [35] and a Monte Carlo simulation that considers a

1% photo response non-uniformity. The nonlinear measured photon count (MF ) is visualized

in Fig.4.1a, where a 12-bit image is formed with a total exposure time of Texp of 1 second

and F of 4096. The resulting SNR as a function of dark count and incident photon count is

shown in Fig.4.1b. It can be observed from the figure that the SNR of a low-noise SPAD camera

operating in low-light regions is limited by shot noise, as:

lim
Texp ·λ→0

1p
F
·

√
Texp ·λ√

e
Texp ·λ

F −1

= 1. (4.8)

Furthermore, it is evident that the SNR significantly degrades under low-light conditions as

the DCR increases.

(a) (b)

Figure 4.1: In the case of a 12-bit image captured by a SPAD camera with a total exposure
time of 1 second, (a) depicts the measured photon count (MF ) of the 12-bit image under
various incident photon counts and dark count levels. Dark count levels of 0.5 and 10 are
superimposed. (b) illustrates the SNR of the resulting image.

The dip in SNR at higher illumination levels can be attributed to the implementation of

standard deviation correction described in Equation 4.6. At elevated signal strengths, as

evident from Fig.4.1a, the camera’s measured count output becomes saturated. When all pixels

are at their maximum count, this leads to a diminished standard deviation below the shot

noise limit. Consequently, the standard deviation, σm , loses its mathematical significance, as

illustrated in Fig.4.2a. To achieve dynamic range extension through linearizing the measured

count to the impinging photon count, it is necessary to apply the correct standard deviation
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Chapter 4: Results of SPAD-based applications

using Equation 4.6. This involves dividing the standard deviation by the first derivative of the

measured count with respect to the impinging photo count. The resulting corrected standard

deviation, σn , is depicted in Fig.4.2b.

(a) (b)

Figure 4.2: In the case of a 12-bit image captured by a SPAD camera with a total exposure time
of 1 second, (a) shows the standard deviation of the output measured count, σm ; (b) shows
the corrected standard deviation considering dynamic range extension, σn .

The proposition presented is in agreement with the findings proposed in [121], assuming that

the DCR is not considered in a clock-driven SPAD system. Without accounting for the impact

of DCR, the maximum SNR is solely dependent on the frame rate F . This emphasizes the

significance of the bit depth in a SPAD-based imaging system. Additionally, it demonstrates

that the SNR is directly proportional to the square root of the frame rate, or equivalently, the

inverse of the dead time of a binary frame. By increasing the frame rate of a SPAD camera,

which enables more temporal oversampling [64], we can enhance the SNR towards the shot

noise limit, as:

lim
F→∞

1p
F
· Texp ·λ√

e
Texp ·λ

F −1

=
√

Texp ·λ. (4.9)

We can visualize the affect of both DCR and frame rate on the SNR at different illumination

condition in Fig.4.3.

The dynamic range, which determines the range of brightness levels that can be captured

in a single image, is another crucial metric for assessing image quality. We can determine

the dynamic range of the SPAD camera by considering the working condition where the SNR

exceeds unity [119], or SNR = 0 dB. This condition allows us to extract the camera’s dynamic

range based on the proposition.

As the DCR increases, the SNR deviates from the shot noise limit, particularly in low light

conditions. This deviation not only impacts the image quality of low light regions but also
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Figure 4.3: The SNR of a SPAD camera with DCR at different illumination condition (Texp ·λ =)
(a) 100, (b) 6530, and (c) 25000.

affects the dynamic range. Fig.4.4a demonstrates the dynamic range degradation of 8-bit,

10-bit, and 12-bit images as the DCR increases. Even a small increase in DCR leads to a rapid

degradation of the dynamic range, especially for images with lower bit depths.

As mentioned earlier, the frame rate plays a crucial role in improving the maximum SNR and,

consequently, the dynamic range. Fig.4.4b displays the dynamic range of images with different

bit depths. It is evident that a SPAD camera with no noise can achieve a dynamic range of over

100 dB with a bit depth of 13. However, as the DCR increases, a higher frame rate becomes

necessary to maintain a reasonable dynamic range.

(a) (b)

Figure 4.4: (a) depicts the degradation of dynamic range in 12-bit, 10-bit, and 8-bit images
captured by a SPAD camera with a total exposure time of 1 second, as the DCR increases. (b)
illustrates the improvement of dynamic range with an increasing bit depth at different DCR
levels.

To further improve the dynamic range of the system, one can integrate images using a mixed

exposure technique. This is similar to what is known as exposure bracketing in conventional

cameras. The exposure timing sequence is illustrated in Fig.4.5, where both mono-exposure
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Chapter 4: Results of SPAD-based applications

and dual-exposure modes are depicted. In the mono-exposure mode, the exposure time, τm ,

for each binary frame is kept identical. In the dual-exposure mode, the image is composed of

alternating long and short exposure times, τL and τs , respectively. To maintain the same total

exposure time over F frames, the sum of τL and τs should equal to 2τm .

Figure 4.5: Exposure timing of the mono- and dual-exposure mode.

Assuming the DCR is significantly lower compared to the impinging photon rate, we can derive

the estimated measured count of the mono-exposure mode using Equation 4.4 as follows:

Mmono = F [1−e−N ] = F [1−e−
Texpλ

F ], (4.10)

where N is the number of impinging photons per binary frame. The estimated measured count

in the dual-exposure mode is a combination of two mono-exposure images with different

exposure times. We can then estimate the measured count as follows:

Mdual =
F

2
[1−e

−2N · τL
τL+τs ]+ F

2
[1−e

−2N · τs
τL+τs ]. (4.11)

Using Monte Carlo simulation, we can observe the measured photon count for both the mono-

exposure mode and dual-exposure mode with ratios of 1:2, 1:4, and 1:8, as depicted in Fig.4.6a.

This simulation was validated through measurements using a uniformly illuminated white

scene. The measurement results are superimposed onto the same figure, demonstrating the

accuracy of both the simulation and the equation in predicting the measured count of the

SPAD camera. The SNR values for both the mono-exposure and dual-exposure modes are

depicted in Fig.4.6b. Once more, the comparison demonstrates that the proposition accurately

characterizes the SNR of an image under specific illumination conditions.

Finally, we demonstrate high dynamic range imaging with a real-life scene in Fig.4.7. Both

images were captured using the same exposure time. It can be observed that in the mono-

exposure image, the mountains and the lamp appear overexposed, leading to a loss of details.

In contrast, the dual-exposure image, which utilized a 1:8 ratio, reveals the mountains in the

background and the distinct edges of the light bulb.
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4.1 2D high dynamic range imaging

(a) (b)

Figure 4.6: Measured count and SNR of mono- and dual-exposure mode. The solid lines
correspond to the results of the Monte Carlo simulation, while the data points represent actual
measurements.
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Chapter 4: Results of SPAD-based applications

(a) Mono-exposure

(b) Dual-exposure (HDR)

Figure 4.7: 2D 18-bit images of a real-life scene. The improvement of dynamic range can be
visualized in the dual-exposure image.
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4.2 3D imaging

4.2 3D imaging

4.2.1 Object ranging

We employed the same camera as previously mentioned and transitioned to gating mode for

the purpose of object detection and ranging. The methodology is comprehensively explained

in Chapter 2. In Fig.4.8, we depict the setup detailed in [35], which is used as an illustration for

multi-object ranging. This setup incorporates a synchronized diffused light source and the

SPAD camera. The scene consists of a Semi-transparent plate and an opaque sphere.

Figure 4.8: Multi-object ranging setup (top) and measurement result (bottom) [35].

As the depth reconstruction is done by finding the rising edge of the gate as shown in Chapter 2

Fig.2.10, the noise component does not have a noticeable effect on the accuracy of ranging

unless the reflected signal is completely overpopulated by the dark counts.

The resolution in depth is determined by the precision of the gate shift step. Consequently,

achieving greater depth resolution and extending the maximum measurable depth involves

trading off acquisition time as the total acquisition time is proportional to the total number

of gate positions. In comparison to Direct Time-of-Flight (DTOF) LiDAR systems, where

the reflected photons are directly time-binned, gating methods do indeed exhibit a speed

disadvantage. In applications demanding rapid response times like automotive sensors, DTOF

LiDAR systems would be more suitable. Nonetheless, DTOF LiDAR systems necessitate time-

binning components like Time-to-Digital Converters (TDC), which introduce complexity to

the circuitry and consequently hinder the scalability of the sensor array. In contrast, gating

circuitry, as demonstrated in this study, offers improved scalability for sensor arrays.
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To demonstrate the advantages of a large-scale array with gating circuitry, we further explore

applications that require 3D information acquisition.

4.2.2 Fluorescence lifetime imaging

As mentioned in the introduction, efforts have been made to downscale microscopy systems

for use in various challenging environments. We utilized the timing capabilities of the SPAD

camera to showcase an application that offers enhanced functionality in such contexts. Fluo-

rescence lifetime imaging microscopy, referred to as FLIM, stands apart from conventional

fluorescence imaging methods as it focuses on assessing the temporal characteristics of a

fluorophore, namely its fluorescence lifetime [122]–[124]. The fluorescence decay can be

influenced by factors in the fluorophore’s environment, including oxygen concentration, pH

levels, and protein-protein interactions, among others [124]–[126]. Consequently, the derived

lifetimes can unveil contrasts within the sample that wouldn’t be perceptible from fluores-

cence intensity measurements alone. FLIM finds extensive application in the field of biological

sciences [127], [128]. For example, in cancer research, FLIM has been employed for tasks

such as cancer cell detection [129]–[132], anti-cancer drug delivery [133], [134], and studies

on the effectiveness of anti-cancer drugs [135], [136]. Moreover, FLIM has started gaining

significance in clinical diagnostics[136]–[138]. However, its widespread implementation in

clinical settings is still limited due to constraints related to imaging speed and field of view

(FOV) of existing FLIM systems [138]. These challenges stem from the fact that the intrinsic

lifetimes of endogenous fluorophores and fluorescent proteins typically fall within the range

of 0.1 to 7 ns [127]. Given the presence of various potential quenching interactions that further

reduce lifetimes [124], [139], [140], detectors with sub-nanosecond temporal resolution are

necessary for accurate FLIM. Commercially available systems often rely on confocal micro-

scopes equipped with detectors suitable for point-scanning, such as photomultiplier tubes or

Charge-Coupled Device (CCD) camera, and utilize time-correlated single-photon counting

(TCSPC) electronics to meet the demanding temporal resolution requirements [141].

However, point-scanning systems are susceptible to photo-bleaching due to the high optical

energy in the employed light pulses. These systems are also more complex to scale down.

Additionally, they cannot immediately provide comprehensive information for the entire FOV,

a limitation that becomes significant when dealing with dynamic scenes or in vivo applications.

It is worth noting that while higher laser power in each spot with 2-photon excitation can be

beneficial, in our case of 1-photon excitation, the samples are already prone to bleaching even

with an average power of only a few mW. In this context, an analytical comparison between

raster scanning and wide-field data acquisition for FLIM experiments suggests that in the

scenario of dim or sparse samples, wide-field acquisition can accelerate the process by up to

N2 times in comparison to raster scanning. Here, N represents the number of pixel rows in a

square array detector [142]. Consequently, larger detectors, like the SPAD array employed in

this study, hold significance for imaging dim samples commonly encountered in biologically

relevant experiments.
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The primary benefits offered by SPAD arrays in comparison to conventional CCD/CMOS

cameras include their picosecond temporal resolution and single-photon sensitivity. Moreover,

gated SPAD cameras provide an enhanced pixel fill-factor, resulting in improved photon

detection probability compared to TCSPC SPAD cameras, which necessitate more on-pixel

electronics. We employ the Megapixel SPAD array operating in gating mode, described in

Section 2.2.2, to showcase this advantage.

The fluorescence signal follow an exponential decay after the fluorophore is excited by a laser.

With a defined gate length of 3.8 ns, the gate is scanned in steps that can be as small as 36 ps.

To obtain the full characteristic of a single-exponential fluorescence decay, the starting gate

position is tuned to be prior to the laser excitation. At each gate position or frame, an 8-bit

spatially resolved image is obtained. The data within the image stack along the temporal axis

representing the convolution of the lifetime response with the camera’s temporal gate, which

is shown in Fig.4.9.

Figure 4.9: Principle of time-gated acquisition. Fluorescence decay is captured using a series of
gates (3.8 ns width), each shifted by a minimum of 36 ps. Each 8-bit image frame corresponds
to the convolution of the gate and a distinct segment of the fluorescence decay signal.

Lifetime retrieval: We employed different methods to extract the fluorescence decay lifetime

and subsequently compared the results obtained from these methods.

The first method is the least-squares (LSQ) deconvolution. This approach usually requires sig-

nificant computational resources, even with the computational speed improvements offered

by Graphics Processing Units (GPUs). Prior to processing, the data undergoes background sub-

traction and pile-up correction. The pile-up correction process is described by the equation:
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Icor = −Imax ln

(
1− Ir ec

Imax

)
. (4.12)

In this context, Icor represents the pile-up corrected counts, Imax stands for the maximum

achievable photon count (which varies based on the bit depth, such as 255 for 8-bit image),

and Ir ec denotes the specific recorded value at a pixel. To provide a clearer understanding,

this equation serves as the inverse function of Equation 4.4. The importance of the pile-

up correction arises from the nonlinear response characteristics of SPADs. This correction

provides us with the accurate impinging photon count.

Background, or noise, removal is achieved by calculating the average of the initial few frames,

taken before the decay signal starts, and subtracting this average value from all frames. We

apply a thresholding procedure to exclude pixels with photon counts less than a certain

threshold value, denoted as Ntot , which signifies the cumulative counts across gate position.

This step effectively removes pixels with negligible signals.

In the deconvolution method, a model representing the fluorescence decay is convolved with

the IRF, and then compared to the measured data through least squares minimization. The

fluorescence decay is modeled as:

d(t ) =

A0exp(− t−t0
τ )+b t ≥ t0

b t < t0,
(4.13)

where τ is the fluorescence lifetime, t0 is a temporal offset, b is a constant that accounts

for a signal offset induced by a non-zero background, and A0 is an amplitude parameter

corresponding to the number of photon counts. The IRF, which represents the gate profile, is

modeled as a super-Gaussian function that matches the measured gate profiles of each pixel.

The least-square fitting outcome provides the fluorescence lifetime.

Alternatively, rapid visualization techniques like phasor analysis have been suggested [143] and

effectively applied in the analysis of time-gated SPAD array FLIM data [144]. Moreover, beyond

the numerical methods discussed earlier, the progression of machine learning techniques [145]

has empowered researchers to employ deep learning frameworks to swiftly extract information

about the exponential decay time and component fractions from FLIM data without the need

for extensive fitting [146], [147]. In this context, we utilize an artificial neural network (ANN)

to extract the lifetime information for each pixel within the SPAD array.

The configuration of the ANN is illustrated in Fig.4.10. The ANN architecture comprises an

input layer, three hidden layers, and an output layer. Each of these layers consists of a fully-

connected dense layer, followed by a rectified linear unit (ReLU) activation function. The input

layer, consisting of 200 nodes in the example illustrated in Fig.4.9, is fed with a normalized

fluorescence decay signal, presented as a 1D vector with elements equal to the number of gate

shifts (frames). Subsequently, the output of the input layer is passed sequentially through the
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ANN. As the layers progress, the subsequent hidden layer were optimized to 100, 50, and 25

nodes, respectively. Finally, the output layer generates an estimated value for the fluorescence

decay lifetime. All computations were performed using TensorFlow.

Figure 4.10: The ANN architecture for retrieving fluoroscence lifetime.

We utilized synthetic fluorescence decay curves-lifetime pairs, which were numerically gen-

erated, as the training data for the ANN. For parameter ranges, we selected the following

intervals: decay lifetime (τ) from 0.5 ns to 5 ns, decay start time (t0) from 5 ns to 10 ns, decay

amplitude (A0) from 2 to 32, and gate width from 3.6 ns to 6 ns. Our range of lifetimes covers

the domain of lifetimes characteristic to the dye, acridine orange. Differences in the starting

points of decay result from variations in the signal transmission time across different regions

of the SPAD array. The variation in decay intensity can come from factors like the local con-

centration of fluorescent dye due to cellular structure. Gate width variations are inherent to

the SPAD array itself.

We conducted training using mini-batch gradient descent, employing a mini-batch size of

128 and utilizing the adaptive moment estimation (Adam) algorithm as our gradient descent

optimizer. The loss function employed was the mean squared error (MSE), calculated between

the actual ground truth lifetime values of our mini-batches and the corresponding predictions

made by the ANN. The results indicate that the test set loss was approximately equivalent to

the validation loss and did not differ significantly from the training set loss. This suggests that

the network did not undergo overtraining.

Samples of Convallaria and the human fibrosarcoma cell HT1080 are projected onto the

camera with a spatial sampling of 0.47 µm and 0.33 µm per pixel. The outcomes of datasets
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comprising 30 frames are depicted in Fig.4.11.

Figure 4.11: Wide-field fuorescence lifetime measurements of Convallaria and HT1080 cells.
The first column shows results from LSQ deconvolution, the second column from ANN lifetime
retrieval, and the third column displays a temporal sum of pile-up and background corrected
intensity data, with selected intensity values to enhance dim structures. (a)–(c) shows the
HPC measurements (acquisition time: 10 s). LSQ deconvolution took 56 minutes, while ANN
took only 2.7 seconds, producing similar mean lifetime values. Spatial sampling was at 0.47
µm/pixel. (d)–(f) shows the LPC measurements of Convallaria obtained in 1 second. LSQ
and ANN have processing times of 58 minutes and 2.7 seconds. Spatial sampling remained
at 0.47 µm/pixel. (g)–(i) shows the HT1080 cells expressing Clover. LSQ and ANN retrievals
had processing times of 23.2 minutes and 3.6 seconds respectively, while spatial sampling was
at 0.33 µm/pixel. Notably, HT1080 cells appeared dimmer than Convallaria cells, generating
around 100 photons per second on average in the brightest region compared to around 2500
for Convallaria. All images are presented with a 50 µm scale bar.

We captured images of Convallaria samples using both ’high photon counts’ (HPC) at a 10-

second acquisition rate (Fig.4.11a–c) and ’low photon counts’ (LPC) at a 1-second acquisition

rate (Fig.4.11d–f). The HPC dataset was generated using a gate shift of 504 ps and an exposure

of approximately 330 ms. To achieve a 1 Hz acquisition rate, the exposure was reduced to

approximately 33 ms per frame. Fig.4.11 illustrates that lifetime data can be successfully

extracted from both the HPC and LPC datasets. However, analyzing the LPC data is more

complex due to its lower SNR. In these cases, the total photon count in the LPC data falls below

2700 photons per pixel, while the HPC data exceeds 8500 photons. Nevertheless, both the LSQ

and ANN methods yield similar mean lifetime values for both HPC and LPC data. The mean

lifetime and standard deviation values are shown in Table.4.1.

The primary advantage of the ANN lies in its potential for significantly faster processing

compared to LSQ. Leveraging a pre-trained model, the ANN-based retrieval process takes

less than 4 seconds to process the entire image. This time efficiency is three to four orders of
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Table 4.1: Comparison of LSQ and ANN results for different datasets

Data LSQ (ns) ANN (ns)

HPC 1.29 ± 0.49 1.22 ± 0.27
LPC 1.20 ± 0.53 1.28 ± 0.34
HT1080 2.41 ± 0.29 2.31 ± 0.34

magnitude faster than the LSQ method, which, as evidenced in our tests, took tens of minutes.

It’s important to highlight that our approach involves the independent fitting of each pixel,

without relying on conventional ’global fitting’ strategies, where data is averaged spatially

and/or temporally [148].

Although Convallaria is widely used for evaluating FLIM systems [149]–[152], its high signal

intensity may not accurately reflect the signal levels observed in various biological samples,

such as transfected mammalian cells. In order to offer a more practical illustration, we present

FLIM data obtained from samples relevant to cancer research: fixed HT1080 (fibrosarcoma)

cells that were transfected with pcDNA3-Clover [153], resulting in the expression of a protein

with a single fluorescence lifetime (depicted in Fig.4.11g,h). The HT1080 cell data was collected

using a 108 ps gate shift, with a total acquisition time of approximately 400 seconds.

Similar to the Convallaria results, the quantitative agreement between the ANN and LSQ

outcomes shows a small difference between LSQ and ANN of 0.10 ± 0.05 ns. Our determined

lifetime for HT1080 cells transfected with Clover is similar to a previously documented value

of 2.6 ns [154]. The large size of the sensor enables the concurrent high-resolution imaging of

multiple cells over a wide field of view. It’s worth mentioning that the acquisition time could

be shortened by increasing the gate shift and acquiring fewer frames, although this might

result in reduced sampling of the fluorescence decay and potentially less accurate lifetime

retrieval.

The experimental results validate that the noise model in our experiments could be best de-

scribed as a mixture of Poissonian noise originating from photon counting statistics, exhibiting

a square root relationship with the signal, and Gaussian noise, stemming from the light source

and electronics. Testing with synthetic data with 4 times more noise than the actual measured

value has shown that both methods can accurately recover lifetimes with a resolution of 300

ps (equivalent to 2 standard deviations) within the range of 0.75 to 4.75 ns. This shows the

inherent robustness of both LSQ and ANN against noise.

Lastly, we present a 3.64 megapixel image of our Convallaria sample to demonstrate the

possibility of acquiring a very large FOV using the 0.5 megapixel SPAD array. The result is

shown in Fig.4.12. The FOV is 618 × 640 µm, maintaining the same spatial sampling of 0.33

µm per pixel as in the previous figures. Employing mosaic acquisition with approximately

10% overlap between mosaic tiles, we acquired the data. Notably, our ANN method required

only 36 seconds to recover lifetime information from this dataset. This retrieval time could
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potentially be reduced further by processing individual pixels or batches of pixels in parallel.

Figure 4.12: A 3.64 megapixel wide-field FLIM image created by stitching together 8 tiles of
the Convallaria sample dataset, corresponding to a field of view of about 618 × 640 µm. The
entire acquisition process took around 16 minutes in HPC mode (which can be decreased
to 10–20 s in low photon count mode), and the subsequent ANN lifetime retrieval required
approximately 36 seconds.
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4.3 4D imaging

4.3.1 Hyperspectral fluorescence lifetime imaging

To further explore the advantages of the 2D SPAD array, we have attempted to use the camera

as a tool for an application that is typically performed with a 1D linear array, namely, obtaining

spectral information. As previously mentioned, 1D SPAD arrays are well-suited for projecting

spectral information and integrating timing electronics on the array periphery. These systems,

such as FLIM and Raman spectroscopy, operate in a point (0D) scanning mode, where spectral

information is projected onto a 1D sensor [155]–[158].

With the addition of a second dimension to the sensor array, we can, in principle, obtain an

extra spatial dimension. Instead of point scanning the sample in a plane, we perform line

scanning, which reduces the scanning process to a single line. This reduction in scanning

dimensions results in a significant reduction in scanning time, effectively reducing it by one

order of magnitude. The concept was initially introduced in [159] and has now been realized

in this work as a proof of concept.

We built a confocal microscope system, depicted in Fig.4.13, that can interchange between (a)

point scanning and (b) line scanning mode.

Figure 4.13: Hyperspectral fluorescence lifetime imaging setup

The setup consists of a pulsed laser operating at a 25 MHz repetition rate with a wavelength
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of 482 nm. The laser is fiber-coupled into a collimator, resulting in a 1 mm spot size. For the

line illumination configuration, the spot then passes through a Powell lens [160] with a 30° fan

angle and a cylindrical lens with a focal length of 38.12 mm, resulting in a line length of 10 mm.

The laser is then used to excite the sample, reflecting from a long-pass 505 nm dichroic mirror.

The signal from the sample, which has a longer wavelength, is collected by an objective lens

with an entrance pupil of 8.4 mm. The signal that passes through the long-pass dichroic mirror

then has two paths selected by a flip mirror. One path goes to a CCD camera for real-space

alignment and tuning of the laser focus, while the other goes through either a pinhole or a slit,

depending on the operating mode. The spectral information is then dispersed to the camera

by a transmission grating with 1600 lines/mm.

We can position the camera using the known transmissive grating expression:

a[si n(θm)− si n(θi )] = mλ, (4.14)

where a is the grating spacing, θm is the angle of the light of order m exiting the grating, and

θi is the incident angle.

By positioning the SPAD camera, we can project the spectrum with roughly a 150 nm range

onto the array distributed over 1024 SPAD pixels. This gives us approximately 0.15 nm spectral

resolution. We calibrate the spectral resolution using a supercontinuum source and acquire

the result shown in Fig.4.14.

Figure 4.14: Spectral resolution calibration

The principle of spectral fluorescence lifetime imaging is depicted in Fig.4.15. To begin, we

locate the region of interest using the CCD camera, as illustrated in the top left of the figure.

The laser line is then focused onto the sample. Here, we define the laser line as the x-axis and

the scanning direction as the y-axis. At each y-position, the signal emitted from the excited

sample is projected onto the vertical axis of the camera, as shown in the top right of the figure.

This provides us with a spatial resolution of 500 pixels in the x domain. The horizontal axis of
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the camera, with 1024 pixels, corresponds to the signal wavelength, as explained earlier. At

every y-position, the gating mode is applied with a certain number of gate shifts, or frames,

as detailed in the previous FLIM chapter. Once the gate shift is completed, the sample is

automatically shifted using a translation stage to move to the next y-position.

Figure 4.15: Principle of hyperspectral fluorescence lifetime imaging

An example of the image stack with information for x, λ, and t at position yi is shown in the

top right of the figure. After completing the scanning in the y-direction, we obtain a 4D matrix

of intensity values for each x, y, t, and λ.

To determine the lifetime, we have the flexibility to choose a specific wavelength of interest,

denoted as λi , or a range of wavelengths, and plot the intensity profile over time. This yields

the same intensity profile as demonstrated in the previous FLIM section. Using this intensity-

over-time profile, we employed a neural network to calculate the lifetime. Overall, this method

allows us to obtain lifetime measurements at any wavelength within the entire region of

interest.

We implemented reverse gate shifting since the tail of the fluorescence exponential decay is

the primary factor influencing the lifetime. By reversing the gate, we effectively bypass the

convolution of the gate with the rising edge of the fluorescence signal. This reduction in data

processing cuts acquisition time by one third, resulting in a faster overall process.

The total acquisition time depends on two factors: the total number of steps in the y-direction,
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affecting the total field of view, and the number of gate shifts, influencing the accuracy of

lifetime fitting. As demonstrated in the previous section, the neural network is capable of

accurately determining the lifetime even with a limited number of gate shifts. Therefore,

one can optimize the number of gate shifts using the neural network to achieve an optimal

acquisition time.

Regarding spatial and spectral resolution, there is a trade-off between resolution and the SNR.

To improve SNR, one can combine several pixels, as demonstrated in the example.

Fig.4.16 displays the results obtained from a sample consisting of mixed microbeads, each

with a known fluorescence lifetime. Specifically, we have beads emitting with a 5.54 ns lifetime

within the wavelength range of 528 to 708 nm, and beads emitting with a 2.71 ns lifetime

within the range of 545 to 800 nm. The image on the left is captured in brightfield, while the

right-side image represents the lifetime data.

The lifetime image was acquired through a process involving 50 steps of 50 µm scanning in the

y-direction, 400 steps of gate shifting with an interval of 36 ps, and subsequent retrieval of the

lifetime map using a neural network. It’s important to note that some beads are missing in the

lifetime image, as indicated by the encircled areas. This demonstrates the system’s capability

to distinguish beads with different characteristics.

Our range of interest in terms of wavelength falls between 500 nm and 650 nm. The majority of

the signal from the 5.54 ns lifetime beads can be collected by the horizontal axis of the camera.

Beads with lower lifetimes emit primarily at wavelengths above this range, where SPAD sensi-

tivity is also lower. Additionally, as confirmed by the Leica SP8 FLIM Microscope, beads with

lower lifetimes emit weaker signals. Furthermore, our laser source, with a maximum average

power of 2 mW, is considerably weaker compared to the source used in [160] (2 W), where a

Powell lens was used to achieve line illumination. Additionally, our system has a much larger

field of illumination due to the selected objective lens, resulting in an overall power per unit

area that is 9 to 10 orders of magnitude lower.

Despite these drawbacks, it’s noticeable that the edges of the visible beads adjacent to the

missing beads exhibit a lower lifetime. This phenomenon can be attributed to the low intensity

of these missing beads, which may have influenced the neural network to provide a lower

lifetime estimation due to the averaging effect with the scattered light from the low lifetime

beads.

In summary, our system serves as a proof of concept for utilizing a 2D SPAD array as the

detector in line scanning hyperspectral FLIM systems. This versatile optical system can

be adapted for use in various applications, such as Raman spectroscopy or Laser-induced

breakdown spectroscopy, both of which find common usage in exoplanet exploration [161].

For further enhancements of such a system, several considerations should be made. Firstly, it

is crucial to select a laser with power that corresponds to the field of illumination to maintain
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Figure 4.16: Hyperspectral fluorescence lifetime imaging results

a reasonable power per unit area for the target sample. This ensures optimal excitation and

signal collection. Additionally, one can explore the option of sacrificing spectral resolution to

achieve a wider range of collectable wavelengths. This trade-off allows for the capture of more

comprehensive spectral information, which can be particularly advantageous in applications

demanding broad wavelength coverage. By addressing these factors, we can advance the

capabilities and utility of such hyperspectral imaging systems.

4.3.2 Light-in-flight imaging

To demonstrate the potential of SPAD-based sensors in the field of astronomy imaging and

astrophysics, we showcase light-in-flight imaging that captures apparent superluminal motion,

an apparent faster-than-light motion observed in several astronomical events, to highlight the

capabilities of high-speed imaging. Various methods have been explored to capture light while

it is in motion [162]. One of the earliest techniques for light-in-flight imaging is holography

[163]–[165]. More contemporary approaches involve the use of streak cameras [166], [167]. In

recent times, the application of 1D and 2D SPAD arrays, each comprising a maximum of a few

thousand pixels, has successfully enabled light-in-flight imaging systems [168]–[173]. These

sensors, benefitting from enhanced data acquisition speed through pixel-parallel detection

with picosecond time resolution and single-photon sensitivity, are capable of capturing 3D

spatiotemporal information (x, y, t). However, due to the limited information acquired by

these smaller arrays, the depth information has remained insufficient.

Researchers have explored a method for extracting additional positional information along

the z-axis from the collected spatiotemporal data [174], [175]. The authors highlight that

variations in the propagation angles within the xy plane result in distinct apparent velocities

of light. Consequently, comparing the acquired spatiotemporal dataset with this theory could

lead to an estimation of the z component within the light propagation vector. However, this
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analysis is limited to simplified scenarios involving either straight light paths within the xz

plane that intersect a fixed point or situations where the angle between the light propagation

vector and the focal plane is less than 10 degrees. The accuracy of estimating the z component

is also influenced by the number of pixels. While CMOS cameras achieve megapixel ranges

[176], their timing precision at the nanosecond scale restricts their spatiotemporal resolution.

To tackle these challenges, we utilize the capacities of the large-scale SPAD array along with its

remarkable timing resolution by employing the gating mode. This approach enabled us to

capture the superluminal phenomenon, indicating apparent motion faster than the speed of

light. Leveraging a sufficient number of pixels, we successfully reconstructed the complete 4D

light-in-flight trajectory (x, y, z, t).

The experimental setup is illustrated in Figure 4.17. An arbitrary 3D light trajectory is generated

by a 510 nm laser emitting pulses with an average power of 2nW and a pulse width of 130

ps. This trajectory is achieved using a combination of mirrors positioned on an optical table.

Synchronization between the laser and the SPAD camera is maintained through a reference

function generator operating at 40 MHz. In our setup, the xy-plane is considered as the camera

plane, while the z direction is defined as perpendicular to the camera plane.

Figure 4.17: The experimental setup. The laser and the SPAD camera are synchronized with a
reference function generator.

It’s important to note that what the camera actually observes is not the light within the defined

light path, but the light that reaches the camera through scattering events along the path. To

predict the observed outcome, we can visualize the light propagation and the scattering events

using a light cone in Minkowski spacetime. An example is presented in Figure 4.18a, where the

light travels in the direction of -z. The light moves at its speed, c, along the (0,0,-1) vector. The
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light scatters along its path and generates a new light cone at various scattering points (each

marked with different colors). The observers, or cameras (C1 to C5), are fixed in 3D Euclidean

space (xyz-space). They can only observe the scattered light when the projection of the light

cone reaches them, or, in other words, when the scattered light reaches the cameras. In this

context, the variable t represents the moment when the light originating from a laser source

arrives at a specific point (x, y, z), or the scattering point along the light path.

(a) Light cones of each scattering point
(b) The time at which light from different scatter-
ing points reaches various camera positions

Figure 4.18: In this example, light travels along the (0,0,-1) direction. The resulting apparent
light speed is infinit for C1 and c/2 for C5.

The time of arrival, also known as the moment when the scattered light becomes visible to the

camera, is indicated as t’. The relationship between t’ and the camera positions is illustrated

in Fig.4.18b. For C1, the light approaches the camera directly, causing the scattered light from

any point along the light path in space to reach the camera simultaneously. This leads the

observer to perceive the light as if it’s moving at an infinite speed. In contrast, for C5, where

the light moves away from the observer, the scattered light takes twice the time to reach the

camera, resulting in an apparent light speed that is half of c. In this scenario, as the orientation

of the light pulse changes concerning the camera, the observer will perceive an apparent light

speed different from c. Generally, if the light approaches the camera in space, the observer

will perceive a faster-than-light, or superluminal, motion.

The measurement outcomes are shown in Fig.4.19. In this figure, 9 frames from the complete

gating measurement are displayed, each representing a different gating position. During

this measurement, the gate width was configured to be 3.8 ns. To enhance clarity, the gating

outcomes are overlaid with an intensity image of the setup captured by the SPAD camera

in room light conditions. To provide a more precise representation of the laser pulse front’s

exact location, we compute the first derivative of the measured gate profile. Consequently,

the illuminated pixels indicate the specific locations where the laser pulse front has arrived,

offering a timing resolution of approximately 150 ps, which aligns closely with the rise time of

the gate profile.
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Figure 4.19: Experimental result of the light-in-flight measurement

The initial frame (t = 0) displays the intensity image before the laser pulse enters the field of

view (FOV). The dashed line on the image corresponds to the predefined light path illustrated

in Fig.4.17. The laser pulse front takes approximately 2 ns to reach the initial mirror, which is

evident in the first 5 frames. As it reflects off the last mirror at t’ = 5.112 ns, the apparent velocity

of the laser pulse noticeably increases compared to the preceding 5 frames. With each frame

offering a resolution of 150 ps, the apparent laser pulse’s motion covers a distance significantly

greater than c × 150 ps, equivalent to 4.5 cm. This observation reveals superluminal motion.

Leveraging this newfound information about the apparent light speed, we can derive an

additional dimension beyond the xy-plane of the camera.

To develop an algorithm for reconstructing the light-in-flight path in 3D space, it is essential to

establish a model that describes the relationship between the path itself and its corresponding

projection onto the sensor. This is depicted in Fig.4.20. We define the center of the lens as the

spatial origin. The initial position of the laser pulse is represented by the vector r⃗0 = (x0,y0,z0),

and the laser pulse’s direction is given by n⃗ = (nx ,ny ,nz ). The position after the laser pulse has

traveled for a duration of time t is thus r⃗ (t ) = r⃗0 + ct ·n⃗.

Given the optical magnification of the lens, the laser’s projected position on the sensor can

be expressed as r⃗p = (xp (t ),yp (t ),zp (t )) = α(t ) · r⃗ (t ), where α(t ) represents a time-dependent

coefficient. As the sensor is situated on the lens’s focal plane, it follows that zp remains

constant, corresponding to the lens’s focal length. Consequently, we can deduce α(t ) = zp /(z0

+ ct ·nz ).

The laser pulse originating from r0 at t = 0 arrives at r (t ) after a time interval of t . To observe
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Figure 4.20: The model for reconstructing the light-in-flight path

the scattered light from r (t ) on the sensor, the time taken is given by:

t ′ = t + |r⃗ (t )|
c

= t + 1

c
·
√
|r⃗0|2 +2ct (r⃗0 · n⃗)+ c2t 2. (4.15)

Consequently, we can express the effective travel time of the laser pulse as:

t =
1

2
· c2t ′2 −|r⃗0|2

c2t ′+ c(r⃗0 · n⃗)
. (4.16)

Utilizing these equations, we can determine the projection of the laser pulse onto the sensor

as follows:

xp (t ) =
zp

z0 + ct ·nz
· (x0 + ct ·nx ), yp (t ) =

zp

z0 + ct ·nz
· (y0 + ct ·ny ). (4.17)

The collected dataset is depicted in Fig.4.21a. Each data point corresponds to the projection

of the scattered laser onto the sensor, providing 3D information (xi
p , y i

p , t ′i ), where i denotes

the label of each point. To reconstruct the light-in-flight path, it is necessary to segment the

entire trajectory of the laser into multiple paths. This segmentation was achieved through the

utilization of a 2D Gaussian mixture model for data clustering. Distinct clusters within the

model represent paths originating from different points r⃗0 and having various directions n⃗,

which can be visualized in Fig.4.21b.

The data points within each cluster are then input into an optimization function:

(r⃗0, n⃗) = argmin
r⃗0,n⃗

{ N∑
i

[
(xi

p − zp

z0 + ct i ·nz
· (x0 + ct i ·nx )

]2

+
N∑
i

[
(y i

p − zp

z0 + ct i ·nz
· (y0 + ct i ·ny )

]2 }
,

(4.18)

where N represents the total number of points within each segment. The resulting 4D light-

in-flight reconstruction can be seen in Fig.4.22. It can be observed that the discrepancy

between the reconstructed path and the actual light-in-flight path becomes more pronounced
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(a) Collected dataset with timing information
(b) Result of data clustering to distinguish light
paths

Figure 4.21: Dataset of the light-in-flight measurement

as the apparent light speed increases or when the laser pulse is moving towards the sensor.

This phenomenon arises from the fact that these data points arrive at the sensor in close

proximity in time t ′. Consequently, the reconstruction experiences enhanced timing accuracy

constraints owing to the restricted timing resolution. The presence of noise or hot pixels

within the sensor array does not adversely impact the performance of path reconstruction.

This is due to their elimination through the differentiation process applied to the brightened

pixels.

Figure 4.22: The light-in-flight reconstruction result with 4D information
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4.4 Particle/radiation detection

Particle and radiation detection play a crucial role in both high-energy physics and space

exploration. In the realm of high-energy physics, particle detectors serve to study the charac-

teristics of subatomic particles generated during diverse experiments. These detectors are

also instrumental in the quest for dark matter. In the realm of space exploration, radiation

detectors are indispensable for study the space environment. They aid in detecting charged

particles, high-energy photons, and cosmic rays. This knowledge is vital for charting upcoming

exploration ventures and safeguarding spacecraft and astronauts against potential threats.

Solid-state detectors stand out among various particle detectors due to their exceptional

granularity, which translates to high spatial resolution and fast time response. An illustrative

example of a solid-state detector is the Timepix sensor family. This family encompasses hybrid

pixel detectors, which have found utility in astronaut dosimetry and monitoring space events

[177]. Another form of solid-state detectors comes in the form of monolithic detectors, where

the complete readout circuitry is directly integrated into the sensor area, eliminating the

need for 3D bonding, and making them more cost-efficient. Monolithic detectors have been

harnessed for tracking charged particles, exhibiting impressive timing accuracy extending

down to tens of picoseconds [178]. These detectors consist of diode structures that facilitate the

collection of charge carriers generated during ionization as electrical signals. Their operation

under moderate reverse bias enables linear-mode avalanche gain and the aforementioned

exemplary timing performance.

Previous studies have already delved into the exploration of SPADs as particle detectors [60],

[179]. Just like in the case of monolithic detectors, the increasing compatibility with CMOS

technology permits the design of readout circuitry in close proximity to the sensor. Owing

to the elevated electric field, SPADs are anticipated to exhibit enhanced timing capabilities

compared to other types of radiation detectors. In this work, we introduce an updated iteration

of the setup employed in the measurement detailed in [62].

For this particle detection experiment, we employed the identical variety of high-precision

timing SPAD [68], each featuring a 25 µm diameter active area. These SPADs, which underwent

proton radiation testing, are built with a circuit founded on cascode passive quenching and

active recharge, as elaborated in Chapter 1. The chip is integrated into a compact system-on-

board setup, drawing all control voltages from programmable digital-to-analog converters

that are powered by a single 5 V supply. Within the pixel structure, digital inverters are utilized

to discriminate the signal, employing a threshold set at half of the digital supply. However,

due to the low power-supply-rejection-ratio in this gate, noise along the supply line could

introduce timing uncertainties. To mitigate this, low-dropout regulators are positioned near

the readout circuitry, supported by filtering capacitors that ensure stable and low-noise voltage

levels for the front-end circuits. The sensor’s high voltage was maintained with a ripple of

less than 1 mV RMS, ensuring its stability. The output of the front-end circuit is linked to

rapid SiGe comparators equipped with differential outputs. These comparators can drive
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high-frequency 50 Ω cables, establishing a connection to the time-stamping electronics,

specifically an oscilloscope. The output signal’s slew rate is approximately 1.6 V/ns. Two of

the aforementioned systems were arranged with the SPADs positioned back-to-back at a few

centimeters’ distance, which is visible in Fig.4.23.

Figure 4.23: Particle detection experimental setup

Remote alignment was achieved using a stepper with 1 µm precision, aided by the UniGe FEI4

telescope [180], [181]. The SPADs and the telescope can be seen in the front and the back

of Fig.4.23, respectively. To align two 25 µm diameter SPADs in the x-y plane, the following

procedure was implemented: The telescope comprises six planes of pixels with a 250 × 50 µm2

pitch. Initially, the upstream SPAD was employed as a trigger for an arbitrary plane. When

the beam traversed the SPAD and the telescope, the most illuminated pixel of the telescope

indicated the SPAD’s position relative to the telescope. Subsequently, the downstream SPAD

was aligned with the same pixel on the identical telescope plane, utilizing the downstream

SPAD itself as a trigger. At this stage, it was established that the two SPADs were situated within

a 250 × 50 µm2 area. The downstream SPAD was then gradually adjusted in the x-y plane using

1 to 5 µm steps until both SPADs exhibited a maximum coincidence rate under the beam.

To prevent stray light interference, the SPADs are coated with black paint. Pions with a

momentum of 120 GeV/c were employed as minimum ionizing particles (MIP) at the CERN

T4-H6 beamline. As pions pass through a SPAD, the process of ionization generates a track

of ions and free electrons. Consequently, an avalanche signal is triggered. By detecting the

coincidence of signals from the two SPADs, illustrated in Fig.4.24, the direct detection of pions

can be performed.
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Figure 4.24: Schematic of the particle detection setup [68]

The timing histogram result is obtained by the measurement of the particles’ time-of-flight

between two adjacent SPADs. A standard SPAD’s timing response usually exhibits a primary

peak characterized by a Gaussian distribution along with an accompanying exponential tail

[182]–[184]. This behavior is illustrated in the sample presented in Fig.4.25a. Consequently, the

resultant histogram shape in a particle detection setup employing two SPADs is a convolution

of two timing responses.

(a) Photon timing performance of a SPAD inte-
grated with TCSPC. (b) Back-to-back SPADs for MIP detection.

Figure 4.25: Timing response of SPAD for photon and MIP. The SPADs were biased at 27 V.

As presented in Fig.4.25a, it was demonstrated that an operational voltage of 27 V enables

us to achieve a FWHMsi ng le of 8.7 ps for photon detection. The same voltage setting also

facilitated the highest timing precision for MIP detection using two SPADs. Fig.4.25b displays
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the distribution of time-of-flight between two SPADs under 27 V. To evaluate the FWHM, we

employed a Lorentz distribution with R2 = 0.99. The calculated FWHM for MIP timing at 27

V was determined to be 15.3 ± 0.4 ps. It’s important to highlight that these outcomes were

directly extracted from the timing instruments, and no timewalk correction was needed due

to the digital output of the SPADs.

The timing performance depends on the physical location of the starting point of the avalanche

for particle detection, similarly as in photon detection. If the avalanche is initiated within

the high-field region, the resultant time-stamp will be closer to the center of the histogram,

where Gaussian statistics dominates. Conversely, if the avalanche starts subsequent to a free

carrier’s diffusion to the high-field region from the diffusion area, the time-stamp will be

situated within the tail of the timing distribution. Adjusting the operational voltage, either by

increasing or decreasing it, induces changes in the electric field distribution within the p-i-n

structure. This phenomenon is illustrated in Chapter 1, Fig.1.2b.

Enhancing the extent and uniformity of the high-field region yields improved timing perfor-

mance. As depicted in Fig.4.26, we present the FWHM and full-width-at-tenth-maximum

(FWTM) timing resolution at varying operational voltages. A pattern is noticeable wherein

the jitter performance for particle tracking mirrors the inverse of the average breakdown

probability across the active region interval, along with the photon timing responses.

Figure 4.26: MIP and photon timing resolution and the inverse of the average breakdown
probability within the active region at different operating voltages

Following pion exposure, a noticeable rise in the DCR of the detectors was observed. As

depicted in Fig.4.27, a one-order magnitude escalation in DCR occurred within a week of
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pion exposure. Despite subsequent room temperature annealing for another week, the DCR

sustained its elevated level. This suggests that the SPADs’ deterioration is not solely attributed

to ionization, but also to displacement damage. This unexpected phenomenon arises from the

fact that pions, though predominantly inducing ionization, may generate secondary particles

like protons upstream of the pion beamline, contributing to the increase in DCR.

Figure 4.27: DCR of the two SPADs before and after operating on the beamline

Discussion

Opting for a larger detector proves advantageous in particle tracking and radiation sensing.

However, the trade-off is a higher base DCR in larger SPAD or detection areas. This noise factor

can be mitigated by employing additional AND logic for collecting coincidence signals, as

demonstrated in a previous study [61]. This entails defining a coincidence resolution time

window. In this scenario, a coincidence dark count only occurs if both SPADs exhibit dark

counts simultaneously within the established window. A simulation, assuming dark count

generation follows the Poisson process and both SPADs share the same DCR, yielded results as

displayed in Fig.4.28. For a resolution time window of 0.5 ns, the coincidence DCR is 14 µHz

when both SPADs have a DCR of 100 cps, a situation corresponding to the start of our beamline

measurement. This equates to just 1 count of noise in a 24-hour measurement. Toward the

conclusion of the beamtime, with the DCR escalated to around 1 kcps, the coincidence DCR

amplified to 1.1 mHz, corresponding to 95 counts of dark count within 24 hours.

Cooling can also be employed when utilizing larger SPADs. Illustrated in Fig.4.29, the DCR of a

100 µm diameter SPAD was evaluated under an operating voltage of 27 V. Notably, at room
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Figure 4.28: Simulation results of the coincidence DCR are shown for various coincidence
resolution time windows and single SPAD DCR levels. The annotations mark the DCR level
before and after exposure.

temperature, the DCR of the 100 µm SPAD exceeds that of the 25 µm SPAD by two orders of

magnitude. Nevertheless, when cooled to -50◦C, it can be operated while maintaining the

same noise level.

When aiming for scalability, achieving a more compact system becomes imperative. In our

scenario, the elimination of the timing oscilloscope is essential. To assess this, we conducted

additional experiments utilizing a TCSPC module (BH SPC-150-NXX). Remarkably, this setup

allowed us to achieve an FWHM as low as 8.7 ps for a single SPAD, as demonstrated in Fig.4.25a,

with consistent performance regardless of count rate, up to 1.1 MHz [185].

Three notable examples of detectors renowned for their high timing resolution, employed

for MIP detection, include the PicoAD, a multi-PN junction monolithic silicon detector [178],

[181]; Ultra-Fast Silicon Detectors (UFSD), which are based on Low-Gain Avalanche Detectors

(LGAD) [186]; and TIMESPOT, utilizing 3D silicon sensors [187]. All these detectors exhibit

a Gaussian timing profile. A comparison of the optimal timing outcomes can be found in

Table 4.2. Concerning MIP detection efficiency, SPADs are anticipated to surpass an efficiency

exceeding 99% above the breakdown threshold [188], akin to the other two detectors. It’s

noteworthy that all the aforementioned detectors necessitate time-walk correction and pre-

amplification.

One example of a particle discriminator is the time-of-flight detector, which is capable of
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Figure 4.29: DCR of the 25 µm and 100 µm SPADs at different operating temperature. Both
SPADs were biased at 27 V.

Table 4.2: Comparison of the performance presented with state-of-the-art systems

Detectors Resolution best (ps) Timewalk Efficiency
PicoAD σ = 17.3 yes > 99%
UFSD σ = 16a yes > 99%
TIMESPOT σ = 11.5 yes ∼ 99%
This work FWHM = 15.3 no > 99%
a 3 UFSD Vbias = 230 V

distinguishing elementary particles of the same momentum based on their time of flight

between two detectors, typically using scintillators. In this context, we examine the minimum

timing performance required when considering the use of SPADs as direct detection time-

of-flight detectors. The two particles, characterized by different masses m1 and m2, possess

respective velocities v1 and v2. The time-of-flight difference between two relativistic particles

traveling between two detectors separated by a distance L can be expressed as follows:

∆t = L

(
1

v1
− 1

v2

)
≃ Lc

2p2 (m2
1 −m2

2), (4.19)

where p is the particle momentum. Consider a typical pair of particles that need differentiation:

kaon (mk ∼ 500 MeV/c2) and pion (mπ ∼ 140 MeV/c2). Assuming a momentum of 1 GeV/c

and L = 10 m, a timing resolution of ∆t = 3 ns is sufficient to distinguish these particles in this

scenario. However, if the particle momentum increases to 10 GeV/c, the timing resolution
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must be lowered to 30 ps. This requirement arises because the time-of-flight difference scales

with the inverse square of the momentum. This calculation emphasizes the significance of

enhancing the timing resolution of particle detectors.

4.5 Conclusion

We have demonstrated several applications that can be implemented in a challenging envi-

ronment and the affect of such environment on the performance of each applications.

In the context of 2D intensity imaging, we have established a significant relationship between

several key factors: SNR, dynamic range, DCR, frame rate, exposure time, and the bit depth

of a clocked SPAD camera. The findings suggest that an elevation in DCR could potentially

undermine the SNR and dynamic range, particularly when the combination of bit depth and

frame rate falls short. Notably, our study underscores the superiority of SPAD-based cameras

over conventional cameras by achieving dynamic ranges exceeding 100 dB. This superiority

can be realized either through the interplay of high bit depth and frame rate or by adopting a

mixed exposure approach.

In the realm of 3D imaging, alongside multi-object ranging for depth information acquisition

(x,y,z), the incorporation of a SPAD camera also permits the capture of the temporal dimension

(x,y,t). We have successfully demonstrated the largest-to-date wide-field FLIM application

with a gated SPAD array designed for biologically relevant samples. Utilizing the adaptability

to modify gate shift sizes during camera exposures, we have substantiated the viability of rapid

acquisition speeds of up to 1 Hz. Employing a spatial mosaic acquisition strategy, we have

achieved the creation of 3.64-megapixel FLIM images. This method holds the potential for

further expansion, encompassing even larger FOVs and shortened acquisition times through

the integration of specialized and efficient translation stages. Furthermore, the implementa-

tion of artificial neural networks has enabled the achievement of a four orders of magnitude

improvement in lifetime fitting speed compared to conventional least square fitting methods.

In the domain of spectral applications, where a 1D sensor array is typically employed, we

ventured to use a 2D SPAD array to showcase hyperspectral FLIM, enabling the collection

of 4D information encompassing spatial coordinates, lifetime, and wavelength (x, y, t, λ).

Furthermore, we successfully demonstrated 4D light-in-flight imaging. This achievement

within high-speed imaging serves as a testament to the potential integration of large-format

SPAD arrays in astronomical observation and imaging, as well as in various sophisticated

imaging realms such as non-line-of-sight imaging [189]–[195]. The devised reconstruction

technique showcases its capability to trace the path of emitted and reflected light, thereby

providing depth and time information.

Finally, we successfully demonstrated timing jitter performance at the 10-ps FWHM level for

direct MIP detection using SPADs. The inherent avalanche process of SPADs eliminates the

need for timewalk correction or post-processing to achieve such high timing resolution. Our
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investigation encompassed the influence of the operating voltage on timing performance. Our

findings indicated that the jitter profile closely resembled that observed in SPADs employed

for photon detection, implying that the electric field profile significantly affects the timing

performance of MIP detection. Following exposure, we observed an increase in DCR, yet the

noise remained negligible due to the nature of coincidence detection. These results pave

the way for the potential design of future high-precision particle tracking systems utilizing

SPAD-based technology.
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In this section, we offer a summary of the goals of this thesis and our contributions to the

field. We aim to include an overview of the state-of-the-art in SPAD technology and assess its

suitability for space and radiation environments, as well as other relevant applications. We also

undertake a technology comparison with existing systems that employ optical sensors other

than SPADs to evaluate the feasibility and potential advantages of transitioning to SPAD-based

systems for improved performance.

5.1 Summary

The objectives of this thesis include studying the effects of harsh environments, including radi-

ation damage, extreme lighting conditions, and temperature fluctuations, on the performance

metrics of SPAD-based systems. We also aim to investigate strategies for mitigating these

effects. Additionally, we aim to assess how these environmental factors impact performance

across various applications. Furthermore, we endeavor to demonstrate the applicability of

SPAD-based systems in these scenarios, showcasing their state-of-the-art performance as a

proof of concept for SPAD-based systems to replace conventional image sensors in various

applications.

To achieve these objectives, in Chapter 2, we discussed the development of SPAD-based system

functions and methods to utilize such systems as tools for studying harsh environmental

effects and for various applications. We emphasized the concept of gating, which is crucial for

enabling the effective use of large-scale SPAD arrays across a wide range of applications.

In Chapter 3, we studied the effects of protons and neutrons on various SPAD-based systems.

We thoroughly examined the figures of merit of SPADs and demonstrated that radiation

damage plays a crucial role in noise performance, particularly in the form of afterpulses.

We employed the methods and findings from the two preceding chapters to assess their

impact on various applications, as discussed in Chapter 4. These case studies offer relevance

to space-based applications to varying degrees.
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5.2 Scientific contribution

In this section, we provide a summary of the scientific contributions made in this thesis. Our

work began by focusing on space-based applications, which formed the basis for structur-

ing our study. This involved identifying anticipated challenges, creating predictive models,

designing experiments, and subsequently analyzing data from a variety of experiments. The

primary scientific contributions of this thesis can be summarized as follows:

• Comprehensive study of the impact of proton and neutron radiation on SPAD-based

systems, along with the exploration of effective mitigation strategies.

• Theoretical derivation and experimental confirmation of the signal-to-noise ratio and

dynamic range limits for clock-driven SPAD cameras.

• Practical demonstrations of advanced imaging techniques, including object ranging, fast

fluorescence lifetime imaging, hyperspectral fluorescence lifetime imaging empowered

by machine learning, and the novel concept of 4-dimensional light-in-flight imaging.

• Demonstration of the state-of-the-art capabilities of SPAD-based sensors for radiation

and particle detection, highlighting their potential in harsh radiation environments.

In Chapter 2, the megapixel SPAD camera was designed by Kazuhiro Morimoto (KM), and

firmware development for gating mode and binary intensity mode was undertaken by KM

and Ming-Lo Wu (MW), under the supervision of Edoardo Charbon (EC). In Chapter 3, the

DUTs consisted of SPADs designed by Ekin Kizilkan, Francesco Gramuglia (FG), Pouyan

Keshavarzian, and KM. The experiment’s concept was developed by MW and EC, executed

by MW and Emanuele Ripiccini (ER), and analyzed by MW. In Chapter 4, MW derived the

theoretical dynamic range limit for 2D intensity imaging. The theory was experimentally

confirmed by MW and KM. KM and MW conceived the 3D object ranging experiment. The

fluorescence lifetime imaging microscopy work was conceptualized by EC and Daniele Faccio,

while the experiment was conducted by MW and Vytautas Zickus (VZ), and results were

analyzed by MW, VZ, Valentin Kapitany, Areeba Fatima, and Alex Turpin. The 4D hyperspectral

fluorescence lifetime imaging was conceptualized by EC, with the experiment and analysis

carried out by Mingsong Wu and MW. The 4D light-in-flight reconstruction was conceived

by KM and MW, and the experiment was conducted and analyzed by KM, MW, and Andrei

Ardelean. The pion detection experiment was conducted by MW, ER, and Jad Benserhir,

with the chip designed by FG, and the results were analyzed by MW and ER. All studies were

performed under the guidance of EC.

To conclude, this work highlights the significant potential of SPAD-based technology, showcas-

ing its adaptability in high-radiation environments and its broad applicability across scientific

domains. Incorporating SPAD-based systems in these applications enhances performance

standards. In the next section, we undertake a comparative analysis of SPAD-based systems

against conventional sensors to demonstrate the feasibility of their replacement.
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5.3 Technology comparison

In various applications, whether they involve photon counting or imaging, the choice of

the system requires either a single-pixel photodetector or an array as an image sensor. We

differentiate between these two types of modules and compare SPADs to existing systems.

For single-pixel photodetectors, we compare SPADs to silicon photomultipliers (SiPMs), also

known as Multi-Pixel Photon Counters (MPPCs) in Hamamatsu, for silicon-based detectors.

SiPM is a single-output detector that combines SPADs in parallel. We also make comparisons

with Photomultiplier Tube (PMT) technology, developed in the 1930s and utilizing dynodes

to multiply primary electrons generated by a photocathode within a vacuum tube. This

technology is still widely used for its well-established reliability. Lastly, we include Avalanche

Photodiodes (APDs), which are photodiodes operating in linear gain or proportional mode.

The comparison of the typical performance measures of these detectors is presented in Table

5.1.

Table 5.1: Comparison of single photodetectors

SPAD SiPM(MPPC) PMT APD

Scalability High High Low Low
Detector Area µm2 mm2 mm2 mm2

Dynamic range Low High High High
Timing Precision High Low Low Low
Peak efficiency(%) > 40 > 40 ∼ 30 > 40
Noise performance:
Dark count/current < 0.1 cps/µm2 < 0.1 cps/µm2 < 100 cps, < 1 nA < 1 nA

Read-out noise no yes yes yes
Excess noise no no yes yes

afterpulsing(%) < 0.1 ≫ 1 ≫ 1 < 0.1

SPAD-based technologies offer high scalability due to their CMOS compatibility, as demon-

strated in recent large-format array works. In contrast, PMTs are strictly limited by vacuum

tubes, which cannot miniaturized beyond a certain point and which do not operate in strong

magnetic fields. While APDs are CMOS compatible, they operate in a linear gain regime, where

small fluctuations within an array can cause significant variations in gain, leading to high

nonuniformity within the array. This limitation restricts their scalability.

SPADs have a disadvantage in terms of detector area dimension because they exhibit dark

counts that scale with the area. A larger area directly influences the probability of dark counts.

Typically, SPADs have active areas in the order of tens to thousands of µm2. In contrast,

SiPMs, PMTs, and APDs rely on the integration of current signals originating from carrier

multiplication.

The current integration mechanism also influences the dynamic ranges of these detectors,

as a higher photon flux can be translated into higher current. However, SPADs are limited
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by their small detection area and by deadtime or count rate in high photon flux conditions.

On the other hand, SPADs’ Geiger mode operation and instant digital response allow them to

be integrated with timing instruments for high-timing precision applications, which is not

available in other detectors.

In terms of peak efficiency, this highly depends on the detector design, as described in Chap-

ter 1. Silicon-based sensors can typically achieve peak efficiency above 40% at various wave-

lengths by design. PMTs use a photoelectric-effect cathode, which typically exhibits lower

efficiency compared to other detectors.

The noise performance of these detectors is quantified by either dark counts or dark current.

Due to their smaller detector size, SPADs generally exhibit lower noise levels. The noise per unit

area can be expected to be similar to SiPMs. PMTs and APDs typically have dark currents below

1 nA. SPADs excel in terms of other noise sources such as read-out noise and excess noise.

Read-out noise arises during the analog-to-digital conversion process, while excess noise

results from uncertainties in the multiplication process. Since SPADs operate in Geiger mode

with infinite gain, and their read-out is digital, SPADs do not suffer from these noise factors. In

contrast, SiPMs may experience read-out noise during current-to-count conversion, and the

other two detectors exhibit both noise sources. Finally, undamaged SPADs and APDs typically

exhibit afterpulsing probabilities lower than 0.1%. MPPCs demonstrate a higher afterpulsing

probability compared to SPADs, as SPADs output in parallel. The afterpulsing observed in

PMTs has been identified as originating from either the ionization of gaseous impurities within

the tube by the accelerated photoelectrons [196], [197] or from back-scattered electrons at the

PMT dynodes returning to the first dynode.

As previously mentioned, SPADs have limitations when it comes to their dynamic range under

high photon flux conditions. To address this challenge, it is common to employ arrays of

SPADs. This approach leverages the scalability of SPAD arrays, effectively extending and

enhancing the dynamic range of detection.

An array of SPADs also allows imaging applications. Prior to SPAD-based arrays, the imaging

sensor market was dominated by CCD and CMOS cameras. We compare the developed SPAD

camera to existing cameras, especially those designed for low-signal imaging. This includes

electron-multiplying CCD (EMCCD), which integrates electron-multiplying structures into

CCDs, intensified CCD (ICCD), which leverages optical amplification from image intensifiers,

and CMOS cameras that utilize photodiodes as optical detectors. This encompasses scientific

CMOS (sCMOS) camera and two-tap CMOS camera designed for various research applications.

The comparison of the typical performances of these image sensors is presented in Table 5.2.

The table compares existing cameras with more than 1-megapixel resolution. Due to the

limited size of the sensor chip, pixel sizes are scaled down to the range of tens to hundreds

of µm2 for all the cameras. The low fill factor of SPAD arrays (typically on the order of 10%)

results in a relatively low detection efficiency compared to other types of image sensors. This

is attributed to the per-pixel readout electronics that occupy the area of a single pixel. This
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Table 5.2: Comparison of array/image sensors (≥ 1 Megapixel)

SPAD EMCCD ICCD sCMOS Two-Tap CMOS

Pixel size µm2 µm2 µm2 µm2 µm2

Peak efficiency(%) > 40 > 90 > 50 > 50 > 30
Frame Rate ∼ 25000 < 100 < 10 < 100 < 100
Minimum Exposure < 10 ns > 10 ms < 2 ns < 2 ns > 10 ms
Gating resolution < 20 ps > 1 ns 10 ps 10 ps > 1 ns
Dynamic Range (dB) > 100 ∼ 100 > 80 > 80 > 60
Noise performance:

Read-out noise no yes yes yes yes
Excess noise no yes yes no no

issue can be mitigated by applying microlenses or opting for 3D chip integration.

On the other hand, the per-pixel readout architecture and binary response of SPADs allow for

much higher frame rates compared to other cameras in which photons are accumulated in

the form of photoelectrons, limited by the full well capacity. The close proximity of readout

electronics also allows for low exposure times or shutter speeds down to the nanosecond range,

while only ICCD and sCMOS cameras can achieve such speeds by utilizing optical gating.

Moreover, this enables gating resolution down to tens of picoseconds for these cameras.

In terms of dynamic range, CCD and CMOS cameras are limited by the full well capacity and

the readout noise. Dynamic range is typically defined as the full well capacity divided by the

minimum readout noise. As demonstrated in Chapter 4, SPAD-based cameras can achieve a

dynamic range of higher than 100 dB by acquiring high bit-depth images and using a mixed

exposure scheme. Additionally, the absence of read-out noise and excess noise in SPAD-based

image sensors extends their dynamic range in low-light conditions while CMOS cameras suffer

from read-out noise and CCD cameras suffer from both noise sources.

Other single-photon detectors, such as Superconducting Nanowire Single-Photon Detectors

and Transition-Edge Sensors, have been omitted from the comparison due to their need for

cryogenic operating conditions. However, it’s worth noting that SPAD-based sensors can

achieve performance levels similar to these cryogenic detectors [198]–[200]. Therefore, we

have focused our comparison on room-temperature operational detectors.

With this comparison, we can conclude that single-pixel SPAD detectors exhibit superior per-

formance in terms of timing and low signal detection, thanks to their Geiger mode operation

and zero read-out noise. In the realm of image sensors, SPAD-based technology enables high

frame rates with a wide dynamic range, making them the most suitable detectors for low signal

and ultra-fast phenomena.
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5.4 Future perspective

In the context of developing optical imaging SPAD-based sensors capable of withstanding high

radiation doses, the size of the SPAD’s active area emerges as a crucial factor. Incorporating

microlenses presents a viable strategy to enhance the effective active area while maintaining

a compact SPAD structure, thereby minimizing susceptibility to radiation-induced damage.

Recent literature also investigates the radiation hardness of microlenses and color filters

[201], adding valuable insights to this approach. Within the domain of radiation sensing,

the implementation of 3D-integrated, back-to-back large-area SPADs, complete with active

recharge circuitry and coincidence detection, provides an effective solution for achieving

precise timing responses while simultaneously mitigating the inherent noise levels associated

with a larger active area. This approach successfully addresses the challenge of balancing

active area size and radiation resilience in SPAD-based radiation sensors. Moreover, both

applications can benefit from a well-controlled cooling system, such as a Peltier cooling

system, to further enhance performance and stability.

We have demonstrated the use of machine learning for efficient data analysis with SPADs, but

this field offers many untapped opportunities for faster and more advanced data processing. In

the coming years, we expect an increased application of machine learning, especially in FLIM

and related scientific imaging, to further enhance performance [202]. Additionally, newer

techniques like recurrent neural networks and spiking neural networks are being explored for

real-time bio-science imaging [203], [204], promising significant improvements in SPAD-based

sensor data analysis. Future research should focus on harnessing these methods to advance

SPAD-based sensor capabilities.

Finally, we would like to emphasize the potential of implementing SPAD-based systems in

space-based applications, particularly in planetary exploration. Image sensors are currently

employed in various remote material studies, such as Laser-Induced Breakdown Spectroscopy

and Raman spectroscopy, which require sensors with good sensitivity under low signal and

high radiation environments. SPAD sensors also hold promise for space-based quantum com-

munication applications, offering enhanced capabilities in secure communication over long

distances and high count rate contributing to the development of secure data transmission in

free space. Our future work will focus on promoting the adoption of SPAD-based sensors in

these related applications to achieve better performance and stimulate further research and

development in this exciting and rapidly evolving field.
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This chapter provides a comprehensive analysis of the characterization of the figures-of-merit

of SPADs. It also discusses how different measurement methods can potentially affect the

results and therefore need to be carefully considered.

A.1 Dark count

The dark count rate characterizes the global noise performance of a SPAD when no external

signal is presented. Unlike a photodiode in which the noise is characterized as a continuous

dark current, SPADs express noise as quantized counts due to the avalanche event and the

quenching mechanism provided by either a resistor or a transistor. This allows us to digitize

the voltage pulse with a discriminator such as an inverter or a comparator. The count can

then be recorded by a counter.

To comprehend the potential variations in the results of a Dark Count Rate (DCR) measurement

across different setups, it is necessary to first grasp the voltage pulse shape at the anode of

a SPAD. A SPAD can be represented as a combination of components including a junction

capacitance (C J , typically a few pF), a junction resistance (R J , typically in the range of hundreds

of Ω), and a switch symbolizing photon incidence [205]. This is depicted in Fig.A.1a. Normally,

the capacitor is charged by VOP . Upon the arrival of a photon, the switch closes and the

capacitor discharges with a time constant of R JC J , leading to a rise time of less than 1 ns. The

resultant maximum voltage at the anode becomes VOP −VB . During the recharge phase, the

switch opens, resulting in a voltage drop at the anode with a time constant that could extend

up to a few hundred ns. This is due to the passive quenching resistance typically being higher

than 100k Ω.

An example of the voltage output at the anode can be observed in Fig.A.1b. In general, the

most efficient method for counting the number of pulses is to connect the anode to a counter.

This counter discriminates the output using a threshold VT 1. However, in specific cases like

this example, the counter might inaccurately miss counting the third pulse, which could
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(a) Equivalent circuit

(b) Voltage at the anode

Figure A.1: (a) shows the equivalent circuit of a passive quenching SPAD includes a junction
resistance R J and a junction capacitance C J . (a) indicates how the discriminator threshold
can affect measurement result.

potentially be either an afterpulse or a dark count occurring during recharge. In such cases, a

higher threshold VT 2 is used to capture all the dark counts. Therefore, it is recommended to

monitor the pulses with an oscilloscope before using a counter.

Because of this consideration, we characterize the DCR of irradiated SPADs using a comparator

at the anode with a threshold set at 80% of Vex . Typically, in a SPAD-based system, employing

the high-precision SPAD as an example [68], an inverter serves as the discriminator. In this

setup, the threshold is set at half of the logic voltage supply, which acts as a form of screening

for afterpulsing.

To characterize the DCR with respect to temperature, the DUTs are placed in a temperature

chamber. It should be noted that at lower temperatures, free carriers have a lower probability

of colliding with the lattice. Consequently, they require a lower electric field to build up enough

momentum to trigger an avalanche. Therefore, as the temperature decreases, the breakdown

voltage also decreases. Consequently, it is necessary to lower the biasing voltage to maintain

a reasonable Vex at different temperatures to avoid damaging the front-end circuitry. The

relationship between Vb and temperature is first characterized by measuring the output count

of the DUT under different Vop and temperatures under moderate illumination. An example

can be seen in Fig.A.2a, where the legend marks the operating temperatures. The breakdown

voltage at different temperatures can then be extracted by finding the intercept on the voltage
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axis. The relationship between breakdown voltage and operating temperature can then be

determined by the slope of Fig.A.2b. This value is typically around 0.02 to 0.03 V per degree

Celsius.

(a) (b)

Figure A.2: (a) shows the output counts at different operating voltages and different tempera-
tures. (b) shows the extracted temperature dependence of the breakdown voltage

A.2 Afterpulsing

In this section, we will discuss a popular method for measuring afterpulsing probability based

on interarrival time measurements [81]. The method involves collecting timestamps of pulses

generated by a free-running SPAD at a specific threshold level. This is typically accomplished

using a fast oscilloscope with precise timing capabilities. The interarrival times between all

consecutive pulses are then recorded in a histogram. It’s important to note that the choice of

threshold level can affect both the timing and the number of recorded counts, as illustrated in

Fig.A.1b. Therefore, when dealing with noisy or highly afterpulsing SPADs, it is advisable to

use a higher timestamping threshold to obtain reliable measurements.

This method takes advantage of the nature of Poisson statistics by distinguishing between the

primary dark counts, which are fitted exponentially on the histogram, and the afterpulses,

which appear above the exponential fit. Examples of measurements using this method are

presented in Chapter 3, specifically in Fig.3.9 and Fig.3.19.

Achieving accurate results with this method requires the accumulation of pulses for improved

statistical significance. Consequently, for a SPAD with a low DCR, longer acquisition times are

often necessary to build up the histogram. In such cases, it is suggested that dim illumina-

tion can be applied to expedite the measurement process, as illumination also results in an

exponential decay in the interarrival time histogram.

It has been discussed that applying dim illumination can influence the measured afterpulsing

probability [81]. To demonstrate the impact of illumination on the extracted afterpulsing
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probability using exponential fitting, we present a measurement result for a SPAD with a DCR

of 100 cps, showing the effect of increasing illumination in Fig.A.3. Due to the low signal rate,

each measurement required over 48 hours to ensure statistical accuracy. The results reveal a

rapid decrease in the apparent afterpulsing probability as illumination is applied.

Figure A.3: The relationship between the apparent afterpulsing probability and the level of
illumination.

Due to the dependence of this signal on the apparent afterpulsing probability, we conducted

measurements of the afterpulsing probability after irradiation in complete darkness. This

approach enables us to capture the worst-case scenario. Moreover, this behavior suggests that

a SPAD implemented in a high count rate application may be less susceptible to the effects of

afterpulses.

A.3 Photon detection probability

To measure the PDP (Photon Detection Probability) as presented in this work, we employed

a method that is also applicable to other detectors, such as multi-pixel photon counters or

silicon photomultipliers [206]. The experimental setup is depicted in Fig.A.4. We utilized a

Xenon lamp as a continuous light source, emitting a broad spectrum of light ranging from

200 nm to 2000 nm. Subsequently, this white light passed through a computer-controlled

monochromator capable of filtering out light with a narrow bandwidth, as low as 1 nm. An

aperture situated at the monochromator allowed us to tune the intensity of the output single-

wavelength light.

The light was then directed into a light-tight chamber housing an integrating sphere and the

DUT. The integrating sphere efficiently diffused the input light across its entire inner surface
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Figure A.4: PDP measurement setup

through multiple reflections. We typically position the commercial reference photodiode,

denoted as PD, more than 10 cm away from the output of the integrating sphere. This is to

ensure that only light perpendicular to the sensors is impinging. This photodiode enabled

us to characterize the actual output light intensity at each wavelength by scanning through

the wavelength range using the monochromator. Since we knew the photoresponse of the

photodiode expressed in Amperes per Watt, we could utilize the output current from the

photodiode to create a mapping of the photon flux density at each wavelength, Φ(λ), using

the equation:

Φ(λ)

APD
=

P (λ)

hv · APD
(A.1)

where APD is the area of the photodiode, P is the measured optical power, h is Planck’s

constant, and v is the photon frequency.

Following this characterization, we replaced the photodiode with the DUT in the same position.

This allowed us to measure the counts at different wavelengths and biasing voltages, thereby

assessing the DUT’s response.

One has to note that the dark count of the SPAD and the dark current of the photodiode have to

be subtracted when characterizing the SPAD response and the optical power. The afterpulsing

probability of the SPAD should also be corrected since afterpulses generate extra signals when

photons impinge. Without the correction, one can overestimate the PDP.

A.4 Timing jitter

As the avalanche process generates a large current within a short period, the timing response

of SPADs is expected to be in the tens of picoseconds to hundreds of picoseconds range. To

precisely characterize the timing jitter on this timescale, it is required to have a reference

with sub-picosecond timing resolution to ensure the precision of the measurement. As a light

source reference, we used a femtosecond laser that emits optical pulses with a duration well

103



Chapter A: SPAD characterization methods

below 1 ps. The laser pulse is then split by a beam splitter, with one branch going to a fast

photodiode with picosecond-level rise time, and the other branch reaches the SPAD under

test after passing through a neutral density (ND) filter.

The setup is depicted in Fig.A.5. The two signals coming from the reference photodiode and

the SPAD are then sampled by a fast oscilloscope (WaveMaster 813Zi). The time interval

between the two pulses is measured and forms a histogram, as shown in the previous chapters.

Figure A.5: Timing jitter measurement setup

The ND filter serves the crucial role of ensuring that only a single photon strikes the SPAD

during each laser pulse, thus guaranteeing that the SPAD operates in the single-photon regime.

Without this precaution, the intensity of the incoming signal could be so high that multiple

photons simultaneously trigger the avalanche process. When this occurs, the avalanche

initiated by the photon in the high-field region responds more rapidly than the one triggered

in the diffusion region, where electron-hole pairs must first migrate to the high-field region to

initiate an avalanche. Consequently, measuring timing jitter under strong light can result in an

underestimation of timing precision, as the avalanche signal from the initial electron-triggered

avalanche consistently masks subsequent avalanches.

As we approach 10 ps FWHM timing, often we observe multiple smaller peaks in the acquired

histogram instead of one Gaussian center and an exponential tail as shown in Chapter 4

Fig.4.25a. This is attributed to the alignment of the setup. Notice that 1 ps corresponds to light

traveling for 300 µm. Any reflection along the signal path or even reflection of the laser on the

bonding wires can result in this artifact in the measurement. Therefore, alignment plays an

important role in achieving such timing resolution.
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Figure B.1: Megapixel SPAD array [35]
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Figure B.2: High timing precision SPAD pixel [68]

Figure B.3: High timing precision SPAD pixel [68]
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