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Abstract— Smarty is a fully-reconfigurable on-chip feed-

forward artificial neural network (ANN) with ten integrated time-
to-digital converters (TDCs) designed in a 16 nm FinFET CMOS 
technology node. The integration of TDCs together with an ANN 
aims to reduce system complexity and minimize data throughput 
requirements in positron emission tomography (PET) 
applications. The TDCs have an average LSB of 53.5 ps. The ANN 
is fully reconfigurable, the user being able to change its topology 
as desired within a set of constraints. The chip can execute 363 
MOPS with a maximum power consumption of 1.9 mW, for an 
efficiency of 190 GOPS/W. The system performance was tested in 
a coincidence measurement setup interfacing Smarty with two 
groups of five 4 mm × 4 mm analog silicon photomultipliers (A-
SiPMs) used as inputs for the TDCs. The ANN succesfully 
distinguished between six different positions of a radioactive 
source placed between the two photodetector arrays by solely 
using the TDC timestamps. 

Index Terms— artificial neural network, ANN, ANN-
reconfigurability, feed-forward ANN, genetic algorithm, time-to-
digital converter, TDC, position reconstruction. 
 

I. INTRODUCTION 

For a long time, artificial intelligence (AI) has been applied in 
different areas such as biology, economics, medical healthcare, 
automotive, etc. [1], [2], [3], [4]. AI makes use of different tools 
depending on the problem that needs to be solved, such as deep 
learning, ANN, probabilistic methods and many others [5], [6], 
[7]. ANNs, in particular, were initially inspired by the structure 
of the human brain.  
Neurons are at the core of our nervous system, whose 
connections are established through synapses. The connection 
between neurons is essential for learning, as it serves as a way 
in which information is sent between them. ANNs are based on 
the same approach, each of them featuring a set of neurons 
organized by layers and connections. Each connection has 
assigned a specific weight, whose role is to decide how much 
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influence the input has on the output value.  
A typical feed-forward artificial neural network consists of 
several layers which are usually classified as input, hidden and 
output layers. Usually, the input layer receives the information 
coming from outside, in our case from TDCs, while the output 
layer provides the final result. However, there are many ways 
in which ANNs can be implemented. In the past, ANNs have 
found applicability in the medical field by assisting image 
reconstruction algorithms in enhancing image quality [8], [9], 
[10], [11], [12]. Considering that clinical diagnostic systems, 
such as magnetic resonance imaging (MRI), computed 
tomography (CT), or PET, need to handle large amounts of data 
that are usually processed offline, ANNs proved to be a 
valuable tool for this task.  
PET is a nuclear imaging technique heavily used in oncology 
for diagnostics, treatment, and monitoring of cancerous tumors. 
In most of the cases, this technique uses radioisotopes, which 
are injected in the patient’s body and, in some cases, 
concentrate in the area where the tumor is located. The 
radioisotope undergoes positron decay, and the positron travels 
a short distance in the tissue until it interacts with an electron. 
This process, called annihilation, results in two annihilation 
photons emitted with a photon energy of 511 keV at almost 180 
degrees forming a line-of-response (LOR). The emitted gamma 
rays are absorbed by scintillators and converted into visible 
photons which are then detected by optical photodetectors, as 
depicted in Fig. 1.  
The role of the PET scanner is to acquire a subset of LORs and 
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to reconstruct the most likely annihilation point in 3D. Time-
of-flight PET (ToF-PET) systems, in particular, make use of 
timing information obtained from photodetectors to reconstruct 
the annihilation point with more advanced reconstruction 
algorithms, enabling enhanced image quality. Over the years, 
different techniques have been used to acquire the ToF-PET 
information (timing, energy to discriminate the 511 keV), such 
as constant fraction discrimination, leading edge discrimination 
or different estimation algorithms based on statistical models 
[13-17]. More recently, the research focus shifted towards ToF 
estimation with ANNs. The work carried out in [13] presents a 
nine-layer off-chip convolutional neural network (CNN), which 
uses digitized waveforms as an input through constant-fraction 
discriminators to estimate ToF information. The CNN is trained 
in Matlab with millions of coincidence events acquired with a 
22Na point source at different timing delays. In the end, the 
CNN successfully improved the timing performance of the fast 
electronics from 32.9 ps to 26.4 ps. While not the main driver, 
the CNN plays an important role, and this work showcases the 
possibility of using neural networks to further improve the 
timing performance of standard approaches.  
Another interesting study has been presented in [18]. The 
authors analyze the capabilities of monolithic scintillators with 
respect to timing and spatial resolution by using an off-chip 
neural network. The proposed ANN is implemented in FPGA 
and comprises thousands of neurons and coefficients while the 
readout electronics is composed of custom developed 
application specific integrated circuits (ASICs). 
 One of the main issues in PET is the large amount of data that 
is generated from thousands of photodetectors, and which needs 

to be transferred for external processing [19], [20], [21]. 
Moreover, the data has to be filtered to remove random and 
scattered events in order to enhance the final image quality.  
In this paper, we propose an on-chip fully-reconfigurable ANN 
with the goal of reducing complexity and minimizing data 
throughput. Smarty comprises both timestamping circuitry and 
an ANN. Ten independent channels are directly connected to 
Smarty’s reconfigurable ANN, which has been trained for the 
reconstruction of the position of a 22Na radioactive source 
placed in-between two photodetector arrays. The data from the 
ten input channels is reduced to a single word per frame and 
special cases, when not enough channels fired, are 
automatically discarded by the ANN. The topology of the ANN 
can be changed within certain design limits, i.e. a maximum of 
1024 weights and biases and 128 neurons. Smarty proposes a 
fully-integrated, reconfigurable ANN used to reconstruct the 
position of a 22Na source along the X axis with floating point 
and quantized representation results presented in the end. 
 This work is organized as follows: in section II the on-chip 
neural modelling, which is the basis of the entire design, is 
presented. This is followed by the in-depth description of the 
Smarty system architecture in section III, where the TDCs and 
ANN implementation are discussed. Section IV presents the 
performance characterization results, where TDC, genetic 
algorithm training, and the first ANN on-chip performance are 
validated. Section V presents the source position reconstruction 
measurements performed with Smarty’s ANN, followed by 
section VI which provides the conclusions of this work. 

II. ON-CHIP NEURAL NETWORK MODELLING 

The neural network was firstly described through a 
mathematical model before being implemented on-chip. The 
NN’s reconfigurability is encoded by means of a topology file, 
which contains information on the NN’s structure such as 
number of neurons, the number of hidden layers and the 
connections between the neurons. A fully-connected neural 
network with three input neurons was chosen for the example 
mathematical description and is depicted in Fig. 2. The neural 
network comprises one input layer with three neurons, one 
hidden layer with four neurons and one output layer with two 
neurons.  
The mathematical description of the aforementioned NN is 
presented below: 
 

𝑂 =  𝑤 +  𝑤  × 𝑂 =  𝑤 +  𝑤 × 𝑂  

𝑂 =  𝑤 +  𝑤  × 𝑂 =  𝑤 +  𝑤 × 𝑂  

𝑂 =  𝑤 +  𝑤  × 𝑂 =  𝑤 +  𝑤 × 𝑂  

𝑂 =  𝑤 +  𝑤  × 𝑂 =  𝑤 +  𝑤 × 𝑂 +  𝑤 × 𝑂 + 𝑤 ×  𝑂   

𝑂 =  𝑤 +  𝑤  ×  𝑂 =  𝑤 +  𝑤 ×  𝑂 + 𝑤 ×  𝑂 +  𝑤 × 𝑂  

𝑂 =  𝑤 +  𝑤  × 𝑂 =  𝑤 + 𝑤 × 𝑂 +  𝑤 ×  𝑂 + 𝑤 × 𝑂  

 
 

5 1 1  keV

g

g
5 1 1  keV

POSI TRON

ELECTRON

ANNI HI LATI ON

LOR

S
C

IN
T

IL
L

A
T

O
R

 
 
 
Fig. 1.  Conceptual representation of a PET ring. The interaction between 
positron and electron (annihilation) results in two gamma rays emitted with a 
photon energy of 511 keV at 180 degrees along a LOR. The gamma rays reach 
first the scintillator, which converts them into visible photons. The visible 
photons are further detected by the photodetectors. 
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𝑂 =  𝑤 + 𝑤  ×  𝑂 =  𝑤 +  𝑤 × 𝑂 + 𝑤 ×  𝑂 +  𝑤 × 𝑂  

𝑂 =  𝑤 +  𝑤  ×  𝑂 =  𝑤 + 𝑤 ×  𝑂 +  𝑤 × 𝑂 +  𝑤

× 𝑂  +  𝑤 × 𝑂  

𝑂 =  𝑤 +  𝑤  × 𝑂 =  𝑤 + 𝑤 ×  𝑂 +  𝑤 × 𝑂 +  𝑤

× 𝑂  +  𝑤 × 𝑂                                                    (1) 
 
 
This model serves as basis for any feed-forward fully-
connected ANN of any dimension. The topology file is 
uploaded in a 624-bit memory. Following, the neural network’s 
weights and biases are separately stored in a 10.24 kbit dual-
port memory in the chip. 
In order to understand the NN’s maximum capability, a Matlab 
model was implemented in floating point and used as a 
reference. From now on, the Matlab code will be referred to as 
the golden code, which provides a set of golden outputs. Due to 

its floating-point representation, it provides much higher 
precision than a fixed-point representation. The output results 
of this model are therefore considered to be correct and used as 
reference. The NN was also fully described in C and high-level 
synthesis (HLS) was used to obtain the equivalent register 
transfer level (RTL) implementation. The NN’s performance in 
floating point (golden code) and fixed point (C code) are then 
compared. A conceptual representation of the modelling and 
comparison procedures is depicted in Fig. 3. 
An ANN example was used in order to determine the number 
of fractional bits needed for the on-chip implementation. The 
on-chip ANN has to be carefully designed considering 
availability of resources and area, therefore, the number of 
fractional bits is an important decision in the ANN design. A 
large input layer of 10 neurons, 4 hidden layers of 8 neurons 
each and a 6-neuron output layer ANN was analyzed. A set of 
random coefficients (weights and biases) sampled from a 
uniform distribution was used. The ANN’s input is given by the 
20-bits TDC output codes, which were simulated as random 
numbers sampled from a uniform distribution across different 
ranges: [0, 300000], [300000, 600000], [600000, 900000], 
[900000, 1000000]. The same ANN configuration with the 
same values was used in the HLS test bench. At the end, the 
output performance files of both Matlab golden code and HLS 
were compared as illustrated in Fig. 4. The result indicated a 
relative rounding error of less than 0.03 % across all TDC input 
ranges for 8 fractional bit representation. 
 

III. SYSTEM ARCHITECTURE 

Smarty is part of a system-on-chip (SoC) in TSMC’s 16 nm 
FinFET process and it interfaces with a Risc-V processor 
through an AXI bus. The system comprises a timing block, 

 
 

 
 
 
Fig. 2.  Example of a fully-connected artificial neural network which served 
as a basis for the extended mathematical model. The neural network presents: 
one input layer with three neurons: (O3, O4, O5), one hidden layer with four 
neurons: (O6, O7, O8, O9) and one output layer with two neurons: (O10, O11). 
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Fig. 3.  Conceptual representation of Smarty’s NN modelling and comparison 
procedure. The ANN’s performance in Matlab (floating point) is compared to 
that of the HLS-inferred system which is fixed point bounded. At the end, the 
relative error between the two different results is calculated. 
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Fig. 4.  Relative rounding error of Smarty ANN’s outputs. The error was obtained 
by comparing the golden outputs in floating point and the fixed point outputs. 
Three different TDC ranges were analyzed: 0 corresponds to [0, 300000], 1 
corresponds to [300000, 600000], 2 corresponds to [600000, 900000] and 3 
corresponds to [900000, 1000000]. 
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consisting of 10 TDCs and a processing block consisting of a 
fully-reconfigurable feed-forward ANN.  ANN readout and 
configuration are also performed through the AXI bus. The SoC 
PLL provides the clock for the entire system. The ANN was 
designed to operate at a maximum frequency of 500 MHz. A 
block diagram of the main blocks implemented in Smarty is 
presented in Fig. 5. Three different isolated supply voltage 
domains are provided for the design: a dedicated power supply 
for the TDC voltage-controlled ring oscillators (VDD_RING) 
enabling individual control of the oscillation frequency of the 
TDCs, a supply voltage dedicated to the ANN (VDD_ANN) 
allowing the user to test the ANN independently, and a 
dedicated supply voltage for all the remaining circuits of 
Smarty (VDD_CORE). Hereafter, the main blocks are 
described in detail. 
 
 

A. Time-to-digital converter 

All 10 TDCs present in Smarty are based on the same 
architecture, a ring topology that comprises a voltage-
controlled oscillator (VCO), an asynchronous ripple-counter 
and a thermometer decoder, as shown in Fig. 6. 

The VCO is based on four-delay stages connected in a ring, 
comprising buffers, inverters and NAND gates as illustrated in 
Fig. 7. An enable signal (EN) is formed by the rising edge of a 
START and STOP signal; the VCO starts oscillating when this 
signal is asserted. The oscillation stops on the EN’s falling edge 
and the frozen state is read using the four outputs Q<0:3>. The 
20-bit asynchronous ripple counter keeps track of the number 
of oscillations through the ring and returns the most-significant 
bits  (MSB), while the least-significant bits are given by the four 
outputs Q<0:3> through a thermometer decoder.  In order to 
reduce power consumption, the VCO’s outputs are buffered and 
are only available when EN_read is asserted, the only exception 

being the Q<3> signal, which acts as a clock signal for the 
counter and has an always-on buffer in order to balance the load 
along the ring. The final TDC result is given by the following 
equation: 

 
𝑁 = 4 ×  𝑁 +  𝑁 ,                    (2) 

 
where 𝑁  is the counter value and 𝑁  is the decoded fine 
bit value. 

Each TDC can be independently read out. Signals 
TDC_START_ELECTRIC and TDC_STOP_ELECTRIC are 
generated by the FPGA during the electrical testing, so as to 
perform single-shot measurements. TDC_START_ELECTRIC 
is generated with the same frequency. An adjustable phase with 
respect to the STOP signal allows different impulse widths to 
be fed into the TDC, thereby sweeping a larger TDC range. 
Another option is to start all the TDCs together by using 
TDC_START_ALL and TDC_STOP_ELECTRIC. In this way, 
the measurement time is decreased and all TDCs can measure 
the same impulse width. The TDC’s oscillation frequency can 
be easily determined by monitoring the 7th counter bit of each 
TDC, selected using the TDC_CNT_SEL signal. The TDC’s 
operating principle is illustrated in a timing diagram in Fig. 8. 

 

 
 

 
 
Fig. 5.  Smarty block diagram. The chip comprises 10 TDCs whose outputs 
provide the ANN’s inputs. Two dual port memories are used for storing the 
weights, biases and the ANN outputs. All TDCs can be bypassed and the ANN 
can be used as a stand-alone structure. Three different isolated supply domains 
are provided: VDD_RING, VDD_CORE and VDD_ANN. 
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Fig. 6.  TDC’s main building blocks: a VCO that returns the four phases of the 
TDC (Q<0:3>), a 20-bit asynchronous ripple counter that returns the TDC’s 
MSBs and a thermometer decoder which returns the decoded values of the 
TDC’s LSBs. 
  

 

 
 
Fig. 7.  TDC’s ring oscillator structure [20]. 
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B. Feed-forward ANN 

The ANN comprises three main memory blocks: a 4096 bits 
memory, which contains the description parameters for all the 
neurons, a 10 kbit coefficient memory which comprises the 
values for all the weights and biases and a 624 bit memory for 
the topology file. The ANN also comprises 4 processors that are 
fully synthesized through HLS and are used to accelerate the 
operations performed by the neural network. A control logic 
unit implements all the necessary sequential steps that are 
described in the behavioral code and it is fully inferred by the 
HLS tool. A conceptual diagram of the neural network is 
depicted in Fig. 9. The on-chip NN implementation requires the 
use of many resources and area, therefore, constraints in terms 
of the maximum number of neurons and coefficients that can be 
used were imposed. As a result, the ANN can benefit from a 
maximum of 128 neurons in total, along with 1024 weights and 
biases in a fully-connected configuration. The NN’s Si area is 
89.79 µm × 182.16 µm and the TDC bank is 20 µm × 250 µm, 
both designed in 16 nm FinFET CMOS technology. 

 

IV. PERFORMANCE CHARACTERIZATION RESULTS 

 The Smarty chip was characterized from different 
perspectives. Initially, the TDCs were characterized, followed 
by the NNs, finally, a coincidence measurement setup was built 
with two boards placed in front of each other in order to 
reconstruct the radioactive source position, along the line 
connecting them.  

A. TDC performance 

Electrical tests were performed to determine the transfer 
functions of each TDC. The transfer function was determined 
by using the TDC_START_ALL and TDC_STOP_ELECTRIC 
signal. A large range of impulse widths was covered by sending 
with an FPGA the TDC_STOP_ELECTRIC and 
TDC_START_ALL with different phases with respect to each 
other. The transfer functions of all ten TDCs are shown in Fig. 
10. The bin width of each TDC was measured by monitoring 
the oscillation period of the 7th counter bit. The TDCs present 
an average LSB of 53.5 ps. 

The nonlinearities of the TDCs were measured through a 
code density test, illuminating a photodetector connected to the 
TDC with white light and accumulating multiple frames. The 
DNL and INL results of all TDCs are presented in Table I. 

 

 

 
 

 
Fig. 8.  TDC operating principle. Q<3> signal represents the counter CLK. The 
VCO oscillates during the period when the EN signal is set to high. 
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Fig. 9.  Conceptual representation of the neural network implementation. The 
NN’s main blocks are: weights and bias memory, neuron memory and the 
control logic unit. An AXI bus provides the communication with the NN. 
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Fig. 10.  Transfer functions of all ten TDCs. Measurements performed over a 
range of 800 ns. 
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TABLE I 
TDCS DNL AND INL VALUES OF AN AVERAGE LSB OF 53.5 PS 

TDC DNL [LSB] 
  

INL [LSB] 

TDC0 -0.19/0.15 -0.77/0.90 
TDC1 -0.11/0.16 -0.15/1.18 
TDC2 -0.29/0.29 -1.02/2.17 
TDC3 -0.12/0.13 -1.13/0.37 
TDC4 -0.45/0.55 -1.99/0.87 
TDC5 -0.34/0.36 -1.04/1.66 
TDC6 -0.43/0.39 -1.42/1.14 
TDC7 -0.14/0.15 -0.52/0.90 
TDC8 -0.22/0.23 -0.51/0.46 
TDC9 -0.13/0.12 -0.63/0.25 
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B. Genetic algorithm training 

The NN has been trained in Python 3.6 by using the PyTorch 
open-source machine learning framework and genetic 
algorithms [22], [23], [24]. After exploring different training 
approaches, the use of genetic algorithms proved to be a good 
solution for the problems that need to be solved by using 
Smarty’s ANN. The training starts with a set of n individuals 
which are part of a group called population. The number of 
individuals in each population is chosen by the user and is 
different from one problem to another. There is no specific 
number that gives the best result in the end. Initially, the 
evolution starts from a random population with a certain 
number of individuals. As in real life, each individual is 
characterized by genes organized in chromosomes, in this case 
weights and bias values. A loss function is defined and each 
individual is evaluated with it during the training process. In the 
end, the best individual in the final generation is chosen as the 
final solution.  

The mutation and crossover are important parameters which 
influence the final result. The crossover is the chromosome 
combination process between two parents whose result is a new 
offspring. The crossover is usually implemented between the 
parents which present the best chromosomes so that the new 
generation has more advanced individuals. A mutation is a 
genetic operator that takes place after the crossover occurred 
and represents a random change in one or more sections of the 
new offspring’s chromosome. In this way, there is a high 
chance that the algorithm converges faster and it is not stuck in 
local minima. As in the case of the population size and 

generation number, there is no fixed value for the mutation and 
crossover parameters which returns the best performance. 
These values are chosen by the user depending on the problem 
that is being solved. An illustration of the genetic algorithm 
main steps used in this framework is depicted in Fig. 11. The 
GA was used to train a fixed NN topology across all generations 
as depicted in Fig. 12. Each individual in each generation is 
represents a NN. The mutation and crossover operators were 
used to optimize the weights and biases and minimize the loss 
function. All the following results are obtained through training 
with genetic algorithms and their respective chosen parameters 
will be mentioned along with each presented result. 

 

C. Measurement setups 

To assess the performance of Smarty, three different 
measurement setups have been created. The first setup, 
presented in Fig. 13 is a PCB (green), was designed to 
accommodate the testing of the entire SoC and can be used for 
electrical measurements only. The second PCB (black) is an 
interface board which comprises a set of SMAs which allow the 
interface and control of Smarty’s TDCs. In this way, the TDCs 
can be accessed and triggered externally or interfaced with 
photodetectors, such as silicon photomultipliers. The last PCB 
is an application dedicated design which comprises a set of five 
silicon photomultipliers (Hamamatsu S14160/S14161 series). 
The A-SiPMs are placed in a line arrangement, one next to each 
other as depicted in Fig. 14. A dedicated 3D-printed support 
was designed for this board in order to allow its attachment to 
an optical table to keep it in a stable position. Each A-SiPM has 
a corresponding amplifier and comparator whose output is 
available through SMA connectors.  

 

 
 

 
Fig. 11.  Main steps of the genetic algorithm used in Smarty’s NN. Adapted 
from [20]. 
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Fig. 12.  A NN example. Each circle in each generation is a NN of a fixed 
topology. Each generation has 20 individuals. The biases and weights 
recombine to create the children of the next generation. A mutation occurs 
randomly in the chromosomes and it is represented in the red circles. 
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The sensor board is shown in Fig. 14.  In this way, the A-
SiPMs signals can be sent as inputs to the TDCs in Smarty. A 
connection between the interface board and the board which 
comprises the photodetectors is done through coaxial cables of 
equal lengths as shown in Fig. 15 b). The A-SiPM features 50% 
PDE at 450 nm for an excess bias voltage of 2.7 V, 
corresponding to a total voltage of 40.7 V [25].  

D. Electro-optical NN performance evaluation  

The first measurements performed with Smarty’s NN were 
single-shot optical measurements. The A-SiPMs were 
illuminated with a 375 nm picosecond diode laser (PiL037-FC). 
The board was interfaced with an FPGA and a START signal 
was generated by the FPGA serving as a trigger for the laser 
controller. The arrival of the SiPM output pulse with respect to 
a STOP signal, which was also generated by the FPGA, was 
measured. In a single-shot measurement setup, different delays 
between the START and STOP signals are measured by the 
TDCs. A specific TDC code with some variations is generated 
at each measured interval. The TDC codes corresponding to all 
five A-SiPMs were read out and a set of 10,000 frames were 
accumulated for each single-shot measurement. A picture with 
the measurement setup is presented in Fig. 15. The data of all 
the single-shot points were transferred to the PC and used to 
train the ANN using the Python 3.6 training flow with GA. The 
TDC outputs are connected to the ANN, therefore all the TDC 
codes were used as input data for the ANN. The chosen 
topology for the training contains 5 inputs, 5 hidden layers with 
13 neurons each and one output neuron. For the GA algorithm 
training the following parameters were chosen: 10 generations 
with 30 individuals each (each individual is a neural network of 
the topology described before), uniform crossover (each gene is 
chosen for either parent with a certain probability in order to be 
transferred to one of the two children), 0.2% mutation rate and 
10000 epochs. The inputs of the ANN are the TDC codes 

 

 
a) 
 
 

   
           b) 
 
Fig. 15.  a) Optical measurement setup for the single-shot measurements. A 
sensor board which comprises five A-SiPMs is used. All SiPMs are illuminated 
with a 375 nm picosecond laser. A diffuser (DG20-220-MD) is used between 
the laser and A-SiPMs in order to assure uniform illumination across all five 
photodetectors. b) Conceptual representation of the measurement setup 
presented in a). 
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Fig. 13.  SoC board (green PCB) connected to the interface board (black PCB). 
A set of SMA connectors is available for testing and interfacing with other 
circuits. 
  

 

 
 
 

 
Fig. 14.  Sensor board which comprises five 4 mm × 4 mm A-SiPM (Hamamatsu 
S14160/S14161 series). An amplifier (ADA4807) and a comparator (LT1394) 
are connected to each A-SiPM; the output of the comparator is made available 
through SMA connectors. The board can be interfaced with the board of Fig. 13 
through coaxial cables. 
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obtained through the optical single-shot measurement while the 
output of the ANN is the delay between the START and STOP 
signals of the TDC (called EN width pulse). The final training 
results are presented in Fig. 16. The training results show the 
capability of the ANN to distinguish all 6 different single-shot 
points solely using the TDC codes. The loss is calculated for 
each individual in each generation and at the end, the individual 
with the best average loss across all the frames is chosen. In this 
case, the loss is calculated as the absolute error of the ANN 
output. It can clearly be noted that the loss value improved 
across all 10 generations. At the end of the training, the weights 
and biases were extracted and transferred to the on-chip ANN. 
As discussed earlier, the on-chip design makes use of a fixed-
point representation, therefore the weights and biases required 
off-chip quantization. The final on-chip ANN performance is 
illustrated in Fig. 17. Initially, a naive quantization method was 
used by directly converting to fixed point through rounding. 
However, in this case, the results were far from the desired 
values. A second approach that consisted of scaling the weights 
and biases before converting to fixed-point representation 
featured much better results. In this case, the parameters of each 
layer were multiplied by a set of predetermined values which 
made sure that the weights and biases stayed within the range 
of the fixed point representation, thus avoiding clipping. 
However, a small deviation from the ideal curve is still visible, 
as there are still rounding and clipping errors in the NN 

computations. The performance can be further improved by 
exploring different quantization methods as well as performing 
quantized-aware training. The quantized ANN was able to 
distinguish all 6 single-shot measured points as well as to 
successfully interpolate three never-before-seen points (28, 33, 
47 represented by green dots in Fig. 17). 

V. NN PERFORMANCE IN A COINCIDENCE MEASUREMENT 

SETUP  

 The ANN designed in Smarty can be used in different 
measurement setups dedicated to different applications selected 
by the user. In the scope of this paper, the performance of the 
ANN was tested in a coincidence measurement setup as well, 
with applicability for PET scenarios. The goal is to test the 
ANN’s capabilities for the reconstruction of the position of a 
radioactive source. One of the goals of a PET system is to 
reconstruct the position of the annihilation point along a line-
of-response with very good precision. Through the following 
simulations and measurements, the NN’s performance 
capabilities have been tested aiming for a good reconstruction 
along the X axis. 
 

A. Simulation setup 

Firstly, the performance of the ANN was tested by using 
synthetic data generated with the Geant4 platform [26]. The 
simulated model emulates the behavior of the gamma 
interaction inside a 4 mm × 4 mm × 20 mm LYSO scintillator. 
This specific scintillator dimension was chosen so that it can 
match the total area occupied by all five A-SiPMs of the sensor 
board (sidewise readout).  A spherical 22Na source with a 
diameter of 3 mm and an intensity of 3.7 MBq placed on disk 
case with a diameter of 25 mm and a thickness of 6 mm was 
used in the simulation environment. The gamma rays emitted 
by the source interact with the scintillators placed in opposition. 
Upon interaction, the scintillators produce a burst of visible 

 

 
 

             a) 
 

 
Fig. 16.  a) Histogram of the EN width pulse estimation at the output of 
the neural network when presented with blind validation input frames 
for 6 different values for the single-shot optical measurement. Ground 
truth is shown by red dots. b) Average loss of the best performing 
individual in each generation of the GA. The EN width is presented in 
arbitrary units and it represents the number of clock cycles chosen during 
the optical measurement (one clock cycle is 5 ns). 
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Fig. 17.  Smarty ANN on-chip performance in the single-shot measurement 
setup. The coefficient quantization effects on the ANN’s output are 
depicted in yellow and blue lines. Blue: naive quantization method which 
rounds the coefficients. Yellow: coefficients are clipped within a desired 
range. The ANN interpolated three never-before-seen points, represented 
by green dots. 
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photons. The resulting detection times recorded at the output 
surface of the scintillator (in this case the 20 mm surface 
covered by the A-SiPMs) are used as training data for the ANN. 
Each source position was simulated and the photon arrival times 
at the output surface of each scintillator recorded individually 
for each source position. A conceptual block diagram which 
depicts the simulation environment is shown in Fig. 18.  

All the timestamps that reach the two scintillators 
corresponding to detector1 and detector 2 are used for the ANN 
training. Each scintillator has an ID which is 1 or 2 so that the 
spatial information on the arrival of gamma photons is retained. 
Each source position is simulated one-at-a-time and generates 
its own dataset containing the spatial coordinates of the source, 
Xsource and Ysource, the time of arrival of the photons at the 
detection surface of the scintillator and the ID of the 
scintillation (detector 1 and detector 2). The recorded 
timestamps were then transformed into TDC codes in order to 
be consistent with the real measurement scenario in which the 
ANN receives directly the final codes of all 10 TDCs. Each 
TDC records a single timestamp per frame per A-SiPM. The 
length of the frame is set so that multiple TDCs fire. As before, 
the ANN has been trained in Python 3.6 by using solely 
timestamps. The organization of the timestamps in preparation 
for the ANN training is the following: 

 all the timestamps are sorted and all their corresponding 
source position coordinates, Xsource and Ysource, are retained; 

 the data is organized in exposure frames; 
 if all 10 TDCs fired, all ten timestamps are kept for each 

frame;1 
 Each A-SiPM has an ID from 1 to 10, each timestamp is 

assigned to a specific A-SiPM depending on its position at 
the detection surface of the scintillator; 

 At the end, the dataset is organized in a training set which 
contains 80% of all the data and a validation set which 
contains 20% of the entire dataset. 

 
As before, the ANN was trained using the GA using solely 

the TDCs’ timestamps. The GA’s training framework used for 
the simulation of the coincidence setup is as follows: 

 the first generation contains a population of 20 individuals. 
Each individual is an ANN with a certain topology that will 
be further presented along with the simulation results;  

 the Adam optimization algorithm [27] is used along with a 
large number of epochs with a variable learning rate that 
decreases from 0.01 in the first epoch to 0.001 in the last 
epoch, whereas it is changed across different training trials; 

 the algorithm is ran over 30 generations with a uniform 
crossover and small mutation rate (< 1%); 

 each frame of the dataset contains the TDCs’ timing 
information and their corresponding radioactive source 
position in the plane; 

 finally, the average loss of each individual is calculated for 
each generation and the individual with the best average 

 
1 There are also frames with fewer number of timestamps due to the fact that 

not all TDCs fired. The first timestamp for each A-SiPM in one frame is kept. 
A jitter of 120 ps FWHM has been imposed over the synthetic data. 

loss value from the last generation is reported. The loss 
function is defined as the distance between the estimated 
source position and the actual source position in space and 
it is calculated as follows: 
 

     𝑙𝑜𝑠𝑠 =  ‖𝑃 𝑃 ‖ =  (𝑋 −  𝑋 ) −  (𝑌 −  𝑌 ) ,    (3) 
 
where 𝑃  is the point corresponding to the actual source 
position in space with its respective coordinates (𝑋  and 
𝑌 ), and 𝑃  is the point corresponding to the NN estimated 
source position with its respective coordinates (𝑋  and 𝑌 ). 

 
The ANN’s reconfigurability consists in changing its 

topology within the design limitations. In general, there is no 
best choice in terms of the ANN’s topology, crossover or 
mutation rate. The choice is made by the user and depends on 
the problem at hand. In this sense, the exploration space is very 
large and cannot be covered entirely. Therefore, the ANN’s 
performance in a coincidence measurement setup for 
radioactive source position reconstruction was analyzed by 
training two different feed-forward topologies: fully-connected 

narrow-deep and wide-shallow as depicted in Fig. 19. The 
topology of the feed-forward narrow-deep configuration 
comprises 10 input neurons, 5 hidden layers of 13 neurons per 
layer and 2 output neurons, while the feed-forward wide-
shallow configuration comprises 10 input neurons, 1 hidden 
layer with 70 neurons and 2 output neurons. The performance 
of the best performing topology, the narrow-deep fully-
connected ANN with a mutation rate of 0.2% is depicted in   

 

 
Fig. 18.  Geant4 simulation setup with two scintillators placed in coincidence 
at a distance of 220 mm. Two 4 mm × 4mm × 20 mm LYSO scintillators 
were used. The black dots represent the radioactive source positions that are 
simulated in the Geant4 environment one-at-a-time. 
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TABLE II 
ANN PERFORMANCE VALUES 

TOPOLOGY 
MUTATION 
RATE [%] 

  
FINAL LOSS [mm] 

Narrow-deep 1 6.41 
Narrow-deep 0.2 4.75 
Wide-shallow 1 10.55 
Wide-shallow 0.2 9.08 
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Fig. 20. In both cases, the training has been performed with 
different mutation rates, 1% and 0.2% respectively. The ANN 
presents better results in the case of a training performed with 

0.2%. For both topologies, the ANN was able to distinguish six 
different radioactive source positions along the X axis. The 
performance of both ANN topologies is presented in Table II. 

 
 

B. On-chip performance 

The coincidence measurement setup is presented in Fig. 21. 
Two A-SiPM sensor boards are placed in coincidence at a 
distance of 220 mm from each other. A 22Na radioactive source 
is placed on an optical rail and its position along the X axis can 
be changed manually. The 10 comparator outputs from the two 
boards are connected to the Smarty board via equal length 
coaxial cables. The control of the boards is performed with the 
aid of an FPGA. Thousands of frames are accumulated with the 
TDCs at each source position along the X axis. All the data 
acquired with the TDCs for different radioactive source 
positions is used for the training of the ANN. The ANN has 
been trained using the GA as described before. Compared with 
the previous training, a classification approach was used due to 
its better performance in this specific case.  

 

 
 

a) 
 

 
 

            b) 
Fig. 19.  a) Narrow-deep fully-connected ANN with 10 input neurons, 5 
hidden layers of 13 neurons each and 2 output neurons. b) Wide-shallow 
fully-connected NN with 10 input neurons, 1 hidden layer of 70 neurons and 
2 output neurons. 
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a) 
 

 
            b) 
Fig. 20.  Narrow-deep feed-forward fully-connected NN trained with a 
mutation rate of 0.2%. a) Histogram of the X coordinate estimation at 
the output of the neural network when presented with never-before-seen 
validation input frame for 6 radioactive source positions. 

 

 
 

            a) 
 
 

 
 
            b) 
 
Fig. 21.  Smarty coincidence measurement setup. a) Two A-SiPM boards are 
placed in coincidence at a distance of 220 mm from each other. Each board 
is coupled with a LYSO scintillator of 4 mm × 4 mm × 20 mm. A 22Na source 
can be moved along the X axis between the two sensor boards on a dovetail 
optical rail. b) Conceptual representation of the coincidence measurement 
setup. 
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The ANN’s output is divided in a set of classes depending on 
the number of source positions used for training. The ANN 
returns the class the source position corresponds to instead of 
its absolute value in mm. The ANN comprises 10 input neurons, 
5 hidden layers with 13 neurons each and 3 output neurons. The 
performance of the ANN is reported as a confusion matrix. For 
the training process, frames in which only the TDCs 
corresponding to one detector fired were considered non-valid 
frames and a class called -120 mm, which is a position beyond 
the distance between the two photodetectors, was associated to 
them. Non-valid frames are frames in which only one of the 
detectors (detector 1 or detector 2) fired, therefore, no 
coincidence can be performed by the NN.  
The classification results of two radioactive source positions 
placed at –57 mm and 65 mm along the X axis between the two 
sensor boards are presented in Fig. 22 for both floating point 
and quantized models. The performance is quantified using two 
parameters: accuracy and precision.  
 

𝐴𝐶𝐶𝑈𝑅𝐴𝐶𝑌     =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 
,                   

𝑃𝑅𝐸𝐶𝐼𝑆𝐼𝑂𝑁 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
,                                      (4)

 

 
  
where TP are true positives, TN true negatives, FP false 
positives and FN false negatives. The average accuracy and 
precision of the floating-point representation is 83.59% and 
68.69% respectively, while the quantized model presents an 
accuracy of 83.48% and a precision of 68.59%. From the results 
presented in Fig. 22, it can be observed that the ANN was able 

to clearly distinguish between valid and non-valid frames with 
high degree of certainty. Both positions, –57 mm and 65 mm 
have been distinguished by the ANN, however, it favors the 
former, most likely due to unequal number of frames in the 
input dataset and bias differences between the two detectors that 
led to a slight increase in the count rate on the SiPMs on the 
left. This effect is more evident in the quantized model. 
The same analysis has been repeated for three different source 
positions, –120 mm (represented by non-valid frames), -57 mm, 
0 mm and 65 mm. The ANN’s classification results are shown 
in Fig. 23. In this case, the floating-point model has an accuracy 
of 81.26% and a precision of 53.70%, while the quantized 
model has an accuracy of 81.34% and a precision of 53.88%. 
As in the previous case, the ANN distinguished with a very high 
degree of certainty the difference between valid and non-valid 
frames. The two models have a similar performance. 

C. Hardware performance evaluation 

The execution time of the ANN was measured considering a 
NN with 10 input neurons, 5 hidden layers with 13 neurons per 
hidden layer and 3 output neurons. For a 105 MHz clock, the 
NN has an execution time of 22.44 µs. Considering a total 
number of 1710 operations, the ANN executes 76.15 MOPS. 
However, the ANN was designed to run at a maximum 
frequency of 500 MHz which results in a maximum 
performance of 363 MOPS. At a frequency of 100 MHz, the 
ANN itself consumes 0.4 mW, which is equivalent to 190 
GOPS/W. The entire SoC highlighting the Smarty design is 
shown in Fig. 24. 

 
  

 
a) 
 

 
 

            b) 
Fig. 22.  Confusion matrices of the ANN classification results for 2 different 
source positions placed along the X axis, -57 mm and 65 mm. The non-valid 
frames are marked with -120. a) Floating point representation, b) quantized 
model. The numbers represent the number of frames. 
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a) 
 

 
 

            b) 
Fig. 23.  Confusion matrices of the NN classification results for 3 different 
source positions placed along the X axis, –57 mm, 0 mm and 65 mm. The 
non-valid frames are marked with -120. a) Floating point representation, b) 
quantized model. The numbers represent the number of frames. 
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VI. CONCLUSIONS 

Smarty is a fully-integrated and fully-reconfigurable feed-
forward artificial neural network with ten TDCs designed in a 
16 nm FinFET CMOS technology, intended to operate in a PET 
coincidence measurement setup with reduced system 
complexity and data throughput. The system exhibits a high 
degree of flexibility, the user being able to decide the ANN 
topology in accordance to the problem at hand, within a set of 
constraints. The average LSB of the TDCs is 53.5 ps, while the 
ANN operates at 363 MOPS with an efficiency of 190 
GOPS/W. Smarty was validated in an experimental coincidence 
setup where it successfully distinguished between six different 
positions of a radioactive source when using a floating-point 
implementation and three different source positions with a 
quantized model. In all the test cases, the ANN was able to filter 
with high degree of certainty frames which were considered as 
being non-valid, i.e. frames without timestamps in which no 
coincidence occurred.  
Smarty represents the first step towards reducing output data 
throughput and overall system complexity by bringing a level 
of preprocessing close to the photodetector. 
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