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Coupling a recurrent neural 
network to SPAD TCSPC systems 
for real‑time fluorescence lifetime 
imaging
Yang Lin , Paul Mos , Andrei Ardelean , Claudio Bruschini  & Edoardo Charbon *

Fluorescence lifetime imaging (FLI) has been receiving increased attention in recent years as a 
powerful diagnostic technique in biological and medical research. However, existing FLI systems often 
suffer from a tradeoff between processing speed, accuracy, and robustness. Inspired by the concept 
of Edge Artificial Intelligence (Edge AI), we propose a robust approach that enables fast FLI with no 
degradation of accuracy. This approach couples a recurrent neural network (RNN), which is trained 
to estimate the fluorescence lifetime directly from raw timestamps without building histograms, to 
SPAD TCSPC systems, thereby drastically reducing transfer data volumes and hardware resource 
utilization, and enabling real‑time FLI acquisition. We train two variants of the RNN on a synthetic 
dataset and compare the results to those obtained using center‑of‑mass method (CMM) and least 
squares fitting (LS fitting). Results demonstrate that two RNN variants, gated recurrent unit (GRU) 
and long short‑term memory (LSTM), are comparable to CMM and LS fitting in terms of accuracy, 
while outperforming them in the presence of background noise by a large margin. To explore the 
ultimate limits of the approach, we derive the Cramer‑Rao lower bound of the measurement, showing 
that RNN yields lifetime estimations with near‑optimal precision. To demonstrate real‑time operation, 
we build a FLI microscope based on an existing SPAD TCSPC system comprising a 32× 32 SPAD sensor 
named Piccolo. Four quantized GRU cores, capable of processing up to 4 million photons per second, 
are deployed on the Xilinx Kintex‑7 FPGA that controls the Piccolo. Powered by the GRU, the FLI 
setup can retrieve real‑time fluorescence lifetime images at up to 10 frames per second. The proposed 
FLI system is promising and ideally suited for biomedical applications, including biological imaging, 
biomedical diagnostics, and fluorescence‑assisted surgery, etc.

Fluorescence lifetime imaging (FLI) is an imaging technique for the characterization of molecules based on decay 
time from the excited state to the ground  state1. Compared with fluorescence intensity imaging, FLI is insensitive 
to excitation intensity fluctuations, variable probe concentration, and limited photobleaching. Besides, through 
the appropriate use of targeted fluorophores, FLI is able to quantitatively measure the parameters of the microen-
vironment around fluorescent molecules, such as pH, viscosity, and ion  concentrations2,3. With these advantages, 
FLI has wide applications in the biological sciences, for example to monitor protein-protein  interactions4, and 
plays an increasing role in medical and clinical settings such as visualization of tumor  margins5, cancerous tissue 
 detection1,6, and computer-assisted robotic  surgery7,8.

Time-correlated single-photon counting (TCSPC) is popular among FLI systems due to its superiority over 
other techniques in terms of time resolution, dynamic range, and robustness. In TCSPC, one records the arrival 
time of individual photons emitted by molecules upon  photoexcitation9–11. After repeated measurements, one 
can construct a histogram of photon arrivals, which closely matches the true response of molecules, thus enabling 
the extraction of FLI, as shown Fig. 1. The instrumentation of a typical TCPSC FLI system features a confocal 
setup, including a single-photon detector, a dedicated TCSPC module for time tagging, and a PC for lifetime 
 estimation9,12. Such systems are mostly unsuitable for increasing clinical applications such as non-invasive moni-
toring, where a miniaturized and fast FLI system is  desired13. Additionally, the substantial volume of data pro-
duced by TCSPC imposes a significant load on data transfer, storage, and processing. A powerful PC, sometimes 
equipped with dedicated GPUs, is required to acquire and process TCSPC data. TCSPC requires photodetectors 
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with picosecond time resolution and single-photon detection capability. In the last decade, single-photon ava-
lanche diodes (SPADs) have been used successfully in TCSPC systems and, with the advent of CMOS SPADs, the 
expansion of these detectors into high-resolution image sensors for widefield imaging has been  accomplished14. 
Several reviews of the use of SPADs in biophotonics have recently  appeared15–17.

Least squares (LS) fitting and maximum likelihood estimation (MLE) are widely used for fluorescence lifetime 
 estimation18–20. These two methods rely on iterations to achieve high accuracy, but they are time-consuming 
and computationally expensive. Various non-fitting methods have been proposed to tackle these problems but 
often compromise on other specifications, among which the Center-of-Mass method (CMM) is a typical one. 
CMM is a simple, fast, and photon-efficient alternative, which has been already applied in some real-time FLI 
 systems21–23. However, it is very sensitive to background noise, and the estimation is biased due to the use of 
truncated  histograms24.

Neural networks provide a new path to fast fluorescence lifetime  extraction25. The first neural network-based 
model for fluorescence lifetime estimation was proposed in 2016, where higher accuracy and faster processing 
than LS fitting were  reported26. Since then, several neural network architectures, including fully connected neural 
network (FCNN), convolutional neural network (CNN), and generative adversarial network (GAN) solutions 
have been explored for this  end27–31. These techniques showed the ability to resolve multi-exponential decays 
and achieve accurate and fast estimation even in low photon-count scenarios. Apart from fluorescence lifetime 
determination, these neural networks can extract high-level features and can be integrated into a large-scale 
neural network for end-to-end lifetime image analysis such as cancerous tissue margin  detection32 and micro-
glia  detection33. To date, neural networks have primarily been considered a non-fitting alternative for lifetime 
estimation at the software level. Few studies have delved into their potential as a near-sensor solution for rapid, 
low-latency processing. While some research has explored on-FPGA implementations of these neural networks, 
there hasn’t been the actual development of a practical real-time FLI system based on this approach as of  yet34–36. 
Moreover, these existing efforts have remained rooted in using histograms as input, without fully exploring the 
promising prospect of directly employing timestamps as neural network input, which would bring the network 
even closer to the sensor.

Herein, we introduce an innovative approach that embraces the concept of Edge Artificial Intelligence (Edge 
AI), by integrating a recurrent neural network (RNN) into SPAD TCSPC systems for real-time FLI. The opera-
tional concept is visually explained in Fig. 1. Unlike conventional deep learning methods that rely on histograms 
as input, which are only available once the data acquisition is complete, RNNs eliminate histogramming and 
process raw timestamps on the fly in an event-driven way. This approach enables the continuous and incre-
mental updating of lifetime estimations with each incoming photon, so the lifetime can be read out during or 
right after the acquisition. This novel methodology eliminates the necessity to store or transfer timestamp data 
or histograms, substantially reducing the burden on hardware memory and data transfer requirements. By 

Figure 1.  In a traditional TCSPC FLI system, the sample is excited by a laser repeatedly, and the emission 
photons are detected and time-tagged. A histogram is gradually built on these timestamps, from which the 
lifetime can be extracted after the acquisition is completed. In our proposed system, upon the receiving of a 
photon, the timestamp is fed into the RNN immediately. The RNN updates the hidden state accordingly and 
idles for the next photon. The schematic and formula of simple RNN are shown  here37. At timestep n, the RNN 
takes the current information xn and the past information hn−1 as input, then updates the memory to the current 
information hn and gives out a prediction yn . Whi , Whh , Whi , bh , and by are the weights and biases to be learned 
from training. σ(·) is the non-linear activation function, which is usually the hyperbolic tangent (tanh).
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taking timestamps as input and producing lifetimes as output, the neural network’s size is significantly reduced 
compared to existing models, with the number of parameters reduced to mere hundreds. Consequently, this 
approach minimizes hardware resource demands and latency, making it more feasible for implementation on 
hardware platforms.

In this work, we simulate the fluorescence process and create synthetic datasets on the timestamp level. On 
these datasets, variants of RNNs for lifetime estimation are trained and evaluated. These RNNs excel in providing 
fast, accurate, and robust lifetime estimation, showing superior performance in noisy scenes. To further bring 
the RNNs to the hardware, we quantize the RNNs and implement them on the FPGA with high-level synthesis 
(HLS). To showcase their real-time functionality, we build a FLI system based on Piccolo, a 32× 32 SPAD sensor 
previously developed at  EPFL38. Enabled by the small-scale architecture, a Gated Recurrent Unit (GRU), one of 
the RNN variants, is trained, quantized, and implemented on the same FPGA that controls and communicates 
with Piccolo, optimizing data throughput and minimizing the latency. From photon detection to lifetime estima-
tion, the whole system is integrated into a compact, portable device, which achieves much lower data bandwidth 
consumption and much lower power consumption. The miniaturized real-time FLI system can benefit various 
biomedical applications such as fluorescence-assisted surgery and diagnosis. With the flexibility to retrain neural 
networks, the same system can be easily reused for other very different applications such as near-infrared optical 
tomography (NIROT)39.

Results
The proposed system comprises a SPAD image sensor with timestamping capability coupled to an FPGA for 
implementation of neural networks in situ. In this section, we describe the utilized RNN, its training, and the 
achieved results. We also describe the upper bounds on accuracy that were derived to contextualize the results 
obtained with the RNNs.

RNNs trained on synthetic datasets and performance
We train and evaluate RNNs on synthetic datasets. Three RNN variants, namely simple RNN, gated recurrent 
unit (GRU)40, and long short-term memory (LSTM)41, are adopted. These RNNs are constructed with 8, 16, and 
32 hidden units, respectively. LS fitting and CMM are also benchmarked. The metrics used for evaluation are the 
root mean squared error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE). A 
common range of lifetime is covered here, which is from 0.2 to 5 ns, and we assume a laser repetition frequency 
of 20 MHz.

We start with a simple situation in which background noise is absent. All the tests are run on a PC with 32-bit 
floating point (32FP) precision. The results are presented in Table 1. One can observe that CMM achieves the 
lowest error in MAE and MAPE, GRU-32 achieves the lowest RMSE error, and GRU-32 and LSTM-32 have very 
similar performance to CMM. The performance of CMM itself is understandable. In this case, background noise 
is not considered, and the repetition period is 10 times the longest lifetime. Under these conditions, CMM is 
very close to the maximum likelihood estimator of the lifetime. When comparing Simple RNN, GRU, and LSTM, 
one can observe that GRU outperforms LSTM by a small margin, and both of them perform much better than 
Simple RNN. As we can see with the decrease in model size, errors increase accordingly.

Background noise is often inevitable during fluorescence lifetime imaging, especially in diagnostic and clini-
cal setups where the interruption to existing workflows is supposed to be  minimized13. In our FLI system, it is 
estimated that at least 1% of the collected timestamps are from background noise. Therefore, we study the perfor-
mance of each method under varying background noise levels. For simplicity, only LSTM-32 is used to compare 
with benchmarks. LSTM-32 is trained on a synthetic dataset, where 0 to 10% uniform background noise is added 

Table 1.  RNN models are trained and tested on a synthetic dataset, where the fluorescence decay model is 
mono-exponential, lifetime ranges from 0.2 and 5 ns, laser repetition frequency is 20 MHz, and background 
noise is not considered. Their performance is benchmarked against the Least Squares (LS) fitting and the 
Center-of-Mass method (CMM). RMSE: root mean squared error, MAE: mean absolute error, MAPE: mean 
absolute percentage error. Significant values are in bold.

Model RMSE MAE MAPE

LS fitting 0.1642 0.1201 0.0553

CMM 0.0915 0.0642 0.0250

Simple RNN-8 0.2516 0.1979 0.0969

Simple RNN-16 0.2396 0.1798 0.0771

Simple RNN-32 0.1877 0.1415 0.0659

GRU-8 0.0957 0.0695 0.0297

GRU-16 0.0928 0.0666 0.0274

GRU-32 0.0908 0.0647 0.0261

LSTM-8 0.0981 0.0720 0.0423

LSTM-16 0.0928 0.0669 0.0277

LSTM-32 0.0916 0.0656 0.0267
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to the samples randomly. Here we also illustrate the result of CMM with background noise subtraction, assuming 
that the number of photons from background noise is known, though it is often not the case in real-time FLI 
systems. Two synthetic datasets are built for evaluation, where the background noise ratios are 1% (SNR=20dB) 
and 5% (SNR=12.8dB), respectively. The results are presented in Table 2. We can see that LSTM-32 outperforms 
other methods in all metrics and scenarios. Combined with Table 1, one can observe that errors increase when 
the background noise increases for all the methods. However, LSTM and LS fitting are more robust to background 
noise, while CMM is extremely sensitive to it. This finding is in agreement with previous  studies1,42.

Cramer‑rao lower bound analysis
To compare the performance with the theoretical optima, the Cramer-Rao lower bound (CRLB) is calculated of 
the accuracy of the lifetime estimate with an open source  software42, given the setting parameters. The variance 
of the lifetime estimation methods is calculated from Monte Carlo experiments. As for CMM and RNN, 3000 
samples are used; as for the least squares method, 1000 samples are used to reduce running time.

The relationship between lifetime and the relative standard deviation of the different estimators is shown 
in Fig. 2a, where the photon count is 1024. One can observe that the variance of CMM and LSTM-32 almost 
reaches the CRLB, which suggests that CMM and LSTM-32 are near-optimal estimators. Considering that the 
laser repetition period is much longer than the lifetime and that background noise is not included, it is under-
standable that CMM reaches the CRLB, since it is approximately a maximum likelihood estimator. LS fitting 
performs worse than CMM and LSTM-32, which is likely due to the underlying assumption of Gaussian errors.

The relationship between the number of photons and the relative standard deviation of the different estimators 
is shown in Fig. 2b, where the lifetime is set at 2.5 ns. Similar to Fig. 2a, the relative standard deviations of CMM 
and LSTM-32 almost reach the CRLB, while the least square fitting performs worse. This result suggests that 
CMM and LSTM-32 are efficient estimators over different photon inputs, achieving excellent photon efficiency. 
They only need less than half of the data to obtain similar results as LS fitting.

We also analyze the CRLB with background noise. The results are shown in Fig. 2. Comparing Fig. 2c and 
Fig. 2e with Fig. 2a, we can see the CRLB marginally rises in the presence of background noise. The relative 
standard deviation of LS fitting stays almost unchanged, and that of LSTM-32 increases slightly but is still much 
better than LS fitting. As for CMM, one can see that the relative standard deviation increases dramatically at 
shorter lifetimes, which suggests that CMM is very sensitive to background noise for short lifetimes. By compar-
ing Fig. 2d and Fig. 2f with Fig. 2b, we find that the relative standard deviation does not vary with 1% background 
noise. With 5% background noise, however, CMM shows a clear degradation of performance, its relative standard 
deviation getting close to the one of LS fitting.

Performance on experimental dataset
To verify the performance of RNNs, which are purely trained on synthetic datasets, on real-world data, the 
RNNs are tested on experimental data along with CMM and LS fitting as benchmarks. We prepare a fluorescence 
lifetime-encoded microbeads sample and acquire the TCSPC data with a commercial confocal FLIM setup 
(See Sect. “Methods–Dataset” for details). It is estimated that the background noise is below 1%. The LSTM-32 
is trained on the dataset with varying background noise levels. For each data point, represented as a series of 
timestamps, a background noise ratio is sampled uniformly between 0% and 10%. This ratio determines the 
proportion of timestamps that originate from background noise. The corresponding results are shown in Fig. 3.

The histograms of the three samples share a similar shape. As for LS fitting, an instrument response func-
tion (IRF) is estimated from histograms of all pixels and then shared among them, which accounts for its good 
performance here. The result of CMM has a 2 ns bias, which is corrected by the estimated IRF. It is worth noting 
that for the first peak in the histogram, LSTM shows a sharper Gaussian shape, which confirms LSTM’s good 
performance under low fluorescence intensity and short lifetime.

Real‑time FLIM setup with on‑FPGA RNN
We further built a real-time FLIM system by utilizing a SPAD array sensor with on-chip time-to-digital convert-
ers (TDCs) and deploying the aforementioned RNNs on FPGA for near-sensor processing. The schematic of 
our setup is shown in Fig. 4. The 32× 32 Piccolo SPAD sensor developed at  EPFL38,43 is utilized, on which 128 
TDCs offer 50 ps temporal resolution. The sensor is controlled by a Kintex-7 FPGA, where four GRU-12 cores 
are implemented for lifetime estimation. The GRU-12 is trained on the PC, whose weights are quantized to 16-bit 

Table 2.  Performance of LS fitting, CMM, CMM with background subtraction, and LSTM-32 in the presence 
of 1% and 5% background noise. *CMM with background noise subtraction. LSTM-32 is trained on a dataset 
including 0% to 10% random background noise for generalization in different scenarios. Significant values are 
in bold.

1% background noise 5% background noise

RMSE MAE MAPE RMSE MAE MAPE

LS fitting 0.1678 0.1226 0.0562 0.1883 0.1368 0.0609

CMM 0.2367 0.2168 0.1577 1.0742 1.0635 0.7799

CMM* 0.1099 0.0839 0.0456 0.2476 0.2128 0.1444

LSTM-32 0.1019 0.0733 0.0304 0.1097 0.0784 0.0323
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fixed point numbers and finetuned with quantization-aware training. The quantized GRU has an acceptable 
drop in accuracy and still outperforms benchmarks (i.e. LS fitting and CMM) by a large margin. The four GRU 
cores are able to process up to 4 million photons per second. While the data transfer rate to the PC is 20Mb/s for 
histogram mode and 80Mb/s for raw mode, it reduces to only 240kb/s when applying the proposed RNN-based 
lifetime estimation method.

We prepare a sample containing fluorescent beads with a lifetime of 5.5 ns. The sample is measured by our 
system in real-time at 5 frames per second. During the imaging, we move the sample plate forward to observe 
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the movement of beads in the images. The result is shown in Fig. 5. The lifetime images are also displayed in 
rainbow scale. The average photon count for the beads is around 500 per pixel. This illustrates that our system 
can capture the movement of beads and provide an accurate lifetime estimation. One can also observe that there 
are some outliers, e.g. dark blue dots and red dots among the green beads. Apart from statistical fluctuations, 
RNN-based lifetimes tend to be lower when there are not enough photons, which explains why the blue dots are 
mostly darker than the surrounding pixels.

Figure 3.  Comparison of LSTM, CMM, and LS Fitting on experimental data. The sample contains a mixture 
of fluorescent beads with three different lifetimes (1.7, 2.7, and 5.5 ns). The fluorescence lifetime images 
are displayed using a rainbow scale, where the brightness represents photon counts and the hue represents 
lifetimes. The lifetime histograms among all pixels are shown below. Most pixels are assumed to contain mono-
exponential fluorophores. Two or three lifetimes might be mixed at the edge of the beads.

Figure 4.  Real-time FLIM system based on the Piccolo 32× 32 SPAD sensor and on-FPGA RNNs. The main 
body of the microscope is from a single-channel Cerna® Confocal Microscope System (ThorLabs, Newton, 
New Jersey, United States). On the top is the Piccolo system, composed of the SPAD sensor itself, motherboard, 
breakout board, and FPGA. The SPAD sensor has 32× 32 SPADs and 128 on-chip TDCs, offering 50 ps temporal 
resolution. The FPGA is programmed to control the SPAD sensor and communicate with PC through USB 3. 
The RNN is also deployed on the same FPGA.
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Discussion
The proposed on-FPGA RNN eliminates the need for histogramming by directly utilizing raw timestamps as 
input. This transforms the conventional FLI workflow, differentiating it clearly from prevailing NN-based meth-
ods. In other words, the paradigm shifts from traditional frame-based processing to event-based processing, 
responding to each incoming photon. The lifetime is thus estimated on the fly instead of after the acquisition, 
which reduces the latency and enables real-time lifetime estimation at the edge. The reduction of NN input size, 
from hundreds of parameters when employing histograms, to a single scalar when operating with timestamps, 
significantly diminishes the model size. This releases hardware resources when implemented on the FPGA and 
significantly reduces the burden on data transfer. The quantization of the RNN further reduces the required 
hardware resources and latency, while the quantization-aware training retains the high accuracy of the RNNs, 
allowing for multicore parallel processing on the FPGA. Beyond the workflow enhancement, the analysis of 
synthetic data and CRLB shows that RNNs, especially GRUs and LSTMs, reach excellent accuracy and robustness 
compared to traditional methods, while retaining higher photon efficiency. Further analysis of experimental data 
highlights the generalizability of the proposed approach, even when exclusively trained on synthetic datasets. 
The FLI microscope, integrated with the proposed on-FPGA RNN, successfully demonstrates the anticipated 
accuracy in lifetime estimation and exhibits real-time processing capabilities.

The adaptability of the proposed approach allows effortless redeployment and migration into other SPAD 
TCPSC systems. The performance of the whole system can be further improved by using a larger SPAD sensor 
and by accommodating more RNN cores on the FPGA. A more powerful FPGA or even dedicated neural network 
accelerator can be used to accommodate more RNN cores. More efficient quantization and approximate schemes 
such as 8-bit integer quantization can also be explored to reduce resource utilization and latency. In addition, 
these GRU cores, which are implemented with HLS, can be further optimized by VHDL implementation. In the 
future, the RNN cores could be implemented on application-specific integrated circuits (ASICs) and stacked 
together with SPAD arrays by means of 3-D stacking technology, realizing in-sensor  processing44.

Though the proposed system is only used for FLI to this date, it can be easily adapted for other applications 
by retraining the RNN. It can be further combined with other large-scale neural networks for high-level applica-
tions, where the output of the RNN is composed of high-level features learned by neural networks automatically, 
and it serves as input for other neural networks. The existing FLI-based high-level applications such as margin 
 assessment5,32 could also be directly incorporated into our system.

Methods
Dataset
The dataset is crucial to the success of neural network models. Curating an experimental dataset for train-
ing requires extensive labor, which is time-consuming and costly. The specificity of instruments will bring 

Figure 5.  Real-time lifetime image sequence from our FLIM system. The sample contains fluorescent beads 
with a 5.5 ns reference lifetime. (See the full video in the Supplementary Material).
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bias to the data and thus impede models’ generalization. Existing works that use neural networks for fluores-
cence lifetime estimation all take the approach of training on synthetic datasets and evaluating on experimental 
 datasets27,28,31,45–47. The same approach is taken in this work. We construct synthetic datasets for training and 
evaluation. A small experimental dataset will also be built for the evaluation of our model on real-world data.

Synthetic dataset
A simulation that well captures the features of the real scene is the key to constructing synthetic datasets. To 
accurately model a real FLI system, we take fluorescence decay, instrument response, background noise, and 
dark counts into account. The latter two are often neglected in previous studies. Nonetheless, in various scenes, 
such as fluorescence-assisted surgery, there is a notable presence of significant background noise that cannot be 
easily dismissed. Minor factors such as differential non-linearity (DNL) of time tagging, pile-up effect, crosstalk 
among pixels, etc. are omitted in the model. Different from existing NN-based methods, which take histograms 
as input, we generate synthetic datasets on the timestamp level. Assuming that at most one photon reaches the 
detector in every repetition period (i.e. the pile-up effect is not considered), the timestamp t, namely the arrival 
time of photons, is modeled as:

where 1 is the indicator function, k is the component indicator, tfluo is the fluorescence time delay, tirf  is the instru-
ment response time delay, tbg is the arrival time of background noise or dark counts, and N − 1 is the number 
of the components of fluorescence (the Nth component is the background noise). For instance, N = 2 for the 
mono-exponential model and N = 3 for the bi-exponential model.

The component indicator k is a random variable with categorical distribution, representing the source of the 
incoming photon, which can be either a component of the fluorescence decay or background noise. Hence k is 
an integer ranging from 1 to N. The probability density function (PDF) of k is

where pi represents the normalized intensity of fluorescence or background noise. When k is given, Eq. (1) can 
be simplified to

The fluorescence time delay tfluoi is subject to an exponential distribution. Its PDF is:

where τi is the lifetime of the fluorescence decay.
The instrument response time delay tirf  is subject to a Gaussian distribution. Its PDF is:

where t0 is the peak position, and σ can be represented by full width at half maximum(FWHM):

The time of arrival of background noise tbg is subject to a uniform distribution. Its PDF is:

where T is the repetition period.
Given a set of the parameters, including N, p{1,2,...,N} , τ{1,2,...,N−1} , t0 , σ , and T, timestamps can be sampled 

from the above distributions, and thus synthetic datasets can be constructed with different lifetime ranges, 
background noise ratios, and components of fluorescence. The parameters that determine synthetic datasets are 
chosen based on common FLI scenarios, which are supposed to cover common photon counts, fluorescence 
lifetime, IRF, and background noise level. In this work, the FWHM is assumed to be 167.3 ps, in accordance with 
previous  studies29,30; t0 for each sample is generated from a uniform distribution from 0 to 5 ns. To train models 
in the presence of background noise, pN for each sample is generated from a uniform distribution from 0 to 10% . 
Each dataset contains 500,000 samples, and each sample contains 1024 timestamps.

Experimental dataset
Testing the model, which is purely trained on synthetic data, on experimental data is essential to ensure its 
applicability in real-world scenarios, thus an experimental dataset is curated for evaluation. Fluorescent beads 

(1)t =

N−1
∑

i=1

1k=i(tfluoi + tirf )+ 1k=Ntbg ,

(2)f (k|p) =

N
∏
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p
1k=i
i ,

(3)t =

{

tfluok + tirf , if k �= N .
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1
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e
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with reference lifetimes of 1.7, 2.7, and 5.5 ns are adopted as sample (PolyAn GmbH, 11000006, 11010006, 
and 11020006)48. The beads have a 3D-carboxy surface, with a diameter of 6.5 μm. The excitation wavelength 
is around 488 nm and the emission spectra are 602-800 nm, 545-800 nm, and 559-718 nm, respectively. The 
fluorescence intensity of these three beads is around 1:2:5. Fluorescent beads with different lifetimes are mixed 
together with all possible combinations, and put in a 384-well plate for imaging.

A commercial FLIM system, available at the Bioimaging and Optics Platform (BIOP) of EPFL, is utilized 
to measure the sample and acquire the experimental data. A confocal microscope (Leica SP 8, w/ HyD SMD 
detector) is used for imaging, a super-continuum laser (NKT Photonics, SuperK Extreme EXW-45) is used 
for illumination, and a TCSPC module (PicoHarp 300 TCSPC) is used for time-tagging. The sample is excited 
under a 20 MHz laser, corresponding to a repetition period of 50 ns. The excitation wavelength is 486 nm and 
the spectrum of the emission filter ranges from 600 to 700 nm. The temporal resolution of time-tagging is 16 ps.

Neural network
The neural network is first built, trained, and evaluated on the PC with  PyTorch49. Then its weights are quantized 
and the activation functions are approximated. After that, the neural network is written in C/C++, loading the 
quantized weights and approximated activation functions, and is further translated into hardware description 
language (HDL) by Vitis High-level Synthesis (HLS).

Model
Three RNN variants are adopted here, which are simple RNN, GRU, and LSTM. The default models in PyTorch 
are used, whereas the input size is 1, so selected to accommodate the timestamps. The formula and structure 
of the simple RNN have been demonstrated in Fig. 1. The formula and structure of GRU and LSTM have been 
well explained in the  literature40,41. The numbers of hidden units (hidden size) and layers of RNNs determine 
the capacity of the model, i.e. the ability to solve complex tasks. Aiming at implementation on the FPGA and 
even hardware, however, more hidden units and layers will significantly increase the memory consumption and 
the computation complexity. Considering the hardware limitation, only single-layer RNNs are considered. The 
numbers of parameters, multiply-accumulate operations, and activations with respect to the hidden size are 
summarized in Table 3. Besides, a hidden state, a vector as the output of hidden units, has to be stored for every 
pixel. Therefore, the trade-off between the hidden size and the capability of the RNN has to be considered. After 
examining the hardware resource on the FPGA, the hidden size is set between 8 to 64. Since the timestamps are 
processed in real time and are not stored, bidirectional RNNs cannot be used. An FCNN with one hidden layer 
takes the hidden state as input to predict the lifetime.

Training
Normally, the loss function for RNNs is built on the output of the last timestep or the average output of all 
timesteps. In fluorescence lifetime estimation, the performance of estimators is supposed to be improved with 
more photons. Under this principle, we design a weighted mean square percentage error (MSPE) function, 
assigning more importance to subsequent timesteps:

where N is the number of timesteps, y is the ground truth, ŷ the prediction, and wi the weight at timestep i:

The weight function takes a Sigmoid form, assigning weights smaller than 0.5 to estimations based on less than 
N/4 photons, and assigning weights larger than 0.5 to estimations based on less than N/4 photons. We assume 
that at least 256 photons are required to have a relatively accurate estimation, hence N/4 is used here while 
N = 1024 in the training set.

The weights for hidden states are initialized by an orthogonal matrix. All biases are initialized with 0s. For 
LSTM, the weights for cell states are initialized by Xavier  initialization50, and the bias for forget gates is initial-
ized with 1s.

(8)L(y, ŷ) =

N
∑

i=1

wi

(

yi − ŷi

yi

)2

,

(9)wi =
1

1+ e
−

(

i−N/4
N/4

) .

Table 3.  Numbers of parameters, multiply-accumulate (MAC) operations and activations. n is the hidden size. 
The input size is 1, and the output layer is omitted.

Model No. parameters No. MAC Op No. activation

Simple RNN n
2
+ 2n n

2
+ n n

GRU 3n
2
+ 6n 3n

2
+ 6n 3n

LSTM 4n
2
+ 8n 4n

2
+ 7n 5n
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The dataset is randomly split into training, evaluation, and test set, with the ratio of sizes being 8:1:1. The 
batch size is 32. Adam optimizer is used with an initial learning rate of 0.00151. The learning rate decays every 5 
epochs at the rate of 0.9. The whole training process takes 100 epochs.

Evaluation
Three metrics are used to evaluate the performance of RNNs and benchmarks on synthetic data, which are:

Cramer‑rao lower bound
Cramer-Rao lower bound (CRLB) gives the best precision that can be achieved in the estimation of fluorescence 
 lifetime42,52,53. Mathematically, CRLB expresses a lower bound of variance of estimators and it is proportional to 
the inverse of the Fisher information:

where f (x; θ)) is the PDF and J is the Fisher Information, which is defined as:

The CRLB is calculated with open-source  software42.

FPGA implementation
Quantization is an effective way to reduce resource utilization and latency on hardware. In common deep learning 
frameworks, such as PyTorch or Tensorflow, model weights and activations are represented by 32-bit floating 
point numbers. However, it would be inefficient to perform operations for floating point numbers with such 
bitwidth. We aim to quantize the 32-bit floating point numbers with fixed-point numbers and to reduce the 
bitwidth as much as possible, while maintaining the same model behavior.

Both PyTorch and TensorFlow provide tools of quantization for edge devices, namely PyTorch Quantiza-
tion and TensorFlow Lite. However, the quantized models rely on their own libraries to run, and the quantized 
weights cannot be exported. Therefore, we use Python and an open-source fixed point number library to realize a 
quantized GRU for evaluation. We compare 8-bit, 16-bit, and 32-bit fixed-point numbers to quantize weights and 
activations separately. The results show that the weights can be quantized to 16-bit fixed point numbers without 
a significant accuracy drop, and to 8-bit fixed point numbers with an acceptable accuracy drop. Activations can 
be quantized to 16-bit fixed point numbers without a significant accuracy drop, but 8-bit fixed point quantization 
will lead the model to collapse. Besides the fixed point precision, we find that the rounding method has a great 
impact on the performance. Truncating, often the default rounding method, leads to larger errors. Fixed point 
numbers with convergent rounding have almost the same behavior as floating point numbers. The activation 
functions are approximated by piecewise linear functions.

The quantized GRU model is then implemented on FPGA. The GRU is written in C++ and compiled to 
Vivado IP with Vitis HLS. The whole model is divided into two parts: a GRU core and an FCNN. The GRU core 
is designed to be shared among a group of pixels, and the FCNN will be run sequentially for each pixel after 
integration. Upon receiving a timestamp, GRU core loads hidden states from block RAMs (BRAMs), updates the 
hidden states, and sends them back to BRAM. After the integration of each repetition period, the FCNN loads 
the hidden state from BRAM, and streams the estimated lifetime to a FIFO.

Experimental setup
A real-time FLI microscopy (FLIM) system with our SPAD sensor and on-FPGA RNN is built, which is shown in 
Fig. 4. The microscope is adapted from a confocal microscope system (Single-Channel Cerna® Confocal Micro-
scope System), though it is only used for widefield imaging in this work. The same fluorescent bead samples are 
measured, hence a 480 nm pulsed laser (PicoQuant) is utilized. A set of filters is adopted for fluorescence imag-
ing. The excitation filter (Thorlabs FITC Excitation Filter) has a central wavelength of 475 nm with a bandwidth 
of 35 nm. The emission filter is a long-pass filter (Thorlabs Ø25.0 mm Premium Longpass Filter) with a cut-on 
wavelength of 600 nm. The dichroic filter (Thorlabs GFP Dichroic Filter) has a reflection band from 452 to 490 
nm and a transmission band from 505 nm to 800 nm.
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The Piccolo system is used for single-photon detection and time  tagging38. The complete system, along with its 
components and a micrograph of the Piccolo chip is shown in Fig. 4. Piccolo provides 50-ps temporal resolution 
and 47.8% peak photon detection probability (PDP). Versions with microlenses are available as well, to improve 
the light collection efficiency. The median dark count rate (DCR) is 113 cps (per pixel at room temperature). A 
Xilinx FPGA was used to communicate with the PC and control the sensor. To minimize the system and reduce 
latency, the RNNs were deployed on the same FPGA.

The schematic of the FPGA design is shown in Fig. 6. Four computation units are realized, each of which is 
in charge of a quarter of the sensor (32× 8 pixels). The timestamps, sent to FPGA in parallel, are serialized and 
distributed to four computation units based on their SPAD IDs. Each computation unit is composed of one GRU 
core, one two-layer fully connected neural network (FCNN) core, and one BRAM. The computation speed is 
mainly limited by the latency of the GRU core, which is 1.05 ns when employing a 160 MHz clock. The photons 
that arrive when computation units are busy are simply discarded. The four computation units together are 
capable of processing up to 4 million photons per second.

Data availability
The source code is available at https:// github. com/ Yang-J- LIN/ RnnFl im.
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sent to PC.
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