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Abstract

o0

» Language-vision models offer new ways to retrieve

information from camera trap datasets, but they need
to be adapted to the visual domain of camera trap

imagery’.

“*» We fine-tune the visual encoder part of CLIP?
(WildCLIP) and assess its retrieval performance with
queries drawn from a base vocabulary.

% We show how to further add novel vocabulary by

applying a simple adapter method? (WildCLIP-Adapter).
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* We compare our methods with a ResNet50 Baseline,

zero-shot CLIP and CLIP-Adapter.

Snapshot Serengeti*> Data Processing

Image Processing

11.25.2012 10:10:01

Single animal images with bounding
box as provided on LILA.BC®

Cropping and padding
with background

Square patch of 380x380

Generating Captions

(Species=GazelleThomsons, Count=1,
Baby=0, Moving=0.66, Standing=0.33,
DateTime=2012-25-11 10:10, ...)

Original annotations

Filtering and processing

(Species=GazelleThomsons,
Age=Adult,
Behavior=Moving,
Time_of_day=Daytime,
Environment=Grassland)

Image labels

Automatic captionning

"A camera-trap picture [...]"

Captions matching labels (N=5)
“[...] of an adult animal."”
"[...] of a Thomson's gazelle."
"[...] of an animal moving."
"[...] in the grassland."

> "[...] at daytime."

Combinations (N=26)
"[...] of a Thomson's gazelle moving."
(...)
"[...] of an adult Thomson's gazelle moving in
the grassland at daytime."

31 captions describing the patch
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1. Training: WildCLIP 2. Training: WildCLIP-Adapter

~140 image-caption pairs
Novel vocabulary (8 words)

3.8M image-caption pairs
Base vocabulary (48 words)

Y
A camera-trap picture ... A camera-trap picture ...
MLP | |1-a
. at nighttime. —— v ... of a leopard. —> a l<—
. of an impala eating in the woodland. —» ... of a warthog. —>
. of an ostrich at daytime. —> ... of an animal standing. ——>
. of an eland. —» ... of an hippopotamus. —>

3. Application: Image retrieval

"A camera-trap picture of a hartebeest standing" (blue: base vocabulary - purple: novel vocabulary)

Test images

04.21.2011 14:30.53 03.28.2012 14:33:43 04.24.2012 17:04:33

-0.064 -0.071

WildCLIP

Test queries —— —

TE

Ranking

WildCLIP-Adapter

Cosine-similarity matrix

Least similar

.
404 | Covert |

Most similar

Context awareness

"A camera-trap picture of a topi eating in the grassland." —— "A camera-trap picture of a topi eating in the woodland."

=~ CLIP
"A camera-trap picture of an eland.' (0.30)

CLIP _ 'A camera-trap picture of a hartebeest.' (0.30)

ﬁi'A camera-trap picture of a topi.' (0.29)
1.16.2011 09:28:307.14 i
a & 2 wildCLIP
A N 'A camera-trap picture of a topi.' (0.19)
WildCLIP

'"A camera-trap picture in the woodland.' (0.15)

¢® 'A camera-trap picture of an animal moving.' (0.14)

top-3 queries matching image (and similarity)

/\

JUNE 18-22, 2023

e
VANCOUVER, CANADA

Quantitative analysis

45 unseen cameras? 0.8
. -F- CLIP-Adapter m CLIP

mMAP averaged over test queries 0.7 - - ResNetsOnovel ~ ® WildCLIP
(=captions matching annotations) 06 - —1- WildCLIP-Adapter

o .<:}

E 05 7 XL — — = I
Model Trained on Base Novel Pt I

1_’:- ————————————
ResNet50-base ImageNet — Base 0.66 - 04— ~T __--= 1=
ResNet50-novel ImageNet — Base — Novel - 0.54%0-03 ® 1~ -/_/'/
- - .

CLIP CLIP 0.26 0.27 0.3 n - ."l[./
CLIP-Adapter* CLIP — Novel 0.26F9:01 .43%0.03 1~
CLIP-Adapter* CLIP — Base 0.45 0.31 0.2 . - .
CLIP-Adapter* CLIP — Base — Novel 0.26F0-01 (9 4%+0.04 0 1 2 4 8
WildCLIP (ours) CLIP — Base 0.68 0.32 @ @ @
WildCLIP-Adpt. (ours) CLIP — Base — Novel 0.35%0:02 (.52%0.03 k-shots (novel vocabulary)

Limitation: open vocabulary

"A camera-trap picture of a hyena holding a
dead animal in its mouth."

On a set of 20 prompt variants,
neither CLIP nor WildCLIP can

retrieve both events of interest cLIP
In the top-10 images (showing
only top-3).
WildCLIP
Summary

% Starting from CLIP, we show a pipeline of image retrieval for
camera trap datasets using text.

% WIldCLIP improves on CLIP and does better disentanglement of
contextual and species information.

% Further work needed towards a truly open-vocabulary scenario
that integrates ecological context.
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