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Abstract

A spinal cord injury (SCI) triggers a cascade of molecular and cellular responses involving inflamma-

tory cell infiltration and cytokine release, apoptosis, demyelination, excitotoxicity, ischemia, and the

formation of a fibrotic scar surrounded by an astrocyte border. Altering the course of this cascade to

improve neurological outcome is a major challenge in the medical management of SCI, and will

require a complete understanding of how neural and non-neural cells coordinate the response to

the injury over time and across distinct lesion compartments. Previous attempts to delineate the

molecular logic governing this response initially turned to bulk transcriptomics and proteomics

of the entire lesion. However, these attempts were technically limited in their ability to resolve

cell-type-specific molecular programs triggered by injury, or else focused on isolated aspects of the

injury response.

In the work presented in this thesis, I introduce the roadmap toward the establishment of the

tabulae paralytica, four molecular and cellular atlases of spinal cord injury (SCI), comprising a

single-nucleus transcriptome atlas of half a million cells, a multi-omic atlas pairing transcriptomic

and epigenomic measurements within the same nuclei, and two spatial transcriptomic atlases of

the injured spinal cord spanning four spatiotemporal dimensions. We faced two main challenges in

the establishment of single cell sequencing as a routine tool for the interrogation of spinal circuitry

within our group.

First, classical approach to compare cell states across two or more experimental conditions

did not allow for the accurate identification of specific cell populations undergoing subtle yet

profound transcriptional change. We formulated a fundamentally new perspective on how to

identify the specific cell types responding to a perturbation, a statistical measure that leverages

a machine-learning algorithm to quantify the relative difficulty of separating cells of each type

between experimental conditions.

On the other hand, deciphering the cellular responses to perturbation primarily rely on differ-

ential expression (DE) analysis. The central role of DE in the comparative analysis of scRNA-seq

data has made it the focus of several recent benchmarks, however these studies have all come to

the unsatisfying conclusion that different methods perform best depending on the circumstances.

In an attempt to select a robust methodology, we established the first compendium of single-cell

datasets in which the experimental ground truth was known, uncovering the principle that dictates

the biological accuracy of DE methods.

We built on the expertise acquired in the field of single cell transcriptomic, and established
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the Tabulae Paralytica, a foundational resource that allowed us to understand the biology of SCI

at unprecedented resolution. We uncovered conserved and divergent neuronal responses to the

injury, specific neuronal subpopulation primed to become circuit reorganizing neurons and the

necessity to reestablish a tripartite neuroprotective barrier between immune-privileged tissues and

the lesion compartments. These discoveries allowed us to develop a rejuvenative gene therapy that

restored walking after paralysis in old mice. We believe this work represents a biological, technical,

and therapeutic landmark in the fields of SCI and genomics.
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Résumé

Les lésions de la moelle épinière déclenchent une cascade de réponses moléculaires et cellulaires

impliquant une infiltration de cellules inflammatoires et la libération de cytokines, l’apoptose,

la démyélinisation, l’excitotoxicité, l’ischémie et la formation d’une cicatrice fibrotique entourée

d’une bordure d’astrocytes. Modifier le cours de cette cascade pour améliorer la récupération

neurologique est un défi majeur dans la gestion médicale des lésions médullaires, et nécessitera

une compréhension complète de la façon dont les cellules neurales et non neurales coordonnent la

réponse à la lésion dans le temps et à travers des compartiments lésionnels distincts. Les tentatives

précédentes de délimiter la logique moléculaire régissant cette réponse se sont d’abord tournées vers

la transcriptomique et la protéomique de l’ensemble de la lésion. Cependant, ces tentatives étaient

techniquement limitées dans leur capacité à résoudre les programmes moléculaires spécifiques à

un type de cellule déclenchés par la lésion, ou se concentrent sur des aspects isolés de la réponse à

la lésion.

Dans le travail présenté dans cette thèse, je présente la feuille de route pour l’établissement

des tabulae paralytica, quatre atlas moléculaires et cellulaires des lésions de la moelle épinière,

comprenant un atlas transcriptomique d’un seul noyau d’un demi-million de cellules, un atlas

multi-omique associant des mesures transcriptomiques et épigénomiques dans les mêmes noyaux,

et deux atlas transcriptomiques spatiaux de la moelle épinière lésée couvrant quatre dimensions

spatiotemporelles. Nous avons été confrontés à deux défis principaux dans l’établissement du

séquençage de cellules uniques en tant qu’outil de routine pour l’interrogation des circuits de la

moelle épinière au sein de notre groupe.

Tout d’abord, l’approche classique consistant à comparer les états cellulaires entre deux ou

plusieurs conditions expérimentales ne permettait pas d’identifier avec précision les populations

cellulaires spécifiques subissant des changements transcriptionnels subtils mais profonds. Nous

avons formulé une perspective fondamentalement nouvelle sur la manière d’identifier les types

de cellules spécifiques répondant à une perturbation, une mesure statistique qui s’appuie sur un

algorithme d’apprentissage automatique pour quantifier la difficulté relative de séparer les cellules

de chaque type entre les conditions expérimentales.

D’autre part, le décryptage des réponses cellulaires aux perturbations repose principalement sur

l’analyse de l’expression différentielle (DE). Le rôle central de l’expression différentielle dans l’ana-

lyse comparative des données scRNA-seq a fait l’objet de plusieurs études comparatives récentes,

mais ces études sont toutes arrivées à la conclusion insatisfaisante que différentes méthodes sont
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plus performantes selon les circonstances. Dans le but de sélectionner une méthodologie robuste,

nous avons établi le premier recueil d’ensembles de données de scRNA-seq dans lesquels la "ground

truth" expérimentale était connue, découvrant ainsi le principe qui dicte la précision biologique des

méthodes d’analyse génétique.

Nous nous sommes appuyés sur l’expertise acquise dans le domaine de la transcriptomique

sur cellule unique et avons créé les Tabulae Paralytica, une ressource fondamentale qui nous a

permis de comprendre la biologie des lésions médullaires avec une résolution sans précédent. Nous

avons découvert des réponses neuronales conservées et divergentes à la lésion, une sous-population

neuronale spécifique prête à devenir des neurones réorganisateurs de circuits et la nécessité de

rétablir une barrière neuroprotectrice tripartite entre les tissus immunisés et les compartiments de

la lésion. Ces découvertes nous ont permis de mettre au point une thérapie génique qui a rétabli la

marche après une paralysie chez de vieilles souris. Nous pensons que ce travail représente un jalon

biologique, technique et thérapeutique dans les domaines des neurosciences et de la génomique.
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Chapter 1

Introduction

1.1 General introduction

Each year, approximately 800,000 patients around the world suffer an acute spinal cord injury

(SCI) (Alizadeh et al., 2019), leaving them to endure one of the most physically and psychologically

devastating injuries known to humankind. Traumatic SCI is predominant in males, and the age of

incidence peaks in young adults (< 30 years old), with a secondary peak in individuals over 60 years

old (Alizadeh et al., 2019; Ahuja et al., 2017; Dobkin et al., 2007). This devastating condition causes a

vast range of physiological impairments, such as complete or incomplete paralysis, bladder and

bowel dysregulation, sexual, and cardiovascular dysfunctions (Ahuja et al., 2017). This profound

dysregulation of almost every bodily function results in a severe reduction in quality and quantity of

life, and is also extremely costly to society, with direct lifetime costs of millions of Swiss francs per

patient (Krueger et al., 2013).

1.2 Clinical approach

For many years, SCI was considered an irreversible condition; recent advances in clinical man-

agement have brought about significant improvements in the lives of individuals affected by SCI.

One crucial aspect of this progress lies in recognizing the importance of the acute phase in clinical

management, where swift intervention can make a substantial difference in patient outcomes.

SCI can be broadly classified as incomplete or complete. Following incomplete SCI, the axons of

neurons above the injury leave residual projections below and are responsible for improved recovery

of neurological functions. At present, the only effective strategy to augment this recovery is epidural

electrical stimulation combined with rehabilitation. Our research group has pioneered the use of
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EES to augment the recovery of walking (Lorach et al., 2023; van den Brand et al., 2012; Wagner et al.,

2018), as well as hemostatic management of blood pressure (Squair et al., 2021).

However, the effectiveness of this intervention is dependent on the amount of spared tissue and

becomes less effective with increasing injury severity. Indeed, following anatomically complete SCI,

in which few to no axons remain below the injury, this intervention is ineffective in augmenting

recovery of function. In such cases, the only way to augment the recovery of function is to biologically

repair the spinal cord. However, every single clinical trial aimed at repairing the injured spinal cord

has failed, and there are currently no available treatments. We reason that a better fundamental

understanding of the biology of SCI is required in order to develop effective therapeutics. Our lab

has recently developed an active interest in understanding lesion site biology and in leveraging this

information to develop targeted repair strategies for SCI.

1.3 Primary and secondary injury

In SCI, the initial traumatic insult is rarely itself the primary determinant of neurological outcome,

but instead initiates a complex and progressive cascade of biochemical processes, collectively

termed the ‘secondary injury’. This cascade is initially triggered by ischemia, often caused by

trauma to the spinal column resulting in disruption to the blood-brain barrier, vasospasm, and

intraparenchymal hemorrhage (Amar & Levy, 1999). Ischemia subsequently triggers a series of

inflammatory processes, including infiltration of macrophages, neutrophils, microglia, and release

of proinflammatory cytokines and matrix metalloproteinases (Bartholdi & Schwab, 1997; Dusart &

Schwab, 1994; Kerr & Patterson, 2004; Popovich et al., 1997). This influx, as well as the subsequent

degradation of neuronal tissue, propagate the secondary damage and lead to free radical generation

as well as lipid peroxidation, ultimately destroying cellular membranes and thereby propagating

excitotoxicity (Cuzzocrea et al., 2001; Hall & Braughler, 1993). These processes in turn lead to

destruction of neural and glial cells through necrosis and signaled apoptosis, which then drives

the development of a functional astrocytic scar. Once this process has taken place, the spinal cord

shows very little capacity for repair.

The scientific development of novel therapies to increase sparing at the lesion itself depends

upon a detailed, mechanistic understanding of how neural and non-neural cells coordinate the

response to SCI over time and across distinct lesion compartments. Previous attempts to delineate

the molecular logic governing this response initially turned to bulk transcriptomics (Delahaye-

Duriez et al., 2016; Parikshak et al., 2013; Voineagu et al., 2011; Zhang et al., 2013) and proteomics of

the entire lesion. While this work demonstrated that systems biology approaches can be productively

applied in the setting of neurotrauma, conventional ‘bulk’ RNA sequencing profiles millions of cells

at once, and therefore aggregates highly heterogeneous responses across many different cells within

a complex tissue with distinct and reorganizing compartments. This aggregation masks changes

in gene expression directed to specific types of cells, such as identifying whether specific neuronal
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subpopulations are undergoing apoptosis or contributing to recovery. Moreover, the dramatic

shifts in cell type proportions caused by immune infiltration, apoptosis and gliogenesis makes SCI

particularly susceptible to the many biases of bulk transcriptomics. These limitations have impeded

our understanding of the molecular responses to SCI within individual subpopulations of cells, but

such an understanding is essential to successfully alter the course of the secondary injury cascade.

1.4 Single cell transcriptomic

A technological revolution in RNA-sequencing technology has made it possible to profile the en-

tire transcriptome of individual cells on a massive scale—a technique known as single-cell RNA-

sequencing or scRNA-seq (Svensson et al., 2018). Advances in microfluidic instrumentation (Shalek

et al., 2014; Treutlein et al., 2014) and droplet-based methods (Klein et al., 2015; Macosko et al., 2015)

now permit sequencing thousands of cells in a single experiment. The rapid pace of methodological

and computational progress in single-cell biology has fostered initiatives to profile the transcriptome

of cells across the entire nervous system (Zeisel et al., 2018; La Manno et al., 2021), including the

spinal cord (La Manno et al., 2021; Delile et al., 2019; Häring et al., 2018; Osseward et al., 2021;

Rosenberg et al., 2018; Russ et al., 2021; Sathyamurthy et al., 2018; Skinnider et al., 2021).

These technologies encouraged new terminologies to catalog the cellular diversity in the spinal

cord (Zeisel et al., 2018; Häring et al., 2018; Rosenberg et al., 2018). Subsequent work integrated the

subpopulations identified in single-cell data with the known lineages of the spinal cord in both the

developing (Delile et al., 2019) and post-natal spinal cords (Osseward et al., 2021; Rosenberg et al.,

2018; Sathyamurthy et al., 2018). These efforts provide a starting point to interrogate the function of

every cell type in the spinal cord.

Single-cell transcriptomics offers an opportunity to elucidate how individual types of cells

coordinate their activity to drive pathophysiological processes, and how cell type-specific responses

might be targeted to treat disease. Such comparative single-cell experiments, which span multiple

experimental conditions, can identify the function of all the cell types in a given tissue, within a

single experiment (Sathyamurthy et al., 2018; Arneson et al., 2018; Avey et al., 2018; Bhattacherjee et

al., 2019; Davie et al., 2018; Grubman et al., 2019; Hrvatin et al., 2018; Hu et al., 2017; Kim et al., 2019;

Mathys et al., 2019; Ximerakis et al., 2019). For example, scRNA-seq or snRNA-seq has implicated the

function of key cell types in Alzheimer’s disease (Grubman et al., 2019; Mathys et al., 2019), traumatic

brain injury (Arneson et al., 2018), recovery of walking after SCI (Skinnider et al., 2021; Kathe et al.,

2022), and torpor (Hrvatin et al., 2020). In the field of regeneration, scRNA-seq identified adult

progenitor cells recruited after an injury to generate new tissue (Ayyaz et al., 2019), and provided new

insights into the molecular mechanisms of regeneration in model organisms (Aztekin et al., 2019;

Fincher et al., 2018; Plass et al., 2018; Siebert et al., 2019). These high-throughput experiments are

becoming increasingly useful as a complement to hypothesis-driven transcription factors or viral-

driven isolation of neuronal subpopulations as for understanding forelimb movements (Esposito
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et al., 2014; Ruder et al., 2021), walking (Asboth et al., 2018; Capelli et al., 2017), pain (Choi et al.,

2020), itch (Gatto et al., 2021), sleep (Leung et al., 2019), and thirst (Betley et al., 2015).

1.5 Multiomic

More recent efforts have further expanded the repertoire of molecular features that can be mea-

sured with single cell resolution, including high-order chromatin organization (Nagano et al., 2013),

chromatin accessibility via assay for transposase-accessible chromatin assays (snATAC-seq) (Buen-

rostro et al., 2015; Cusanovich et al., 2015), histone modifications and transcription factor (TF)

binding (Carter et al., 2019; Harada et al., 2019; Kaya-Okur et al., 2019; Hainer et al., 2019; Rotem

et al., 2015), DNA base modifications (Guo et al., 2013; Mooijman et al., 2016; Wu et al., 2017; Zhu

et al., 2017), or mitochondrial DNA (Lareau et al., 2021). Multi-omics methods now also enable

combining molecular profiling repertoires within the same cells (Lareau et al., 2021; Cao et al., 2018;

S. Chen et al., 2019; Fiskin et al., 2022; Luo et al., 2022; Ma et al., 2020; Mimitou et al., 2021; Zhu

et al., 2019, 2020, 2021). Measuring transcriptomic readouts in tandem with regulatory elements

enables the identification of cell types that align with existing snRNA-seq atlases of cell types across

the nervous system prior to any downstream analysis of the paired modality. This feature makes

multi-omic approaches such as combined snRNA-seq and snATAC-seq powerful to incorporate

epigenomic data into our understanding of the single-cell biology of SCI.

1.6 Spatial transcriptomic

Whereas single-cell transcriptomics and multi-omics have catalyzed a paradigm shift in the study

of human disease, a fundamental limitation of these methods is that the requirement for tissue

dissociation entails a loss of information about the spatial context of each cell. To overcome this

limitation, methods for profiling the entire transcriptome with spatial resolution have recently

emerged. These methods attach a short barcode to each mRNA that reflects its position in a two-

dimensional tissue (Maynard et al., 2021; Rao et al., 2021). Studies have demonstrated how spatial

transcriptome profiling can provide spatial context to single-cell atlases (Asp et al., 2019; (BICCN),

2021; Lake et al., 2023; Maniatis et al., 2019), mapping cell types identified by scRNA-seq to their

positions in a complex tissue (Baccin et al., 2020; H. Chen et al., 2021; Foster et al., 2021; Srivatsan

et al., 2021). Recent studies have demonstrated how spatial transcriptomics can resolve the spatial

distribution of changes in transcription in disease, such as heart disease and amyotrophic lateral

sclerosis (Maniatis et al., 2019; Kuppe et al., 2022).
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1.7 Outline of the thesis

Following the rapid increases in scale and accessibility of single cell technologies, our group began

several lines of work involving transcriptomic and epigenomic in the context of SCI. In an effort

to optimize and further improve our therapies, we identified a specific neuron subpopulation that

makes rehabilitation possible (Kathe et al., 2022) and delineated how natural and spontaneous

recovery occurs following a severe but incomplete type of SCI, leading to a targeted and cell type

specific repair strategy restoring walking following anatomically complete SCI (Squair et al., 2023).

In this thesis I will present the roadmap toward establishing four multimodal atlases of the spinal

cord response to injury, along with two methodological advances to the field of bioinformatic that

made it possible.

Computational tools used so far to interpret the results of single cell sequencing relied on the

identification of individual genes, proteins, or chromatin regions undergoing significant changes

between conditions. This approach does not allow the accurate identification of specific cell popula-

tions undergoing the most profound transcriptional change in response to experimental conditions,

indeed subtle but meaningful changes in small populations are being overshadowed by broader

changes in overrepresented cell types.

The work presented in the second chapter of this thesis introduces a new analytical paradigm we

refer to as cell type prioritization, implemented as a freely available, ultra-fast method that we name

Augur. The development of Augur was motivated by our effort to identify neural circuits involved

in the recovery of walking after paralysis in response to neurostimulation therapies (Kathe et al.,

2022). Due to the subtle biological effect size of the rehabilitation paradigm, we initially failed to

pinpoint the specific neuron subtypes involved in recovery. Our response to this challenge was to

formulate a fundamentally new perspective on how to identify the specific cell types responding

to a perturbation. Since this question relies on the highly multivariate data captured by genome-

scale technologies, we reasoned that aggregating many independent univariate comparisons is a

misguided approach to prioritize these cell types. Instead, we developed a statistical measure that

leverages a machine-learning algorithm to quantify the relative difficulty of separating cells of each

type between experimental conditions.

Differential expression (DE) methods have been the focus of several recent benchmarks, and

hold a central role in the comparative analysis of scRNA-seq data. However these benchmarks

reached little consensus on the optimal statistical approach for single cell DE and instead concluded

that different methods performed best in different scenarios. This observation compelled us to

perform our own comparison, which relied on simulations and a compendium of single cell datasets

in which the experimental ground truth was known.

The third chapter of this thesis introduces the establishment of the first compendium of “ground-

truth” single cell dataset. This compendium allowed us to benchmark DE methods, highlighting a
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striking superiority of so-called “pseudo-bulk” methods compared to default analysis. In addition we

devised a progression of experiments to clarify the requirements for valid DE analysis. We show that

the performance of statistical methods in single-cell data is contingent on their ability to account

for the intrinsic variability of biological replicates. This principle dictates the biological accuracy of

DE methods.

In the last chapter of this thesis, I’ll introduce the Tabulae paralytica, a compendium of four

molecular and cellular atlases of SCI, comprising a single-nucleus transcriptome atlas of half a

million cells, a multi-omic atlas pairing transcriptomic and epigenomic within the same nuclei, and

two spatial transcriptomics atlases of the injured spinal cord spanning the spatiotemporal evolution

of the lesion core. These atlases allowed us to understand the biology of SCI at unprecedented reso-

lution; to uncover new principles governing the responses to SCI; and to leverage these discoveries

to propose a rejuvenative gene therapy that restored walking after paralysis in old mice.
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Chapter 2

Cell type prioritization in single-cell data

In this chapter we formulate a fundamentally new perspective on how to identify the specific cell

types responding to a perturbation. When we first tried to harness scRNAseq data to identify neurons

implicated in recovery of walking, we encountered two main challenges. The existing methods to

prioritize cell types responsive to a perturbation were relying on the abundance genes identified

as differentially expressed, which strongly correlate with the number cells available, introducing a

bias toward larger populations. In addition, complex experimental designs can introduce subtle but

meaningful changes in lowly expressed genes that typically would not be detected as differentially

expressed. To overcome these limitations we developed a statistical measure that leverages a

machine-learning algorithm to quantify the relative difficulty of separating cells of each type between

experimental conditions. This algorithm, Augur, enabled the discovery of the spinal circuits restoring

walking in response to neurostimulation therapies.

My contribution as a co-second author : I participated in the collection, reprocessing and

reanalysis of the compendium of 29 papers used to validate our method. I analyzed the experimental

validation data. I participated in the edition and preparation of the manuscript.

14



Brief CommuniCation
https://doi.org/10.1038/s41587-020-0605-1

1Brain Mind Institute, Faculty of Life Sciences, École Polytechnique Fédérale de Lausanne (EPFL), Lausanne, Switzerland. 2Michael Smith Laboratories, 
University of British Columbia, Vancouver, British Columbia, Canada. 3NeuroRestore, Department of Clinical Neuroscience, Lausanne University Hospital 
(CHUV) and University of Lausanne (UNIL), Lausanne, Switzerland. 4International Collaboration on Repair Discoveries (ICORD), University of British 
Columbia, Vancouver, British Columbia, Canada. 5Spinal Circuits and Plasticity Unit, National Institute of Neurological Disorders and Stroke, Bethesda, MD, 
USA. 6Departments of Physiology and Pharmacology, Clinical Neurosciences, and Cardiac Sciences, Hotchkiss Brain Institute and Libin Cardiovascular 
Institute of Alberta, Cumming School of Medicine, University of Calgary, Alberta, Canada. 7Department of Biochemistry and Molecular Biology, University 
of British Columbia, Vancouver, British Columbia, Canada. 8Center for Neuroprosthetics, Faculty of Life Sciences, École Polytechnique Fédérale de Lausanne 
(EPFL), Lausanne, Switzerland. 9These authors contributed equally: Michael A. Skinnider, Jordan W. Squair. ✉e-mail: michael.skinnider@msl.ubc.ca;  
jordan.squair@epfl.ch; gregoire.courtine@epfl.ch

We present Augur, a method to prioritize the cell types most 
responsive to biological perturbations in single-cell data. 
Augur employs a machine-learning framework to quan-
tify the separability of perturbed and unperturbed cells 
within a high-dimensional space. We validate our method 
on single-cell RNA sequencing, chromatin accessibility and 
imaging transcriptomics datasets, and show that Augur out-
performs existing methods based on differential gene expres-
sion. Augur identified the neural circuits restoring locomotion 
in mice following spinal cord neurostimulation.

Within a decade, single-cell technologies have scaled from indi-
vidual cells to entire organisms1,2. Investigators are now able to 
quantify RNA and protein expression, resolve their spatial orga-
nization in complex tissues and dissect their regulation in hun-
dreds of thousands of cells. This exponential increase in scale is 
enabling a transition from atlasing of healthy tissues to delineat-
ing the cell-type-specific responses to disease and experimental 
perturbation3,4. This shift requires a parallel analytical transition, 
from cataloguing the marked molecular differences between cell 
types to resolving more subtle phenotypic alterations within cell 
types. Existing tools focus on identifying individual genes or pro-
teins with statistically significant differences between conditions5. 
However, inferences at the level of individual analytes are ill-suited 
to address the broader question of which cell types are most respon-
sive to a perturbation in the multidimensional space of single-cell 
data. Such prioritizations could clarify the contribution of each cell 
type to organismal phenotypes such as disease state, or identify cel-
lular subpopulations that mediate the response to external stimuli 
such as drug treatment. Cell type prioritization could also guide 
downstream investigation, including the selection of experimen-
tal systems such as Cre lines or fluorescence-activated cell sorting 
(FACS) gates to support causal experiments. However, investiga-
tors currently lack bespoke tools to identify cell types affected  
by perturbation.

Here, we introduce Augur, a versatile method to prioritize cell 
types on the basis of their molecular response to a biological per-
turbation (Fig. 1a). We reasoned that cell types most responsive to 
a perturbation should be more separable, within the multidimen-
sional space of single-cell measurements, than less affected ones, 
and that the relative difficulty of this separation would provide a 
quantitative basis for cell type prioritization. We formalized this 

difficulty as a classification task, asking how accurately disease or 
perturbation state could be predicted from highly multidimensional 
single-cell measurements. For each cell type, Augur withholds a 
proportion of sample labels, and trains a classifier on the labeled 
subset. The classifier predictions are compared with the experimen-
tal labels, and cell types are prioritized on the basis of the area under 
the receiver operating characteristic curve (AUC) of these predic-
tions in cross-validation.

As the amount of available training data typically has a strong 
effect on classifier performance, we anticipated that the uneven 
relative abundances of cell types in single-cell datasets could con-
found cell type prioritization. In both simulated data and a com-
pendium of 22 published single-cell RNA sequencing (scRNA-seq) 
datasets, we found that the AUC scaled with the number of cells, as 
opposed to the perturbation intensity (Extended Data Figs. 1a,b and 
2a,b). To overcome this confounding factor, Augur repeatedly draws 
small samples from the dataset, and reports the mean AUC across 
samples. We found that this procedure abolished the dependence 
on the total number of cells (Fig. 1b,c and Extended Data Figs. 1c,d 
and 2b). Moreover, we established that Augur correctly prioritized 
cell types subjected to simulated perturbations of known intensities, 
finding the AUC increased monotonically with both the amount 
and magnitude of simulated differential expression (DE; Fig. 1d and 
Extended Data Fig. 1e,f).

We compared Augur to previously described approaches that 
have attempted to prioritize cell types on the basis of the relative 
number of genes passing a statistical threshold for DE3,6–9. In both 
simulated and experimental datasets, we found that the number 
of DE genes was strongly correlated with the number of cells per 
type (Extended Data Figs. 1g–i and 2c), causing abundant cell types 
with modest transcriptional perturbations to be prioritized over 
rare but more strongly perturbed cell types (Fig. 1e and Extended 
Data Fig. 1j). Consequently, we found that in simulated datasets 
with increasingly uneven cell type proportions, the performance 
of DE methods declined rapidly (Fig. 1f,g and Extended Data  
Fig. 3a,b). Importantly, this decline occurred even for cell type dis-
tributions that were substantially less uneven than those observed 
in real scRNA-seq data (Extended Data Fig. 3c). In contrast, Augur 
prioritized cell types with high accuracy regardless of cell type dis-
tributions (r ≥ 0.95; Fig. 1f). In published datasets, we confirmed 
that this bias led DE methods to prioritize highly abundant cell 

Cell type prioritization in single-cell data
Michael A. Skinnider   1,2,9 ✉, Jordan W. Squair   1,3,4,9 ✉, Claudia Kathe   1,3, Mark A. Anderson1,3, 
Matthieu Gautier   1,3, Kaya J. E. Matson5, Marco Milano   1,3, Thomas H. Hutson   1,3, Quentin Barraud1,3, 
Aaron A. Phillips6, Leonard J. Foster2,7, Gioele La Manno1, Ariel J. Levine5 and Grégoire Courtine   1,3,8 ✉

NATurE BioTECHNoLoGy | VOL 39 | JANUARy 2021 | 30–34 | www.nature.com/naturebiotechnology30



Brief CommuniCationNAtuRE BiotEchNology

types, even when such prioritizations were biologically unlikely 
(Extended Data Fig. 2d–f). For instance, DE methods identified oli-
godendrocytes as most strongly perturbed in Alzheimer’s disease10, 
likely due to their relative abundance in the brain (Extended Data 
Fig. 2g–j).

We next applied Augur to published scRNA-seq datasets with a 
quantitative measure of ground truth to evaluate its ability to pri-
oritize cell types exposed to stimuli of known intensity. In homoge-
neous cell populations, Augur detected the expected dose–response 
relationships in mononuclear phagocytes from 4 species stimulated 
with lipopolysaccharide (LPS) ranging from 2 to 6 h11, whereas DE 
methods yielded biologically incongruent results (Fig. 1h,i and 
Supplementary Fig. 1a). To evaluate the performance of Augur in 
a complex tissue, we analyzed an scRNA-seq dataset of peripheral 
blood mononuclear cells stimulated with interferon4, comparing 
cell type prioritizations to an independent microarray experiment 
on FACS-purified cells12. We observed an almost perfect correspon-
dence between Augur and the number of DE genes in this FACS 
gold standard, whereas single-cell DE methods were uncorrelated 
with the gold standard (Fig. 1j,k and Supplementary Fig. 1b).

To evaluate the reproducibility of cell type prioritization, we 
applied Augur to two independent scRNA-seq studies compar-
ing individuals with Alzheimer’s disease and healthy controls3,10. 
Augur produced nearly identical prioritizations, identifying the 
most profound transcriptional perturbations in neurons and endo-
thelial cells (Fig. 1l). Similarly, we investigated whether Augur 
could prioritize cell types from identical experimental perturba-
tions, but obtained with orthogonal single-cell technologies. We 
applied Augur to scRNA-seq7 and single-cell imaging transcrip-
tomics (STARmap)13 datasets from the visual cortex after exposure 
to light. Despite technical differences between the datasets, Augur 
consistently prioritized excitatory neurons, and even ranked sub-
populations of excitatory neurons from specific cortical layers in 
identical order (Extended Data Fig. 3d). Finally, we applied Augur 
to single-cell assay for transposase-accessible chromatin sequenc-
ing (scATAC-seq) data from bone-marrow-derived cells stimulated 
with LPS14, and found that Augur cell type prioritizations mirrored 
a gold standard from bulk RNA-seq of FACS-sorted cells (Fig. 1m)15.

Augur can flexibly incorporate continuous or multiclass sample 
labels in addition to conventional treatment versus control designs. 
We applied Augur to prioritize cell types of the prefrontal cortex 
on the basis of quantitative measures of amyloid burden, neuritic 
plaques and neurofibrillary tangles in individuals with Alzheimer’s 
disease3. Cell type prioritizations were strongly correlated to those 
based on clinical diagnosis, reflecting the pathogenesis of the dis-
ease (Supplementary Fig. 2). Likewise, Augur can readily be applied 
to prioritize cell types in datasets with more than two perturbations 
(Supplementary Fig. 3).

To apply Augur to single-cell datasets with more complex experi-
mental designs, we devised a test for differential cell type prioriti-
zation (Extended Data Fig. 4a). Applying differential prioritization 
to a single-cell imaging transcriptomics (MERFISH) dataset16, 
Augur identified multiple neuron subtypes preferentially activated 
during parenting in either male or female mice (Extended Data  
Fig. 4b,c). Similarly, in an scRNA-seq dataset17, Augur prioritized 
several neuron subtypes with differential responses to whisker 
lesioning in Cx3cr1+/− and Cx3cr1−/− mice (Extended Data Fig. 4d).

We also considered whether Augur could be applied directly to 
single-cell measures of transcriptome dynamics, such as the RNA 
velocity18, to specifically prioritize cell types undergoing an acute 
response to a perturbation on the timescale of transcription. We 
found that both experimental measurements19 and computational 
inference18 of transcriptional activity consistently captured more 
information than total RNA abundance in perturbations rang-
ing from 45 min to 4 h in duration (Extended Data Fig. 5a–g). 
Conversely, we confirmed that transcriptome dynamics did not 
confer an appreciable information gain to cell type prioritization 
when the perturbation is chronic (Extended Data Fig. 5h,i).

We finally aimed to demonstrate the relevance of Augur to dis-
cover new biological mechanisms. We recently showed that targeted 
epidural spinal stimulation (TESS) of lumbar segments, augmented 
by monoaminergic stimulation20, restores walking after spinal 
cord injury in individuals with paralysis21. However, the neural 
circuits engaged by this treatment remain enigmatic. We devised 
an experiment to expose the neuron subtypes recruited by TESS 
using single-cell transcriptomics (Fig. 2a). Mice received a severe  

Fig. 1 | Augur correctly prioritizes cell types in synthetic and experimental single-cell datasets. a, A schematic overview of Augur. WT, wild type. KO, 
knockout. b, AUCs of Augur and a naive random forest classifier without subsampling in simulated scRNA-seq datasets containing increasing numbers of 
cells. Cell type prioritizations are confounded by training dataset size for the naive classifier, but Augur abolishes this confounding factor. The mean and 
standard deviation of n = 10 independent simulations are shown. The dotted lines show linear regression; the shaded areas show 95% confidence intervals. 
c, Pearson correlations between the AUC of each cell type and the number of cells of that type sequenced, across a compendium of 22 scRNA-seq 
datasets, for Augur and a naive random forest classifier without subsampling. Box plot shows the median (horizontal line), interquartile range (hinges) 
and smallest and largest values no more than 1.5 times the interquartile range (whiskers). d, Augur AUCs scale monotonically with both the proportion 
of DE genes and the magnitude of DE in simulated cell populations of n = 200 cells. e, The relationship between the number of DE genes detected by 
a representative test for single-cell differential gene expression (Wilcoxon rank-sum test) and the proportion of DE genes simulated between the two 
populations, for simulated populations of between n = 100 and n = 1,000 cells. f, Cell type prioritization in simulated scRNA-seq data from a tissue with 
5,000 cells, 8 cell types and increasingly unequal numbers of cells per type, as quantified by the Gini coefficient. The Pearson correlation to the simulation 
ground truth (proportion of DE genes) is shown for Augur and a representative test for single-cell DE (Wilcoxon rank-sum test). The mean and standard 
deviation of n = 10 independent simulations are shown. The dotted line shows the mean cell type Gini coefficient across n = 22 published scRNA-seq 
datasets (0.52). **P < 0.01; ***P < 0.001, two-sided paired t-test. g, Pearson correlation between cell type prioritizations (AUC/number of DE genes) 
and simulation ground truth for Augur and six tests for single-cell DE in simulated tissues containing 8 cell types (n = 5,000 cells) with a cell type Gini 
coefficient of 0.50, approximately equal to the mean of 0.52 in 22 published scRNA-seq datasets. h, Cell type prioritizations of bone-marrow-derived 
mononuclear phagocytes from four species stimulated with LPS for between 2 and 6 h for Augur and a representative test for single-cell DE (Wilcoxon 
rank-sum test). i, Pearson correlation between cell type prioritizations and the duration of LPS exposure for Augur and six tests for single-cell DE (in 
the same order as in g). Pearson correlations with a two-sided P < 0.05 are shown in orange. NS, not significant. j, Left, Augur cell type prioritizations 
mirror the number of DE genes in a microarray dataset of FACS-purified cells (two-sided Pearson correlation, n = 6 cell types matching between bulk 
and single-cell datasets). Right, the number of DE genes detected in the scRNA-seq dataset by a Wilcoxon rank-sum test is uncorrelated with the FACS 
gold standard. k, Pearson correlation between cell type prioritizations and the FACS gold standard for Augur and 6 tests for single-cell DE (n = 6 cell 
types matching between bulk and single-cell datasets). Pearson correlations with a two-sided P < 0.05 are shown in orange. l, Reproducibility of cell type 
prioritization in two independent studies of Alzheimer’s disease (n = 6 cell types matching between single-cell datasets, two-sided Pearson correlation). 
m, Augur cell type prioritizations in a scATAC-seq dataset track with the number of DE genes in an RNA-seq dataset of FACS-purified cells (n = 3 cell types 
matching between bulk and single-cell data).
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contusion of the thoracic spinal cord that led to permanent paralysis 
of both legs. In the presence of serotonergic and D1 agonists, TESS 
immediately enabled walking in paralyzed mice (Fig. 2b,c). We per-
formed single-nucleus RNA-seq of 18,514 nuclei from mice walking 
for 30 min with TESS and control mice, identifying all of the major 
cell types of the lumbar spinal cord (Fig. 2d and Supplementary  
Fig. 4). We then subjected the 6,035 identified neurons to an addi-
tional round of clustering. This analysis identified 38 neuron sub-
types expressing classical marker genes that were detected across 
experimental conditions (Fig. 2e and Extended Data Fig. 6).

We reasoned that applying Augur directly to the RNA velocity of 
these neurons could prioritize subtypes that are immediately engaged 

by the therapy. Previous studies suggested that TESS generates an elec-
trical field that depolarizes proprioceptive afferent fibers22. Consistent 
with this prediction, Augur robustly prioritized interneurons with the 
molecular profiles of V2a and V1/V2b neurons, which are known to 
receive synapses from proprioceptive afferents (Fig. 2f and Extended 
Data Fig. 7). V2a interneurons have been implicated in left–right alter-
nation23, whereas V2b interneurons are critical for flexor–extensor 
alternation24. Augur also prioritized Spp1-positive neurons, typically 
associated with motor neurons (Fig. 2f). Virus-mediated anatomi-
cal tracing in transgenic mice revealed dense synaptic projections 
from the prioritized interneurons onto motor neurons (Fig. 2g). The 
induction of immediate early genes in V2a and V1/V2b interneurons  
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(Fig. 2h) confirmed their activation in response to TESS-enabled 
walking, a finding we verified by in situ hybridization (Fig. 2i and 
Extended Data Fig. 8). In contrast, interneurons not prioritized 
by Augur showed minimal amounts of Fos mRNA (Extended Data  
Fig. 8). These results illustrate the value of Augur to expose neural 
circuits underlying complex behaviors.

Augur is computationally efficient, requiring a median of 49.7 min 
and 2.3 GB of RAM to analyze our compendium of 22 scRNA-seq 
datasets (Supplementary Fig. 5a,b). Inherent to the design of Augur 
is the ability to scale to datasets containing hundreds of thousands 
or even millions of cells on a laptop (Supplementary Fig. 5c,d). 
Moreover, Augur is robust to sequencing depth and classifier 
hyperparameters (Supplementary Figs. 6 and 7), and is compatible 
with both 3' and full-length sequencing protocols (Supplementary 
Fig. 8). In contrast to single-cell DE methods, Augur incorporates 
information from both highly and lowly expressed genes (Extended 

Data Fig. 9). Augur is robust to several forms of batch effect, and 
computational batch correction can rescue accurate cell type priori-
tization under highly confounded experimental designs (Extended 
Data Fig. 10). Conversely, a limitation of Augur is that inferences at 
the level of cell types aggregate continuous underlying gradients of 
response intensity within cell populations, to achieve accurate cell 
type prioritization. As an efficient and principled method for cell 
type prioritization, we envision that Augur will facilitate the inter-
pretation of a growing resource of single-cell data spanning multiple 
experimental conditions, and help single-cell technologies realize 
their potential to pinpoint cell types underlying organism-level 
phenotypes.
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Fig. 2 | Augur identifies neuron subtypes that enable walking after paralysis. a, Top, the single-nucleus RNA-seq experimental design to prioritize 
neuron subtypes recruited by TESS. Middle, chronophotography of mice in the presence or absence of TESS and monoaminergic agonists. Bottom, stick 
diagram decompositions of right leg movements; leg endpoint trajectory with acceleration at toe-off. b, Principal component analysis (n = 3 mice) of gait 
parameters for each condition (small circles). The large circles show the average per group. c, Bar plot showing the average scores on principal component 
1 (PC1), which quantify the locomotor performance of paralyzed mice (n = 3) and mice walking with TESS (n = 3). d, Uniform manifold approximation 
and projection (UMAP) visualization of 18,514 nuclei, revealing the 6 major cell types of the mouse lumbar spinal cord. e, UMAP visualization of 6,035 
neurons subjected to an additional round of subclustering and the 38 identified neuron subtypes. f, UMAP visualization of 6,035 neurons, colored by 
Augur cell type prioritization (AUC). The seven prioritized neuron subtypes with the highest AUCs are highlighted. g, Monosynaptically restricted 
anterograde tracing in Vsx2-Cre mice reveals V2a interneurons densely innervating motor neurons (anti-choline acetyltransferase (ChAT)). Similar results 
were obtained from three independent experiments. h, A dot plot showing the expression of the immediate early gene Fos in neuron subtypes prioritized 
by Augur. i, Confirmation of colocalization of V2a, V1/V2b and Spp1 marker genes (Vsx2, Slc6a5 and Spp1, respectively) and Fos by RNAscope in situ 
hybridization. The schematic indicates the location of imaging for each marker within the spinal cord to aid specificity. Similar results were obtained from 
two independent experiments.
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Methods
Design and implementation of Augur. Single-cell technologies increasingly allow 
investigators to collect datasets that span multiple experimental conditions: for 
instance, patients with a particular disease compared to healthy controls, animals 
exposed to a specific behavioral stimulus compared to unstimulated animals, or 
organisms subject to a particular genetic manipulation and wild-type controls. 
A number of tools have been developed to identify individual analytes (for 
instance, genes, proteins or accessible chromatin regions) that exhibit statistically 
significant differences between experimental conditions5,25. However, for many 
biological questions, the analytical level of interest is not individual differentially 
abundant features, but rather the specific cell types that are most strongly affected 
by a stimulus. For instance, investigators may design a single-cell transcriptomics 
experiment to identify particular cell types in a complex tissue that undergo 
the most marked transcriptional changes in response to treatment with a drug, 
to clarify its mechanism of action. We refer to the process of ranking cell types 
on the basis of their molecular response to a biological perturbation as cell type 
prioritization.

We designed Augur as a method to prioritize cell types on the basis of their 
molecular response to a perturbation in highly multidimensional single-cell data. 
We reasoned that cells undergoing a profound response to a given experimental 
stimulus should become more separable, in the space of molecular measurements, 
than cells that remain unaffected by the stimulus. We sought to design a 
quantitative metric of this separability that would be robust to heteroscedasticity 
between cell types, and account for the specific biological and technical variability 
within each cellular subpopulation. Accordingly, Augur quantifies this separability 
by asking how readily the experimental sample labels associated with each cell (for 
example, treatment versus control) can be predicted from molecular measurements 
alone. In practice, this is achieved by training a machine-learning model specific 
to each cell type, to predict the experimental condition from which each individual 
cell originated. The accuracy of each cell-type-specific classifier is evaluated in 
cross-validation, providing a quantitative basis for cell type prioritization.

We reasoned that an ideal method for cell type prioritization would make 
no assumptions about the distributions of features provided as input, and more 
broadly, would be agnostic to the particular molecular features provided as 
input: that is, it would readily incorporate scRNA-seq, proteomics, epigenomics 
and imaging transcriptomics datasets, among other modalities. Accordingly, 
Augur uses a random forest classifier to predict sample labels for each cell 
type. Random forests have the advantage that they do not make any parametric 
assumptions about the distribution of the input features, and consequently are 
robust to both the nature of the molecular measurements themselves, and to 
the specific pre-processing and normalization steps applied to obtain the input 
features-by-cells matrix.

When training machine-learning models, model performance generally 
improves as the size of the training dataset increases. We anticipated that 
this well-known phenomenon could present a critical confounding factor to 
cell type prioritization, because cell types are unevenly represented in most 
single-cell datasets for both biological and technical reasons. To account for this 
confounding factor, Augur repeatedly draws small samples of fixed size from 
each cell-type-specific gene expression matrix, and performs cross-validation on 
these subsampled matrices (by default, 50 subsamples of 20 cells per condition are 
drawn). Augur then reports the mean cross-validation AUC across many small 
subsamples. We confirmed that this procedure abolishes the relationship between 
the number of cells of a particular type and the cross-validation AUC, in both real 
and simulated datasets (Fig. 1b,c and Extended Data Figs. 1 and 2).

To further improve computational efficiency, Augur incorporates two feature 
selection steps to minimize the number of analytes provided to the classifier 
as input. First, for each cell type in turn, Augur removes features with little 
cell-to-cell variation within that cell type. This procedure, commonly referred to 
as highly variable gene identification in the context of scRNA-seq26, also has the 
effect of removing noise. To flexibly account for the mean–variance relationship 
without making assumptions about the form of this relationship, Augur fits a local 
polynomial regression between the mean and the coefficient of variation27,28 using 
the ‘loess’ function, and ranks features on the basis of their residuals in this model. 
A fixed quantile of the most highly variable features are retained for each cell type 
(specified using the ‘var_quantile’ parameter, which defaults to 50% to remove only 
features that show less-than-expected variation based on their mean abundance). 
Second, for each iteration, a random proportion of features are randomly removed 
to improve speed and memory usage (specified using the ‘feature_perc’ parameter, 
which also defaults to 50%). In combination, these steps substantially reduce the 
size of the matrix that must be taken out of a sparse representation for input to 
the classifier, from ~20,000 genes to ~5,000 genes in a typical scRNA-seq dataset. 
To avoid discarding information in datasets where fewer analytes are measured, 
feature selection is performed only for datasets exceeding a certain minimum 
number of features (with this cutoff set, by default, to 1,000).

Implementation. Augur is implemented as an R package, available from https://
github.com/neurorestore/Augur (Supplementary Fig. 9). Augur takes as input a 
features-by-cells (for example, genes-by-cells for scRNA-seq) matrix, and a data 
frame containing metadata associated with each cell, minimally including the 

cell type annotations and sample labels to be predicted. Alternatively, a Seurat29, 
monocle330 or SingleCellExperiment31 object can be provided as input. To 
optimize both speed and memory usage, all computations are implemented for 
sparse matrices, up to the classification procedure itself. As the feature selection, 
classification and cross-validation procedures are independent for each cell type, 
Augur can readily be parallelized over the cell types in the input dataset, using the 
‘mclapply’ package for parallelization, and runs on four cores by default.

Multiclass classification and regression. Augur quantifies the accuracy by which 
cell type labels can be predicted from molecular measurements using the AUC, or 
the macro-averaged AUC in the case of multiclass classification. For experiments 
in which the perturbation can be interpreted as a continuous or ordinal variable, 
the classification objective is replaced with a regression task, and the accuracy 
of the corresponding random forest regression models is quantified using the 
concordance correlation coefficient32, a measure of both the precision and accuracy 
of the relationship between predicted and experimental sample labels. By default, 
Augur returns the mean AUC (or concordance correlation coefficient) for each 
cell type as a summary of cell type classification, but also calculates a larger suite of 
metrics for each fold of each subsampling iteration, including accuracy, precision, 
recall, sensitivity, specificity, negative predictive value and positive predictive value, 
for users interested in investigating predictions in more detail. Augur also returns 
the feature importance associated with each input gene (Supplementary Fig. 11).

Differential prioritization. To compare cell type prioritizations between related 
conditions, we devised a permutation-based test for differential prioritization. 
To obtain a null distribution of AUCs for each cell type that reflected variability 
associated with the number of cells sequenced, read depth and other technical 
factors, we permuted sample labels within each cell type, and ran Augur on the 
permuted dataset. We repeated this permutation procedure 1,000 times. We then 
compared the observed difference between condition-specific AUCs, ∆AUCobs, 
for each cell type to the difference under permuted sample labels, ∆AUCrnd, and 
calculated permutation P values33.

Simulations. We initially tested Augur on simulated scRNA-seq data, using the 
‘Splatter’ R package34. Initial simulation parameters were estimated from the Kang 
et al. dataset4 using the ‘splatEstimate’ function, and populations of 100–1,000 cells 
from two experimental conditions were generated, in increments of 100. We then 
simulated DE in varying proportions of genes (using the ‘de.prob’ parameter), 
and with varying magnitudes (using the ‘de.facLoc’ parameter). To specifically 
evaluate the ability of Augur to abolish the relationship between the number of 
cells in a particular population and the AUC of sample label classification, we 
compared Augur to cell type prioritization using an identical feature selection and 
classification procedure, but without drawing small subsamples from the dataset, 
by setting the ‘n_subsamples’ argument to 0. We additionally implemented a cell 
type prioritization scheme based on the number of DE genes between conditions, 
as previously described3,6. Cell types were ranked on the basis of the number of DE 
genes using six different tests for DE in single-cell transcriptomics datasets (t-test, 
Wilcoxon rank-sum test, likelihood ratio test35, logistic regression36, MAST37 and 
a negative binomial generalized linear model), implemented through the Seurat 
‘FindMarkers’ function.

To evaluate the impact of different scRNA-seq protocols on cell type 
prioritization, we repeated these simulations with parameters estimated from 
libraries prepared by Ziegenhain et al.38, using six prominent scRNA-seq methods 
(CEL-seq2, Drop-seq, MARS-seq, SCRB-seq, Smart-seq and Smart-seq2; 
Supplementary Fig. 8).

To evaluate the impact of mean expression levels on cell type prioritization, 
we binned genes on the basis of their mean expression into quintiles, and then 
repeated these simulation experiments with either Augur or a representative 
single-cell test for DE, the Wilcoxon rank-sum test, run separately on genes 
from each quintile (Extended Data Fig. 9). To ensure that these two methods 
were provided with the same genes as input, filtering of lowly variable genes was 
performed for the entire gene expression matrix, and then Augur was subsequently 
run with no additional feature selection. We additionally confirmed that these 
trends were not an artifact of our simulated datasets by performing an identical DE 
analysis in the Kang et al. dataset4, again finding that the vast majority of DE genes 
were detected within the top 20% of the most highly expressed genes.

To evaluate the impact of the distribution of cell type proportions on cell 
type prioritization in complex tissues, we simulated scRNA-seq experiments 
with eight cell types. These simulated cell types displayed a graded response to 
perturbation, having between 10% and 80% of their genes differentially expressed 
in response to the stimulus in 10% increments. The unevenness of the distribution 
of cell type frequencies, as quantified by the Gini coefficient, was systematically 
varied. A total of 5,000 cells were simulated, with the number of cells of each type 
drawn randomly from a gamma distribution such that the distribution of cell type 
frequencies achieved a prespecified Gini coefficient in the range from 0 to 0.7, in 
increments of 0.05. The accuracy of cell type prioritization was quantified as the 
correlation between the AUC, for Augur, or the number of DE genes, for the six 
single-cell tests for DE described above, and the proportion of DE genes under the 
simulation ground truth. To compare these simulations to real scRNA-seq datasets, 
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we calculated the Gini coefficient of cell type frequencies using the ‘reldist’ R 
package across 22 published studies, as described below, obtaining a mean Gini 
coefficient of 0.52.

Finally, because separability within cell types can arise not only from the 
cell-intrinsic response to perturbation but also from a number of technical 
factors, we evaluated the impact of batch effects on cell type prioritization 
(Extended Data Fig. 10). In simulated populations of 200 cells from 2 experimental 
conditions, sequenced in 2 batches, we simultaneously varied both the proportion 
of DE genes and the location parameter for the batch effect factor log-normal 
distribution (‘batch.facLoc’), fixing the location parameter of the DE factor 
log-normal distribution (‘de.facLoc’) at 0.5, as above. Under the default model 
in Splatter, technical batch effects are orthogonal to both the magnitude of 
perturbation-dependent DE, and the likelihood that a given cell is observed in 
either the stimulated or unstimulated condition. As the separability between 
conditions is effectively unchanged in this scenario (‘scenario 1’), we extended the 
Splatter package to incorporate confounding between batch and DE (‘scenario 2’), 
and between batch and experimental condition (‘scenarios 3–5’). Confounding 
between batch and DE is achieved by adjusting the order of operations in Splatter 
such that DE is simulated before the application of a batch effect, with the 
result that the batch effect amplifies the perturbation in one of the two batches. 
Confounding between batch and condition is achieved by adjusting the proportion 
of cells from each experimental condition within each batch, such that one batch is 
more likely to contain cells from the stimulated population. The fork of the Splatter 
repository implementing confounded batch effects is available from https://github.
com/jordansquair/splatter_batch. Last, we investigated whether computational 
methods for batch effect correction could restore the expected gradient of 
perturbation response in confounded datasets. Using an exemplary approach, the 
mutual-nearest-neighbors method39 as implemented in the ‘batchelor’ R package, 
we found that computational correction of batch effects restored accurate cell type 
prioritization. We suggest exploration and, if necessary, computational correction 
of any batch effects before cell type prioritization with Augur.

RNA velocity analysis. To generate intronic and exonic read count matrices 
for each dataset, data were downloaded from the SRA and converted to FASTQ 
format using the SRA toolkit. In the case of inDrops data, annotated BAM files 
were obtained using dropTag40 with flags -s -S -c. Reads were then aligned to 
the latest Ensembl release (GRCm38.93), using STAR (v.2.5.3a)41. For Drop-seq 
data, files were first converted from FASTQ to BAM format using the Picard 
function ‘FastqtoSam’. Reads were then aligned to the latest Ensembl release using 
the Drop-seq toolkit (https://github.com/broadinstitute/Drop-seq). Next, count 
matrices of exonic and intronic reads were obtained using dropEst with flags -m 
-V -L eEBA -F. Barcodes were filtered to match those present in the processed 
datasets uploaded to the Gene Expression Omnibus for each dataset. RNA velocity 
was subsequently calculated using the ‘velocyto’ R package18. Features were first 
chosen by filtering for genes with a minimum expression value per cell type 
using the function ‘filter.genes.by.cluster.expression’, with filters adjusted on the 
basis of the read count distributions for each dataset (GSE102827: exon filter, 
0.5, intron filter, 0.1; GSE130597: exon filter, 0.03, intron filter, 0.02; GSE103976, 
exon filter, 0.05, intron filter, 0.03). We then calculated gene-relative velocity 
using k-nearest-neighbor pooling with k = 10 (default) and fit.quantile = 0.01. 
By default, the function ‘gene.relative.velocity.estimates’ in velocyto.R returns a 
matrix containing only those features for which accurate estimates of γ and velocity 
could be obtained. Consequently, we ran Augur without either variable gene or 
random gene filters, as feature selection had already been performed during the 
creation of the RNA velocity matrix used as input. To compare AUCs for cell type 
prioritization on matrices of exonic or total counts, we retained only those genes 
for which velocity estimates could be calculated, and likewise disabled the variable 
gene and random gene filters. All other parameters were left as default.

Computational benchmarking. To quantify the computational resources required 
for cell type prioritization (Supplementary Fig. 5), we ran Augur with default 
settings on our compendium of 22 scRNA-seq datasets. The R package ‘peakRAM’ 
was used to monitor peak memory usage, and the base R function ‘system.time’ 
was used to monitor wall time.

Hyperparameter analysis. To characterize the robustness of Augur prioritizations 
to hyperparameters associated with its subsampling or feature selection procedures, 
the random forest classifier and the choice of classifier itself, we evaluated the 
impact of systematically varying each of these parameters (Supplementary Fig. 6). 
We first investigated the impact of the number and size of subsamples from each 
cell-type-specific gene expression matrix on cell type prioritization, finding that 
the ranks of each cell type stabilized around 50 subsamples. While larger subsample 
sizes generally yielded more robust ranks, these thresholds also precluded 
analysis of several cell types represented by fewer cells in existing datasets, and 
consequently we opted for an inclusive subsample size of 20 cells per experimental 
condition. Similarly, we ran Augur on gene expression matrices consisting of the 
top 10–100% of highly variable genes, followed by selection of a random subset 
of 10–100% of these, but found that Augur was generally robust to the features 
provided as input. (We used the default thresholds of 50% on the variable gene 

and random selection filters throughout, unless otherwise specified.) To assess the 
robustness of Augur prioritizations to random forest hyperparameters, we varied 
the number of trees in the forest between 10 and 1,000, the minimum number 
of cells required to split an internal node between 2 and 10 and the number of 
features sampled per split between 2 and 500. Finally, to assess the impact of the 
classifier itself, we implemented L1-penalized logistic regression in Augur using 
the R package ‘glmnet’, with the optimal value of the regularization parameter λ 
determined for each iteration using the function ‘cv.glmnet’.

The AUC of cell type prioritization ranges from 0 to 1, where an AUC of 0.5 
corresponds to the accuracy of a random classifier, and an AUC of 1 represents 
perfect classification. Cell type prioritization is most effective when the distribution 
of AUCs spans a wide range, distinguishing cell types that are unaffected by the 
perturbation from those that are profoundly affected. However, in situations 
where all cell types are undergoing a profound perturbation response, or when 
datasets are sequenced very deeply (and thus more information is available to the 
classifier), many cell types may have an AUC of 1, representing perfect separability. 
In this case, Augur hyperparameters may be modified to purposefully degrade 
the performance of the classifier, and thereby achieve a broader range in the 
distribution of AUCs across cell types. Conceptually, this can be thought of as 
effectively the opposite of the hyperparameter tuning step that would typically be 
performed during the optimization of a machine-learning classifier. Importantly, 
this intervention is feasible because Augur hyperparameters have remarkably little 
effect on the rank of different cell types: that is, the cell type prioritizations as such 
(Supplementary Fig. 6 and Extended Data Fig. 7d). However, although the cell 
type prioritizations remain consistent, a subset of parameters have a marked effect 
on the magnitude of the AUCs (Supplementary Fig. 10). Empirically, we suggest 
decreasing the number of trees in the random forest classifier in scenarios where 
perfect classification can be achieved for many cell types (Supplementary Fig. 10g). 
Alternatively, the number of trees may be increased in scenarios where all AUCs 
are close to 0.5 (for instance, cells undergoing an exceptionally subtle perturbation, 
or very sparsely sequenced datasets).

Downsampling analysis. Motivated by the observation that only a fraction of 
reads at conventional depths are required to detect transcriptional programs and 
assign cell types42, we also evaluated the impact of sequencing depth on Augur cell 
type prioritizations by downsampling published scRNA-seq datasets to between 5% 
and 95% of their original depths (Supplementary Fig. 7). Reads were downsampled 
from the processed count matrices using the ‘downsampleMatrix’ function 
from the ‘DropletUtils’ package43, with the argument ‘bycol = FALSE’ to sample 
without replacement from all reads in the entire dataset rather than from each cell 
individually.

Preprocessing and analysis of published single-cell datasets. Data from a total 
of 28 published single-cell studies were processed and analyzed with Augur as 
described in detail in Supplementary Note 1. Unless otherwise noted, expression 
matrices and metadata were stored as Seurat objects, and genes detected in fewer 
than three cells were removed.

Application of Augur to TESS. To experimentally validate the ability of Augur 
to uncover new biological mechanisms and identify neuron subtypes involved in 
complex behaviors, we applied Augur to investigate the neural circuits underlying 
the functional response to TESS following a field-standard contusion spinal cord 
injury44,45 using single-nucleus transcriptomics. Details on the animal model, 
surgical procedures, post-surgical care, electrochemical stimulation and kinematic 
analysis are provided in Supplementary Note 2.

Single-nucleus RNA-seq. Single-nucleus dissociation was completed with a 
modified protocol based on our previous work46. Briefly, animals were euthanized 
by isoflurane inhalation and cervical dislocation. The thoracic spinal cord injury 
site was rapidly dissected and frozen on dry ice. Spinal cords were dounced in 
500 µl of sucrose buffer (0.32 M sucrose, 10 mM HEPES (pH 8.0), 5 mM CaCl2, 
3 mM Mg acetate, 0.1 mM EDTA, 1 mM DTT) and 0.1% Triton X-100 with the 
Kontes Dounce Tissue Grinder. A 2 ml volume of sucrose buffer was added and 
filtered through a 40-µm cell strainer. The lysate was subsequently centrifuged at 
3,200g for 10 min at 4 °C. The supernatant was decanted, and 3 ml of sucrose buffer 
was added to the pellet and incubated for 1 min. The pellet was homogenized using 
an Ultra-Turrax and 12.5 ml of density buffer (1 M sucrose, 10 mM HEPES (pH 
8.0), 3 mM Mg acetate, 1 mM DTT) was added below the nuclei layer. The tube 
was centrifuged at 3,200g at 4 °C and the supernatant was immediately poured off. 
The nuclei on the bottom half of the tube wall were collected with 100 µl of PBS 
with 0.04% BSA and 0.2 U µl−1 RNase inhibitor. Resuspended nuclei were filtered 
through a 30-µm strainer. The nuclei suspension was finally adjusted to 1,000 
nuclei per microliter.

Library preparation. Library preparation was carried out with 10x Genomics 
Chromium Single Cell Kit Version 2. The nuclei suspension was added to the 
Chromium RT mix to achieve loading numbers of 5,000. For downstream cDNA 
synthesis (13 PCR cycles), library preparation and sequencing, the manufacturer’s 
instructions were followed.
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Read alignment. Reads were aligned to the latest Ensembl release (GRCm38.93), 
and a matrix of unique molecular identifier counts was obtained using CellRanger 
count. Velocyto18 was subsequently used to obtain count matrices of exonic and 
intronic reads. Seurat29 was used to calculate quality control metrics, including 
the number of genes detected, the number of unique molecular identifiers per cell 
and the percentage of mitochondrial genes, to filter low-quality cells appropriately 
(cells with the number of genes expressed <200; cells with the percentage of 
mitochondrial reads >5%; genes expressed in <3 cells). The matrix used for 
downstream analysis consisted of 19,954 genes and 18,514 cells.

Clustering and integration. To integrate datasets across different experimental 
conditions, we took advantage of recently developed bioinformatic tools that align 
datasets from multiple conditions into a unified space29. Gene expression data were 
first normalized using regularized negative binomial models47, and then integrated 
across batches using Seurat29. Batch effects were regressed out using the ‘latent.
vars’ argument. Normalized and integrated gene expression matrices were clustered 
using Seurat29 to identify cell types in the integrated dataset using a standard 
workflow, including highly variable gene identification, principal component 
analysis, nearest-neighbor graph construction and graph-based community 
detection. Following the identification of coarse-grained cell types (for example, 
‘neuron’), we identified fine-grained neuron subtypes by subclustering major cell 
types. We used clustering trees48 to guide the decision of the optimal resolution 
(Extended Data Fig. 7a). Cell types were manually annotated by using DE analysis 
to identify marker genes5,29. Putative cell types were assigned on the basis of marker 
gene expression, guided by previous work46,49–51.

RNA velocity. RNA velocity was calculated using the ‘velocyto’ R package18. Velocyto 
estimates cell velocities from their spliced and unspliced mRNA content. We 
generated the annotated spliced and unspliced reads using the ‘run10x’ function 
of the Velocyto command line tool, as described above. We then calculated 
gene-relative velocity using k-nearest-neighbor pooling with k = 10 (default).

Viral tract tracing. All surgeries on mice were performed at EPFL under general 
anesthesia with isoflurane in oxygen-enriched air using an operating microscope, 
and rodent stereotaxic apparatus (David Kopf). To trace the efferent connections 
of Vsx2 (V2a) neurons, AAV-DJ-hSyn-flex-mGFP-2A-Syn-mRuby (Stanford 
Vector Core Facility, reference AAV DJ GVVC-AAV-100, titer 1.15 × 1012 genome 
copies per milliliter52) was injected on each side of the cord of Vsx2-Cre mice at 
the L2 spinal level, 0.25 μl 0.6 mm below the surface at 0.1 μl per minute using glass 
micropipettes (ground to 50 to 100 μm tips) connected via high-pressure tubing 
(Kopf) to 10-μl syringes under the control of microinfusion pumps.

Immunohistochemistry. After terminal anesthesia by barbiturate overdose, mice 
were perfused transcardially with 4% paraformaldehyde and spinal cords were 
processed for immunofluorescence as previously described53,54. Primary antibodies 
were: goat anti-choline acetyltransferase (1:50, Millipore, AB144P). Secondary 
antibodies were: Alexa Fluor 647 donkey anti goat (1:200; Life Technologies, 
AB32849). Immunofluorescence was imaged digitally using a slide scanner 
(Olympus VS-120 Slide scanner) or confocal microscope (Zeiss LSM880 + Airy 
fast module with ZEN 2 Black software (Zeiss)). Images were digitally processed 
using ImageJ (NIH) or Imaris (Bitplane, v.9.0.0).

RNAscope. We confirmed the in situ localization of cell type markers and the 
expression of the immediate early gene Fos using RNAscope. Briefly, 16-μm 
cryosections were obtained from fixed frozen spinal cords of animals undergoing 
identical experimental procedures. We used these sections to confirm the 
localization of Spp1 (catalog no. 435191), Slc6a5 (catalog no. 409741-C3) and Vsx2 
(catalog no. 438341). We additionally included an analysis of negative controls that 
were not prioritized by Augur including Cck (catalog no. 402271-C3), Npy (catalog 
no. 313321), Rorb (catalog no. 444271-C3), Pnoc (catalog no. 437881), Gal (catalog 
no. 400961-C3) and Trh (catalog no. 436811 neurons). All of these cell types have 
also been validated elsewhere46,50,51. We combined gene markers with Fos (catalog no. 
316921-C2) to confirm the presence of immediate early gene activation in these cell 
types46. To detect the transcripts, we used the RNAscope assay for fixed frozen tissue 
(Advanced Cell Diagnostics)55. Probes were designed and provided by Advanced 
Cell Diagnostics, Inc. Staining was performed according to standard procedures, 
using the RNAscope Fluorescent Multiplex Reagent Kit (catalog no. 323133).

Visualization. Throughout the manuscript, the box plots show the median 
(horizontal line), interquartile range (hinges) and smallest and largest values no 
more than 1.5 times the interquartile range (whiskers), and the error bars show the 
standard deviation.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
Raw sequencing data and count matrices have been deposited to the Gene 
Expression Omnibus (GSE142245).

Code availability
Augur is available from GitHub (https://github.com/neurorestore/Augur) and as 
Supplementary Software 1.
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Extended Data Fig. 1 | See next page for caption.
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Extended Data Fig. 1 | Augur overcomes confounding factors to cell type prioritization in simulated cell populations. a-b, Area under the receiver 
operating characteristic curve (AUC) of a random forest classifier trained in three-fold cross-validation to distinguish two simulated populations of cells56, 
with the total number of cells increasing from n = 100 to n = 1,000 and the proportion of differentially expressed genes between the two populations 
varying from 0% to 100%, a, or the location parameter of the differential expression factor log-normal distribution varying from 0.1 to 1.0, b. c-d, As in a-b, 
but with the naive random forest classifier replaced with the subsampling procedure employed by Augur. e-f, Relationship between Augur AUC and the 
proportion of differentially expressed genes, e, or the location parameter of the differential expression factor log-normal distribution, f, in distinguishing 
two simulated populations (n = 200 cells total). The mean and standard deviation of n = 10 independent simulations are shown. Inset, two-sided Pearson 
correlation. g, Cell type prioritizations (AUC or number of differentially expressed genes) for a naive random forest classifier, Augur, and an exemplary 
single-cell differential expression test5, the Wilcoxon rank-sum test, for two simulated populations of cells with 50% of genes differentially expressed 
and a log-normal location parameter of 0.5, with the total number of cells increasing from n = 100 to n = 1,000 cells. Like a naive random forest strategy, 
the number of differentially expressed genes detected by the Wilcoxon rank-sum test scales linearly with the number of cells. The mean and standard 
deviation of n = 10 independent simulations are shown. Dotted lines show linear regression; shaded areas show 95% confidence intervals. h-i, Number 
of differentially expressed genes detected by six tests for single-cell differential gene expression between two simulated populations of cells, with the 
total number of cells increasing from 100 to 1,000 and the proportion of differentially expressed genes between the two populations varying from 0% to 
100%, h, or the location parameter of the differential expression factor log-normal distribution varying from 0.1 to 1.0, i. j, Relationship between number 
of differentially expressed genes detected by five tests for single-cell differential gene expression and the proportion of differentially expressed genes 
simulated between the two populations, for simulated populations of between 100 and 1,000 cells (see also Fig. 1e). All single-cell differential expression 
tests detect a larger number of differentially expressed genes in a large population of cells with modest transcriptional perturbation (20% of genes 
differentially expressed) than in a smaller population of cells with more profound perturbation (70% of genes differentially expressed).

 56. Zappia, L., Phipson, B. & Oshlack, A. Splatter: simulation of single-cell RNA sequencing data. Genome Biol. 18, 174 (2017).
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Extended Data Fig. 2 | See next page for caption.
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Extended Data Fig. 2 | Augur overcomes confounding factors to cell type prioritization in a compendium of published single-cell rNA-seq datasets. 
a, Overview of n = 22 published scRNA-seq datasets comparing two or more experimental conditions, used to verify the relationship between cell 
type prioritizations from a random forest classifier, Augur, or single-cell differential expression tests. Left, heatmap indicating the species of origin, the 
sequencing protocol, and whether cells or nuclei were sequenced. Right, properties of each dataset, including the total number of cell types identified in 
the original studies; the total number of cells sequenced; the number of cells per type (red bars indicate mean); and the mean number of reads for cells 
of each type. b, Pearson correlations between the AUC of each cell type, and the number of cells of that type sequenced, across 22 datasets for Augur, 
bottom, and a naive random forest classifier without subsampling, top, as shown in Fig. 2c. c, Pearson correlations between the number of differentially 
expressed genes per cell type, at 5% FDR, and the number of cells of that type sequenced, across 22 datasets for six statistical tests for single-cell 
differential expression. d, Number of cells in the top-ranked cell type across 22 datasets for Augur, bottom, and a naive random forest classifier without 
subsampling, top. e, Number of cells in the top-ranked cell type across 22 datasets for six statistical tests for single-cell differential expression. f, Jaccard 
index between the top-ranked 1 to 5 cell types across 22 datasets, comparing Augur and six statistical tests for single-cell differential expression. g, Cell 
type prioritizations in the Grubman et al.10 dataset by Augur and a representative test for single-cell differential expression, the Wilcoxon rank-sum test 
(“DE”). h, Relationship between AUC and number of differentially expressed genes per cell type, at 5% FDR, in the Grubman et al.10 dataset. Dotted line 
shows linear regression. i, Relationship between AUC and number of cells sequenced in the Grubman et al.10 dataset. Augur cell type prioritizations are 
uncorrelated with the number of cells per type. Dotted line shows linear regression; inset shows two-sided Pearson correlation. j, Relationship between 
number of differentially expressed genes and number of cells sequenced in the Grubman et al.10 dataset. Cell type prioritizations based on the number 
of differentially expressed genes are strongly correlated with the number of cells per type. Dotted line shows linear regression; inset shows two-sided 
Pearson correlation.
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Extended Data Fig. 3 | See next page for caption.
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Extended Data Fig. 3 | Augur overcomes confounding factors to cell type prioritization in simulated tissues and across single-cell modalities.  
a, Number of cells within each of eight cell types in a simulated tissue with increasingly unequal cell type proportions, as quantified by the Gini coefficient. 
b, Cell type prioritization in simulated scRNA-seq data from a tissue with 5,000 cells distributed in eight cell types, with 10-80% of genes DE in response 
to perturbation, and increasingly unequal numbers of cells per type (as quantified by the Gini coefficient). The correlation to simulation ground truth 
(proportion of DE genes) is shown for five tests for single-cell differential gene expression. The mean and standard deviation of n = 10 independent 
simulations are shown. Dashed line shows mean Gini coefficient of cell type frequencies across 22 published scRNA-seq datasets. **, p < 0.01; ***, p < 
0.001, two-sided paired t-test. c, Inequality of cell type proportions in published scRNA-seq data. Top, Gini coefficient of cell type proportions across 22 
published scRNA-seq datasets. Horizontal line and shaded area show the mean and standard deviation of the Gini coefficient across all datasets. Bottom, 
number of cells of each type across 22 published scRNA-seq datasets. d, Comparison of cell type prioritization in independent scRNA-seq and single cell 
imaging transcriptomics (STARmap) studies of the mouse visual cortex after light exposure. Left, Augur cell type prioritization in the STARmap dataset13. 
Bottom, Augur cell type prioritization in the scRNA-seq dataset7. Center, correspondence between cell types defined in the scRNA-seq and STARmap 
datasets, quantified as the Spearman correlation coefficient between average profiles for each cell type across 139 genes present in both datasets.
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Extended Data Fig. 4 | Differential cell type prioritization in single-cell rNA-seq data. a, Schematic overview of the permutation-based test for 
differential prioritization with Augur. First, cell type prioritization is performed within each of two conditions separately, yielding condition-specific AUCs 
for each cell type. Next, sample labels are randomly permuted within each cell type, and cell type prioritization is performed on shuffled data, yielding a 
null distribution of AUCs for each cell type and condition. AUCs for matching cell types are compared across conditions to calculate a ‘∆AUC score' for 
each cell type, and a null distribution of ∆AUC scores is calculated using the permuted data. Permutation p-values can then be calculated for each cell 
type, enabling the identification of statistically significant differences in cell type prioritization between conditions, as well as the condition in which the 
cell type is more transcriptionally separable. b, Neuron subtypes with statistically significant differences in AUC between female and male mice during 
parenting, in a single-cell imaging transcriptomics experiment employing multiplexed error robust fluorescence in situ hybridization (MERFISH)6 (n = 79 
subtypes). Eleven subtypes have significantly higher AUCs in female parents, whereas two have significantly higher AUCs in male parents.  
c, Relationship between differential prioritization ∆AUC for parenting between male and female mice, and AUC for sex in naive mice. Several neuronal 
subtypes preferentially activated during parenting in female mice are also transcriptionally distinct in naive mice, such as the I-32 cluster, which is enriched 
for aromatase expression, and expresses multiple sex steroid hormone receptors16. d, Neuron subtypes with statistically significant differences in AUC in 
response to whisker lesioning in Cx3cr1+/− as compared to Cx3cr1−/− mice, in a single-cell RNA-seq experiment17 (n = 28 subtypes). Four subtypes are have 
significantly higher AUCs in homozygous mice, whereas one subtype has a significantly higher AUC in heterozygous mice.
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Extended Data Fig. 5 | Cell type prioritization from transcriptional dynamics in acute experimental perturbations. a, Left, schematic overview of the 
scSLAM-seq19 workflow. Cells are exposed to the nucleoside analogue 4-thiouridine (4sU), which is incorporated during transcription and converted to a 
cytosine analogue by iodoacetamide prior to RNA sequencing. This labeling permits in silico deconvolution of RNA molecules transcribed before and after 
4sU exposure (‘old’ and ‘new’, respectively), and calculation of the ratio of new to total RNA (NTR), an experimental analogue to the computationally 
determined ‘RNA velocity’18,19. Right, AUCs for mouse fibroblasts exposed to lytic mouse cytomegalovirus (CMV) at 2 h post-infection, calculated by 
applying Augur to either total RNA or the NTR. The greater separability for the NTR reflects additional information specifically captured by the temporal 
dynamics of RNA expression in the context of this acute perturbation19. b-e, Cell type prioritization based on exonic reads, total RNA, or RNA velocity for 
cells of the mouse visual cortex after exposure to light for 1 h, b-c, or 4 h, d-e, in the Hrvatin et al.7 dataset. The AUC is significantly higher for RNA velocity 
than for either exonic reads (1 h, n = 34 cell types, 4 h, n = 35 cell types; two-sided paired t-tests: b, 1 h, p = 6.9 × 10-7; d, 4 h, p = 8.2 × 10-7) or total 
RNA (c, 1 h, p = 2.8 × 10-7; e, 4 h, p = 3.0 × 10-6), reflecting additional information specifically captured by acute transcriptional dynamics. f-g, Cell type 
prioritization based on exonic reads, total RNA, or RNA velocity in an Act-seq57 dataset, which minimizes transcriptional changes induced by single-cell 
dissociation. Cell types of the medial amygdala in mice subjected to 45 min of immobilization stress and control mice were profiled by Drop-seq58 after 
treatment with the transcription inhibitor actinomycin D. The AUC is higher for RNA velocity than for either exonic reads (f, p = 0.026, n = 6 cell types) or 
total RNA (g, p = 0.053), reflecting the additional information specifically captured by acute transcriptional dynamics, and indicating this is not an artefact 
related to the transcriptional perturbations known to be induced by conventional dissociation procedures59. h-i, Cell type prioritization based on exonic 
reads, total RNA, or RNA velocity in a chronic perturbation. Cell types of the lateral hypothalamic area were profiled by Drop-seq58 in mice after 9-16 
weeks of maintenance on either high-fat diet or control diet6. No significant difference in AUCs was observed for RNA velocity compared to either exonic 
reads (h, p = 0.22, n = 13 cell types) or total RNA (i, p = 0.98), consistent with the time scale of the experimental perturbation.

 57. Wu, Y. E., Pan, L., Zuo, Y., Li, X. & Hong, W. Detecting activated cell populations using single-cell RNA-seq. Neuron 96, 313–329.e6 (2017).
 58. Macosko, E. Z. et al. Highly parallel genome-wide expression profiling of individual cells using nanoliter droplets. Cell 161, 1202–1214 (2015).
 59. van den Brink, S. C. et al. Single-cell sequencing reveals dissociation-induced gene expression in tissue subpopulations. Nat. Methods 14, 935–936 (2017).
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Extended Data Fig. 6 | Subclustering of single-neuron transcriptomes identifies 38 neuron subtypes in the mouse lumbar spinal cord. See also  
Extended Data Fig. 7a. a, Dot plot showing expression of one marker gene per cell type for the 38 neuron subtypes of the mouse lumbar spinal cord.  
b, Neuron subtype detection across experimental conditions (n = 6,035 neurons). TESS, targeted electrical epidural stimulation of the lumbar spinal cord. 
c, Proportion of neurons of each subtype detected in each experimental condition. d, Neuron subtype detection across experimental replicates (n = 3 mice 
per condition). e, Proportion of neurons of each subtype detected in each experimental replicate.
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Extended Data Fig. 7 | See next page for caption.
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Extended Data Fig. 7 | robustness of Augur cell type prioritizations for mouse lumbar spinal cord neurons. a, Clustering tree48 of mouse spinal cord 
neurons over seven clustering resolutions, revealing the hierarchical relationships between spinal cord neuron subtypes. Node color reflects AUCs for cell 
type prioritization in targeted electrical epidural stimulation. b, AUCs for each of 36 neuron subtypes represented by at least 20 cells in both control and 
TESS-treated mice. c-e, Robustness of cell type prioritization for neuron subtypes of the mouse lumbar spinal cord. c, Impact of systematically withholding 
cells from each of six replicates (n = 3 per group) on cell type prioritization. Left, cell type prioritization with all six replicates, as in Fig. 2f. Grey tiles 
indicate neuron subtypes that were not represented by at least 20 cells in each condition after removal of cells from an experimental replicate. d, Impact 
of varying Augur parameters, including the number of subsamples and the size of each subsample; random forest-specific hyperparameters (number 
of trees, minimum split size, number of features sampled per split); and the choice of classifier (random forest, RF; L1-penalized logistic regression, LR) 
on cell type prioritization. Grey tiles indicate sample sizes larger than the number of cells of that type in the dataset. e, Impact of varying RNA velocity 
parameters, including exonic and intronic expression filters, the number of cells in the k-nearest neighbors pooling, and the extreme quantiles used to fit γ 
coefficients, on cell type prioritization.
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Extended Data Fig. 8 | Absence of colocalization of canonical marker genes for cell types not prioritized by Augur and Fos by rNAscope in situ 
hybridization. Schematic indicates imaging location for each marker within the spinal cord. Bottom, proportion of cells expressing Fos from cell types 
prioritized by Augur (n = 3 cell types) or not prioritized by Augur (n = 6 cell types). Cell types prioritized by Augur are significantly more likely to express 
Fos after walking with TESS, compared to controls (p = 0.01, two-sided Fisher’s exact test), whereas cell types not prioritized by Augur do not display a 
statistically significant difference (p = 0.74). Error bars show standard deviation of the sample proportion.
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Extended Data Fig. 9 | See next page for caption.
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Extended Data Fig. 9 | impact of mean gene expression level on cell type prioritization. Cell type prioritizations were performed using both Augur and a 
representative single-cell differential expression method, the Wilcoxon rank-sum test, using the entire transcriptome (left column) or genes divided into 
five quintiles based on mean expression (right columns). Insets show two-sided Pearson correlations throughout. a, Relationship between Augur cell type 
prioritizations (AUC) and the proportion of differentially expressed genes between two simulated populations of cells (n = 200 cells total), as shown in 
Extended Data Fig. 1e. The mean and standard deviation of n = 10 independent simulations are shown. b, As in a, but with Augur applied to each quintile of 
gene expression separately. The AUC remains strongly correlated with the ground-truth perturbation intensity, regardless of mean expression levels (r ≥ 
0.92). c, Relationship between Augur cell type prioritizations (AUC) and the location parameter of the differential expression factor log-normal distribution 
between two simulated populations of cells (n = 200 cells total), as shown in Supplementary Fig. 1f. The mean and standard deviation of n = 10 
independent simulations are shown. d, As in c, but with Augur applied to each quintile of gene expression separately. The AUC remains strongly correlated 
with the ground-truth perturbation intensity, regardless of mean expression levels (r ≥ 0.95). e-f, As in a-b, but showing the number of differentially 
expressed genes detected by a Wilcoxon rank-sum test at 5% FDR, either across the entire transcriptome, e, or within each expression quintile, f. No 
differentially expressed genes are detected at 5% FDR outside of the top expression quintile. g-h, As in c-d, but showing the number of differentially 
expressed genes detected by a Wilcoxon rank-sum test at 5% FDR, either across the entire transcriptome, g, or within each expression quintile, h. No 
differentially expressed genes are detected at 5% FDR outside of the top expression quintile. i, Cell type prioritization in simulated scRNA-seq data from a 
tissue with 5,000 cells, distributed in eight cell types, with increasingly unequal numbers of cells per type, as quantified by the Gini coefficient and shown 
in Fig. 1f. The correlation to simulation ground truth (proportion of DE genes) is shown for Augur and a representative test for single-cell DE (Wilcoxon 
rank-sum test). The mean and standard deviation of n = 10 independent simulations are shown. j, As in i, but with both Augur and the Wilcoxon rank-sum 
test applied to each quintile of gene expression separately. k, Pearson correlation between Augur cell type prioritizations (AUC) and simulation ground 
truth (proportion of DE genes) in simulated scRNA-seq data from tissue with eight cell types, subjected to perturbations of varying intensity, as quantified 
by the the location parameter of the differential expression factor log-normal distribution. The mean of n = 10 independent simulations is shown for 
each perturbation intensity.. l, As in k, but with Augur applied to each quintile of gene expression separately. Augur incorporates information from lowly 
expressed genes even in subtle perturbations. m, Number of differentially expressed genes detected by a Wilcoxon rank-sum test at 5% FDR for each cell 
type in the Kang et al. dataset4, within each expression quintile, confirming the simulations in a-l reflect trends in real data.
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Extended Data Fig. 10 | See next page for caption.
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Extended Data Fig. 10 | impact of batch effects on cell type prioritization. Two populations of cells (n = 200 cells total) were simulated, with each 
condition sequenced in two batches, and varying degrees of perturbation-dependent differential expression and/or technical batch effects were introduced 
according to five different batch effect scenarios. For each of the five scenarios, the following panels are shown from left to right: i, Principal component 
analysis (PCA) of a representative simulation. ii, Correlation between AUC and magnitude of simulated batch effect with 0% of genes differentially 
expressed in response to perturbation, reflecting the introduction of a spurious difference between conditions where none exists (inset, two-sided Pearson 
correlation). iii, Correlation between AUC and magnitude of simulated batch effect when the random forest classifier is tasked with predicting batch 
rather than condition (AUCbatch), confirming the batch effect introduces the expected separability. iv, Correlation between proportion of genes differentially 
expressed in response to perturbation and AUC for simulated populations of cells with no batch effect, and batch effects of three different magnitudes. 
v, Cell type prioritizations in simulated populations of cells with varying perturbation intensity (% DE genes) and batch effect magnitudes. vi, As in i, but 
after computational batch effect correction by alignment of mutual nearest neighbors39. vii, As in v, but after computational batch effect correction by 
alignment of mutual nearest neighbors. a, Impact of batch effects on cell type prioritization when technical batch is unconfounded with either condition 
or differential expression. b, Impact of batch effects on cell type prioritization when batch #1 is twice as large as batch #2. c, Impact of batch effects on 
cell type prioritization when perturbation-dependent differential expression is stronger in one of the two batches. d, Impact of batch effects on cell type 
prioritization when technical batch is mildly confounded with condition (simulated cells are overrepresented in batch 1 by a factor of 20%). e, Impact of 
batch effects on cell type prioritization when technical batch is moderately confounded with condition (simulated cells are overrepresented in batch 1 
by a factor of 50%). f, Impact of batch effects on cell type prioritization when technical batch is severely confounded with condition (simulated cells are 
overrepresented in batch 1 by a factor of 80%).
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Chapter 3

Confronting false discoveries in single-cell
differential expression

In this chapter we aimed to ensure the robustness of the differential genes expression (DE) methods

classically used by the field. We established a compendium of datasets from studies performing

matched bulk and scRNA-seq on purified cell populations, exposed to the same perturbation. We

then systematically compared the most widely used packages for single cell DE analysis on their

ability to generate concordant results with the bulk DE. We exposed that most of these default

methods produce hundreds of false discoveries in the absence of any biological differences and

clarified the requirements for valid DE analysis. These findings were validated by a systematic in

vivo screen of gene expression in the injured spinal cord, which confirmed a proliferation of false

positives.

My contribution as a second author : I participated in the collection, reprocessing and reanalysis

of the compendium of 18 papers used to benchmark DE methods. I analyzed the experimental

validation data. I participated in the edition and preparation of the manuscript.
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Differential expression analysis in single-cell transcriptomics enables the dissection of cell-

type-specific responses to perturbations such as disease, trauma, or experimental manip-

ulations. While many statistical methods are available to identify differentially expressed

genes, the principles that distinguish these methods and their performance remain unclear.

Here, we show that the relative performance of these methods is contingent on their ability to

account for variation between biological replicates. Methods that ignore this inevitable var-

iation are biased and prone to false discoveries. Indeed, the most widely used methods can

discover hundreds of differentially expressed genes in the absence of biological differences.

To exemplify these principles, we exposed true and false discoveries of differentially

expressed genes in the injured mouse spinal cord.
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The abundance of RNA species informs on the past, present
and future state of cells and tissues. By enabling the
complete quantification of mRNA populations, RNA

sequencing (RNA-seq) has provided unprecedented access to the
molecular processes active in a biological sample1. Diseases,
traumas, and experimental manipulations perturb these pro-
cesses, which leads to changes in the expression of specific
mRNAs. Historically, these altered mRNAs were identified using
bulk RNA-seq in non-perturbed versus perturbed tissues2.
However, biological tissues are composed of multiple cell types,
whose responses to a perturbation can differ dramatically.
Changes in mRNA abundance within multicellular tissues are
confounded by different responses across cell types and changes
in the relative abundance of these cell types3. Consequently, the
resolution of bulk RNA-seq is insufficient to characterize the
multifaceted responses to biological perturbations.

Single-cell RNA-seq (scRNA-seq) enables the quantification of
RNA abundance at the resolution of individual cells4. The
maturation of single-cell technologies now enables large-scale
comparisons of cell states within complex tissues, thus providing
the appropriate resolution to dissect cell-type-specific responses
to perturbation5,6. The sparsity and heterogeneity of single-cell
data initially encouraged the development of specialized statistical
methods to identify differentially expressed mRNAs7,8. The
proliferation of statistical methods for differential expression
analysis prompted investigators to ask which methods produced
the most biologically accurate results. To answer this question,
investigators turned to simulations in an attempt to create a
ground truth against which the various methods could be
benchmarked. However, simulations require specifying a model
from which synthetic patterns of differential expression are
generated. Differences in the specification of this model have led
investigators to contrasting conclusions9,10.

These divergences emphasize the importance of developing a
sound epistemological foundation for differential expression in
single-cell data11. In this work, we reasoned that developing such
a foundation would require quantifying the performance of the
available methods across multiple datasets in which an experi-
mental ground truth is known, and defining the principles that
are responsible for differences in performance. We therefore first
established a methodological framework that enabled us to curate
a resource of ground-truth datasets. Using this resource, we
conduct a definitive comparison of the various available methods
for differential expression analysis. We find that differences in the
performance of these methods reflect the failure of certain
methods to account for intrinsic variation between biological
replicates. Our understanding of this principle led us to discover
that the most frequently used methods can identify differentially
expressed genes even in the absence of biological differences.
These false discoveries are poised to mislead investigators.
However, we show that false discoveries can be avoided using
statistical methodologies that account for between-replicate var-
iation. In summary, we expose the principles that underlie valid
differential expression analysis in single-cell data, and provide a
toolbox to implement relevant statistical methods for single-
cell users.

Results
A ground-truth resource to benchmark single-cell differential
expression. We aimed to compare available statistical methods
for differential expression (DE) analysis based on their ability to
generate biologically accurate results. We reasoned that per-
forming this comparison in real datasets where the experimental
ground truth is known would faithfully reflect differences in the
performance of these methods, while avoiding the shortcomings

of simulated data. We posited that the closest possible approx-
imation to this ground truth could be obtained from matched
bulk and scRNA-seq performed on the same population of pur-
ified cells, exposed to the same perturbations, and sequenced in
the same laboratories. An extensive survey of the literature
identified a total of eighteen ‘gold standard’ datasets that met
these criteria (Fig. 1a)12–15. This compendium allowed us to carry
out a large-scale comparison of DE methods in experimental
settings where the ground truth is known.

Pseudobulk methods outperform generic and specialized
single-cell DE methods. We selected a total of fourteen DE
methods, representing the most widely used statistical approaches
for single-cell transcriptomics, to compare (Methods, “Differ-
ential expression analysis methods”). Together, these methods
have been used by almost 90% of recent studies (Fig. 1b). We
evaluated the relative performance of each method based on the
concordance between DE results in bulk versus scRNA-seq
datasets. To quantify this concordance, we calculated the area
under the concordance curve (AUCC) between the results of bulk
versus scRNA-seq datasets16,17.

We compared the performance of the fourteen methods across
the entire compendium of the eighteen gold standard datasets.
This analysis immediately revealed that all six of the top-
performing methods shared a common analytical property. These
methods aggregated cells within a biological replicate, to form so-
called ‘pseudobulks’, before applying a statistical test (Fig. 1c)18.
In comparison, methods that compared individual cells per-
formed poorly. The differences between pseudobulk and single-
cell methods were highly significant (Fig. 1d), and robust to the
methodology used to quantify concordance (Supplementary
Fig. 1a-d). Moreover, comparisons to matching proteomics data13

revealed that pseudobulk methods also more accurately predicted
changes in protein abundance (Supplementary Fig. 1e-f).

We asked whether the differences between DE methods could
also impact the functional interpretation of transcriptomic
experiments. For this purpose, we compared Gene Ontology
(GO) term enrichment analyses in bulk versus scRNA-seq DE.
We found that pseudobulk methods again more faithfully
reflected the ground truth, as captured in the bulk RNA-seq
(Fig. 1e and Supplementary Fig. 1g). For example, single-cell
methods failed to identify the relevant GO term when comparing
mouse phagocytes stimulated with poly(I:C)12, a synthetic
double-stranded RNA (Fig. 1f).

Single-cell DE methods are biased towards highly expressed
genes. The unexpected superiority of pseudobulk methods com-
pelled us to study the mechanisms that are responsible for their
ability to recapitulate biological ground truth. To investigate these
mechanisms, we formulated and tested several hypotheses that
could potentially explain these differences in performance.

Previous studies demonstrated that inferences about DE are
generally more accurate for highly expressed genes19,20. Measure-
ments of gene expression in single cells are inherently sparse. By
aggregating cells within each replicate, pseudobulk methods
dramatically reduce the number of zeros in the data, especially for
lowly expressed genes (Fig. 2a). Consequently, we initially
hypothesized that the difference in accuracy between pseudobulk
and single-cell methods could be explained by superior
performance of pseudobulk methods among lowly expressed
genes.

To test this hypothesis, we allocated genes into three equally
sized bins, comprising lowly, moderately, and highly expressed
genes. We then re-calculated the concordance between bulk and
scRNA-seq DE within each bin. Contrary to our prediction, we
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observed minimal differences between pseudobulk and single-cell
methods for lowly expressed genes (Fig. 2b and Supplementary
Fig. 2a). Instead, the most pronounced differences between
pseudobulk and single-cell methods emerged among highly
expressed genes.

This unexpected result led us to ask whether single-cell DE
methods produce systematic errors for highly expressed genes. To
explore this possibility, we scrutinized the bulk datasets to
identify genes falsely called as DE by each method within scRNA-
seq data. We found that false positives identified by single-cell DE
methods were more highly expressed than those identified by
pseudobulk methods (Fig. 2c and Supplementary Fig. 2b).
Conversely, false-negatives overlooked by single-cell DE methods
tended to be lowly expressed (Supplementary Fig. 2c-d).
Together, these findings implied a systematic tendency for
single-cell methods to identify highly expressed genes as DE,
even when their expression remained unchanged.

To validate this conclusion experimentally, we analyzed a
dataset in which a population of synthetic mRNAs were spiked
into each well containing a single cell12,21. Each of these single-
cell libraries therefore contained equal concentrations of each
synthetic mRNA. We found that single-cell methods incorrectly

identified many abundant spike-ins as DE (Fig. 2d-e and
Supplementary Fig. 2e-f). In contrast, pseudobulk methods
avoided this bias.

We then asked whether this bias was universal in single-cell
transcriptomics. We assembled a compendium of 46 scRNA-seq
datasets that encompassed disparate species, cell types, technol-
ogies, and biological perturbations (Supplementary Fig. 3). We
found that single-cell DE methods displayed a systematic
preference for highly expressed genes across the entire compen-
dium (Fig. 2f).

Together, these experiments suggest that the inferior perfor-
mance of single-cell methods can be attributed to their bias
towards highly expressed genes.

DE analysis of single-cell data must account for biological
replicates. These findings implied that pseudobulk methods
possess a common analytical property that allows them to avoid
this bias. We conducted a series of experiments to identify this
mechanism.

The statistical tools applied to identify DE genes in pseudobulk
data (i.e., edgeR, DESeq2, and limma) have been refined over
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many years of development. We therefore asked whether these
methods incorporate inherent advantages that are independent
from the procedure of aggregating gene expression across cells.
To test this possibility, we disabled the aggregation procedure and
applied the pseudobulk methods to individual cells (Fig. 3a).
Strikingly, this procedure abolished the superiority of the
pseudobulk methods (Fig. 3b and Supplementary Fig. 4a).
The emergence of a bias towards highly expressed genes
paralleled this decrease in performance (Fig. 3b and Supplemen-
tary Fig. 4b-c).

This result raised the possibility that the aggregation procedure
itself was directly responsible for the superiority of pseudobulk
methods. To evaluate this notion, we applied the aggregation
procedure to random groups of cells, which produced a
pseudobulk matrix composed of ‘pseudo-replicates’ (Fig. 3c).
This experiment induced a similar decrease in the performance of
pseudobulk methods, combined with the re-emergence of a bias
towards highly expressed genes (Fig. 3d and Supplementary
Fig. 4d–f).

We sought to understand the common factors that could explain
the decreased performance of pseudobulk methods in these two
experiments. We recognized that both experiments entailed a loss of
information about biological replicates. Aggregating random groups
of cells to form pseudo-replicates, or ignoring replicates altogether in
comparisons of single cells, both introduced a bias towards highly
expressed genes and a corresponding loss of performance.

Within the same experimental condition, replicates exhibit
inherent differences in gene expression, which reflect both
biological and technical factors22. We reasoned that failing to
account for these differences could lead methods to misattribute
the inherent variability between replicates to the effect of the
perturbation. To study this potential mechanism, we compared
the variance in the expression of each gene in pseudobulks and
pseudo-replicates. Initially, we performed this comparison in a

dataset of bone marrow mononuclear cells stimulated with poly-
I:C12. We found that shuffling the replicates produced a
systematic decrease in the variance of gene expression, affecting
98.2% of genes (Fig. 3e). We next tested whether this decrease in
variance occurred systematically across our compendium of 46
datasets. Every comparison displayed the same decrease in the
variance of gene expression (Fig. 3f).

The decrease in the variance of gene expression led statistical
tests to attribute small changes in gene expression to the effect of
the perturbation. For instance, in the poly-I:C dataset, failing to
account for the variable expression of Txnrd3 across replicates led
to the spurious identification of this gene as differentially
expressed (Fig. 3g). Moreover, we found that highly expressed
genes exhibited the largest decrease in variance in pseudo-
replicates, thus explaining the bias of single-cell methods towards
highly expressed genes (Supplementary Fig. 4g-k).

Together, this series of experiments exposed the principle
underlying the unexpected superiority of pseudobulk methods.
Statistical methods for differential expression must account for
the intrinsic variability of biological replicates to generate
biologically accurate results in single-cell data. Accounting for
this variability allows pseudobulk methods to correctly identify
changes in gene expression caused by a biological perturbation. In
contrast, failing to account for biological replicates causes single-
cell methods to systematically underestimate the variance of gene
expression. This underestimation of the variance biases single-cell
methods towards highly expressed genes, compromising their
ability to generate biologically accurate results.

False discoveries in single-cell DE. We realized that if failing to
account for the variation between biological replicates could
produce false discoveries in the presence of a real biological
perturbation, then false discoveries might also arise in the absence
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of any biological difference. To test this possibility, we simulated
single-cell data with different degrees of heterogeneity between
replicates in the absence of any difference between groups
(Fig. 4a). We randomly assigned each replicate to an artificial
‘control’ or ‘treatment’ group, and tested for DE between the two
conditions. Strikingly, single-cell methods identified hundreds of
DE genes in the absence of any perturbation (Fig. 4b and Sup-
plementary Fig. 4a). Moreover, in line with our understanding of
the mechanisms underlying the failure of single-cell DE methods,
the genes that were falsely called as DE were those whose
expression was most variable between replicates (Fig. 4c and
Supplementary Fig. 4b). Pseudobulk methods abolished the false
detection of DE genes. However, creating pseudo-replicates led to
the reappearance of spurious DE genes (Fig. 4b-c and Supple-
mentary Fig. 4a-b), further corroborating the requirements for

accurate DE analyses. The number of false discoveries was
reduced when additional replicates were introduced to the dataset
(Supplementary Fig. 4c). In contrast, introducing additional cells
to the simulated data only exacerbated the underlying problem
(Supplementary Fig. 4d).

These findings compelled us to investigate whether similar false
discoveries could arise in real single-cell data. To explore this
possibility, we initially analyzed a dataset of human peripheral
blood mononuclear cells (PBMCs) exposed to interferon5. We
extracted the control samples that had not been exposed to
interferon, and split them randomly into two groups. We then
performed DE analysis. Failing to account for the intrinsic
variability of biological replicates produced hundreds of DE genes
between randomly assigned replicates (Fig. 4d and Supplemen-
tary Fig. 6a, b).
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arrowheads show the mean variance in pseudo-replicates. g Left, expression of the gene c in biological replicates (points) and pseudo-replicates
(arrowheads) from unstimulated cells and cells stimulated with poly-I:C, with the range of possible pseudo-replicate expression values shown as a density.
Right, mean (horizontal line) and variance (shaded area) of Txnrd3 expression in biological replicates (left) and pseudo-replicates (right). P-values were
calculated by edgeR-LRT.
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Unsettled by this appearance of false discoveries, we asked
whether this observation reflected a universal pitfall. To address
this concern comprehensively, we identified a total of fourteen
datasets that included at least six replicates in the control
condition. As in the previous experiment, we split these
unperturbed samples randomly into synthetic control and
treatment groups, before conducting DE analyses between these
two groups. This systematic analysis confirmed that single-cell
methods produced a systematic excess of false positives compared
to pseudobulk methods (Fig. 4e). The resulting DE genes were
enriched for hundreds of Gene Ontology (GO) terms, despite a
complete absence of biological perturbation (Supplementary
Fig. 6c). Moreover, we again confirmed that the genes falsely
identified as DE corresponded to those with the highest variability
between replicates (Supplementary Fig. 6d).

Together, these experiments exposed a fundamental pitfall for
DE analysis in single-cell transcriptomics. We intuited, however,
that this pitfall could afflict any technology in which many
observations are obtained from each biological replicate. For
example, we anticipated that false discoveries would also emerge
in spatial transcriptomics data23. To test this prediction, we

analyzed a spatial transcriptomics dataset that profiled spinal
cords from a model of amyotrophic lateral sclerosis (ALS)24. We
randomly partitioned data from control mice into two groups,
and performed DE within each region of the spinal cord.
Statistical methods that failed to account for variability between
biological replicates identified thousands of DE genes within each
region (Fig. 4f and Supplementary Fig. 6e). In contrast,
pseudobulk methods abolished these false discoveries.

These experiments demonstrated that the variability between
biological replicates can confound the identification of genes
affected by a biological perturbation. Many of the factors that
produce this variability between replicates can be minimized in
animal models, including the genetic background, environment,
intensity and timing of the biological perturbation, and sample
processing. In contrast, these sources of variation are inherently
more difficult to control in experiments involving human
subjects. This distinction raised the possibility that single-cell
studies of human tissue would exhibit greater variability between
biological replicates, and consequently, would be more vulnerable
to false discoveries. To evaluate this possibility systematically, we
calculated the variability between replicates within 41 human and
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mouse scRNA-seq datasets. In agreement with our hypothesis, we
detected significantly more variability between replicates in the
human datasets (Fig. 4g). While we show that accounting for
biological replicates is critical for any DE analysis, this result
stresses the paramount importance of addressing this issue in
single-cell studies of human tissue.

True and false discoveries in the injured mouse spinal cord. We
finally sought to demonstrate the extent to which DE analyses can
produce true and false discoveries in previously unexplored bio-
logical tissues. For this purpose, we characterized the impact of a
spinal cord injury (SCI) on gene expression in cells located below

the injury. We specifically focused on the lumbar spinal cord,
since this region undergoes multifaceted changes that lead to the
irreversible degradation of neuronal function25,26.

We performed experiments in mice that received a severe
contusion of the mid-thoracic spinal cord (Fig. 5a-c). Multi-
factorial quantification of whole-body kinematics revealed
profound impairments in the ability of the mice to produce
locomotion (Fig. 5b and Supplementary Fig. 8a). We found that
the injury triggered the aberrant growth of new synapses
throughout lumbar segments, combined with the emergence of
abnormal segmental reflexes (Fig. 5a and Supplementary Fig. 8a).
This chaotic reorganization of circuits below the SCI has been
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linked to spasticity and neuronal dysfunction (Fig. 5b and
Supplementary Fig. 8b-c)25,26.

We then harvested the lumbar spinal cords of mice with
chronic SCI and uninjured controls, and performed single-
nucleus RNA-seq (snRNA-seq) of these tissues27. We sequenced a
total of 19,237 cells that encompassed all the major cell types of
the lumbar spinal cord (Fig. 5d).

We initially aimed to identify the cell types in which
transcription was most perturbed by the injury. To answer this
question, we performed cell type prioritization using Augur27,28.
This unbiased analysis indicated that endothelial cells underwent
the most profound transcriptional changes in the spinal cord
below the injury (Fig. 5e).

This unexpected finding spurred us to investigate the specific
transcriptional changes underlying this prioritization, and the
capacity of different statistical methods to reveal these changes.
For this purpose, we performed DE analyses between injured and
uninjured endothelial cells using representative single-cell and
pseudobulk methods. We selected the Wilcoxon rank-sum test as
a single-cell method, since this test has been the most widely used
approach in the field of single-cell transcriptomics (Fig. 1b), and
edgeR-LRT29 as a pseudobulk method due to its high level of
performance (Fig. 1c). These methods identified largely distinct
sets of DE genes, with only four genes overlapping between the
two methods. Conversely, the Wilcoxon rank-sum test and
edgeR-LRT each nominated an additional 44 and 12 genes as DE,
respectively (Supplementary Fig. 9a).

Our results thus far have demonstrated that failing to account for
variation between replicates can lead single-cell DE methods to
produce false discoveries. We therefore suspected that some of the
additional genes identified by the Wilcoxon rank-sum test in this
dataset could represent false positives. To clarify the ground truth
expression of these genes in the injured spinal cord, we carried out a
systematic in vivo screen. We obtained RNAscope probes for
nineteen putatively DE genes identified by only one of the two
methods, and quantified the expression of these genes in endothelial
cells from injured and uninjured mice30 (Supplementary Fig. 9b).
RNAscope validated five of the six genes called as DE by edgeR-
LRT. In marked contrast, only three of thirteen genes called as DE
by the Wilcoxon rank-sum test could be corroborated (p < 0.05, χ2

test; Fig. 5f-h). Several of the validated edgeR-LRT genes, including
Slc7a11 and Igfbp6, are involved in the response to hypoxia within
endothelial cells, supporting the establishment of a chronically
hypoxic state in the lumbar spinal cord31–33. In line with the
expected consequences of chronic hypoxia, we detected the presence
of numerous atrophic blood vessels below the level of injury (Fig. 5i).

Together, these observations illustrate the potential for single-
cell DE methods to produce false discoveries. Conversely, valid
single-cell DE analysis that accounted for variation between
biological replicates yielded reproducible conclusions that could
be validated in vivo.

DE analysis with mixed models. Our experiments established
that accounting for variation between biological replicates dic-
tated the performance of single-cell DE methods. We were
therefore puzzled by the unsatisfying performance of a linear
mixed model. By explicitly modeling variation both within and
between biological replicates, mixed models should benefit from
increased statistical power compared to pseudobulk methods9. To
clarify this discrepancy, we evaluated eight additional Poisson or
negative binomial generalized linear mixed models (GLMMs;
Supplementary Fig. 10a-b). In datasets of 25-50 cells, GLMMs
could produce accurate results under very specific parameter
combinations. However, in datasets comprising 500 or more cells,
their performance converged to that of pseudobulk DE methods.

Moreover, the computational resources required to fit the best-
performing GLMMs were enormous. Even in downsampled
datasets, DE analysis of a single cell type took an average of 13.5 h
(Supplementary Fig. 10c-d). In contrast, pseudobulk methods
required only minutes per cell type in our compendium of 46
datasets (Supplementary Fig. 10e-f). These observations suggest
that, in practice, pseudobulk approaches provide an excellent
trade-off between speed and accuracy for single-cell DE analysis.

Discussion
Accurate DE analysis in single-cell transcriptomics is required to
dissect the transcriptional programs underlying the multifaceted
responses to disease, trauma, and experimental manipulations.
Despite the importance of statistical methods for DE analyses, the
principles that determine their performance have remained elu-
sive. Here, we demonstrate that the central principle underlying
valid DE analysis is the ability of statistical methods to account
for the intrinsic variability of biological replicates. Accounting for
this variability dictates the biological accuracy of statistical
methods. Conversely, methods that fail to account for the
variability of biological replicates can produce hundreds of false
discoveries in the absence of any biological difference.

Investigators study single cells to understand more general
principles underlying the response to a biological perturbation.
Clarifying these principles requires statistical inferences that
generalize beyond the individual cells that constitute any parti-
cular dataset. Our results demonstrate that by performing a sta-
tistical inference at the level of individual cells, single-cell DE
methods conflate variability between biological replicates with the
effect of a biological perturbation. The presence of variability
between replicates is unavoidable, and can be attributed to both
technical factors and intrinsic biological differences22. The pos-
sibility that conflating variability between replicates with the
biological effect of interest can lead to spurious findings has
previously been recognized18,34. However, these studies relied
almost entirely on synthetic data, supplemented by a few illus-
trative case studies. Consequently, the pervasiveness of false dis-
coveries in published analyses of single-cell data and the
propensity for these false discoveries to affect the biological
conclusions of a study have remained unclear.

Here, we show that the appearance of false discoveries is a
universal phenomenon. Leveraging a collection of 18 single-cell
datasets with an experimental ground truth, we demonstrate that
the use of inappropriate statistical methodology can produce false
discoveries that compromise the biological interpretation of a
single-cell experiment. These false discoveries have the potential
to squander time, effort, and financial resources in pursuit of
misleading hypotheses. For example, we show through a sys-
tematic in vivo screen of the injured mouse spinal cord that most
DE genes identified by the most commonly used statistical
method are false discoveries. Moreover, we elucidate the pro-
gression of mechanisms by which failing to account for biological
and technical variability makes certain genes disproportionately
likely to be spuriously identified as DE. We demonstrate the
universality of these mechanisms in multifaceted datasets from an
additional 46 single-cell RNA-seq studies. Understanding these
mechanisms led us to discover that the same fundamental issues
affect other high-dimensional assays, including spatial tran-
scriptomics, and are most likely to manifest in studies of human
tissue, suggesting that inference at the level of biological replicates
is critical to understand the cellular and molecular basis for
human disease.

Our results demonstrate that single-cell DE methods are poised
to produce false discoveries. This understanding uncovers an
enormous risk for the field. Our findings suggest that many
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published findings may be false. Moreover, if left unresolved,
substantial research funding may be allocated to follow up on
these false discoveries, to the detriment of science. However, this
concerning possibility is straightforward to correct with the use of
DE methods that account for variability between replicates.
Among these, we found that pseudobulk methods achieve the
highest fidelity to the experimental ground truth at the levels of
the transcriptome, proteome, and functional interpretation.
Consequently, we contend that there is an urgent need for a
paradigm shift in the statistical methods that are used for DE
analysis of single-cell data. The need for such a shift is under-
scored by our observation that most studies published in the past
two years have used inappropriate statistical methods for DE
analysis. Moreover, the most widely used analysis packages in the
field currently employ DE methods prone to false discoveries by
default35,36. The increasing prevalence of multi-condition datasets
stresses the importance of employing appropriate statistical
methodologies to prevent a proliferation of false discoveries. To
catalyze this transition, we implement all of the methods tested
here in an R package (Supplementary Software 1).

Methods
Literature review. To identify which statistical methods for DE analysis have been
most commonly used within the field, we conducted an extensive literature review.
We annotated the statistical method used to perform DE analysis across experi-
mental conditions within cell types for each publication included in a large, curated
database of scRNA-seq studies37. The database was accessed on November 4, 2020.
Because the single-cell studies catalogued in this database span a long period of
time, and we aimed to establish which methods for DE analysis are currently in
wide use, we limited our analysis to the 500 most recently published studies.
Accordingly, the inclusion criteria for our review were (i) studies present in the
curated database as of November 4, 2020, and (i) studies within the 500 most
recent entries in this database at the time it was accessed. Each of these 500 studies
were then manually reviewed to determine the statistical methodology used to
compare cells of the same type between experimental conditions. We did not
annotate methods used to identify genes differentially expressed between cell types
(i.e., marker gene identification), as this problem presents a distinct set of statistical
challenges10,38. In total, 205 of the 500 studies conducted DE analysis between
biological conditions. The complete list of all 500 studies is provided as
Source Data.

Ground-truth datasets. Previous benchmarks of DE analysis methods for single-
cell transcriptomics have relied heavily on simulated data, or else have compared
the results of different methods in scenarios where no ground truth was
available10,17. We reasoned that the best possible approximation to the biological
ground truth in a scRNA-seq experiment would consist of a matched bulk RNA-
seq dataset in the same purified cell type, exposed to the same perturbation under
identical experimental conditions, and sequenced in the same laboratory. We
surveyed the literature to identify such matching single-cell and bulk RNA-seq
datasets, which led us to compile a resource of eighteen ground truth datasets from
four publications12–15. Datasets of mouse, rat, pig, and rabbit bone marrow-derived
mononuclear phagocytes stimulated with either lipopolysaccharide or poly-I:C for
4 h were obtained from Hagai et al.12 Datasets of naive or memory T cells sti-
mulated for 5 d with anti-CD3/anti-CD28 coated beads in the presence or absence
of various combinations of cytokines (Th0: anti-CD3/anti-CD28 alone; Th2: IL-4,
anti-IFNγ; Th17: TGFβ, IL6, IL23, IL1β, anti-IFNγ, anti-IL4; iTreg: TGFβ, IL2)
were obtained from Cano-Gamez et al.13 We additionally obtained label-free
quantitative proteomics data for the same comparisons from this study. Datasets of
alveolar macrophages and type II pneumocytes from young (3 m) and old (24 m)
mice were obtained from Angelidis et al.14 Datasets of alveolar macrophages and
type II pneumocytes from patients with pulmonary fibrosis and control individuals
were obtained from Reyfman et al.15

Differential expression analysis methods. We compared fourteen statistical
methods for DE analysis of single-cell transcriptomics data on their ability to
recover ground-truth patterns of DE, as established through bulk RNA-seq analysis
of matching cell populations. These fourteen methods comprised seven statistical
tests that compared gene expression in individual cells (“single-cell methods”); six
tests that aggregated cells within a biological replicate to form pseudobulks before
performing statistical analysis (“pseudobulk methods”); and a linear mixed model.

The seven single-cell methods analyzed here included a t-test, a Wilcoxon rank-
sum test, logistic regression39, negative binomial and Poisson generalized linear
models, a likelihood ratio test40, and the two-part hurdle model implemented by
MAST7. The implementation provided in the Seurat function ‘FindMarkers’ was
used for all seven tests, with all filters (‘min.pct’, ‘min.cells.feature’, and

‘logfc.threshold’) disabled. In addition, we implemented a linear mixed model
within Seurat, using the ‘lmerTest’ R package to optimize the restricted maximum
likelihood and obtain p-values from the Satterthwaite approximation for degrees of
freedom. We observed that some statistical tests returned a large number of
p-values below the double precision limit in R (approximately 2 × 10–308),
potentially confounding the calculation of the concordance metrics described
below. To avoid this pitfall, we modified the Seurat implementation to also return
the value of the test statistic from which the p-value was derived. The modified
version of Seurat 3.1.5 used to perform all single-cell DE analyses reported in this
study is available from http://github.com/jordansquair/Seurat.

The pseudobulk methods employed the DESeq241, edgeR29, and limma42

packages for analysis of aggregated read counts. Briefly, for cells of a given type, we
first aggregated reads across biological replicates, transforming a genes-by-cells
matrix to a genes-by-replicates matrix using matrix multiplication. For DESeq2, we
used both a Wald test of the negative binomial model coefficients (DESeq2-Wald)
as well as a likelihood ratio test compared to a reduced model (DESeq2-LRT) to
compute the statistical significance. For edgeR, we used both the likelihood ratio
test (edgeR-LRT)43 as well as the quasi-likelihood F-test approach (edgeR-QLF)44.
For limma, we compared two modes: limma-trend, which incorporates the mean-
variance trend into the empirical Bayes procedure at the gene level, and voom
(limma-voom), which incorporates the mean-variance trend by assigning a weight
to each individual observation45. Log-transformed counts per million values
computed by edgeR were provided as input to limma-trend.

DE analysis of bulk RNA-seq datasets was performed with six methods
(DESeq2-LRT, DESeq2-Wald, edgeR-LRT, edgeR-QLF, limma-trend, and limma-
voom), except for the two pulmonary fibrosis datasets15; for these datasets, the raw
bulk RNA-seq data from sorted cells could not be obtained, so only the results of
the bulk DE analysis performed by the authors of the original publication were
used. The AUCC and rank correlation were calculated for each bulk DE analysis
method separately, and subsequently averaged over all six methods. DE analysis of
normalized bulk proteomics data was performed using the moderated t-test
implemented within limma, as in the original publication.

Measuring concordance between single-cell and bulk RNA-seq. To evaluate the
concordance between DE analyses of matched single-cell and bulk RNA-seq data,
we computed two metrics, designed to evaluate the concordance between only the
most highly ranked subset of DE genes and across the entire transcriptome,
respectively. To calculate the first of these metrics, the area under the concordance
curve (AUCC)16,17, we ranked genes in both the single-cell and bulk datasets in
descending order by the statistical significance of their differential expression.
Then, we created lists of the top-ranked genes in each dataset of matching size, up
to some maximum size k. For each of these lists (that is, for the top-1 genes, top-2
genes, top-3 genes, and so on), we computed the size of the intersection between
the single-cell and bulk DE genes. This procedure yielded a curve relating the
number of shared genes between datasets to the number of top-ranked genes
considered. The area under this curve was computed by summing the size of all
intersections, and normalized to the range [0, 1] by dividing it by its maximum
possible value, k × (k+ 1) / 2. To evaluate the concordance of DE analysis, we used
k= 500 except where otherwise noted, but found our results were insensitive to the
precise value of k. To compute the second metric, the transcriptome-wide rank
correlation, we multiplied the absolute value of the test statistic for each gene by the
sign of its log-fold change between conditions, and then computed the Spearman
correlation over genes between the single-cell and bulk datasets.

In addition to evaluating the consistency of DE analyses at the gene level, we
also asked whether each DE method yielded broader patterns of functional
enrichment that were similar between the single-cell and bulk datasets, allowing for
some divergence in the rankings of individual genes. To address this question, we
performed gene set enrichment analysis46 using the ‘fgsea’ R package47. GO term
annotations for human and mouse (2019-12-09 release) were obtained from the
Gene Ontology Consortium website. GO terms annotated to less than 10 genes or
more than 1,000 genes within each dataset were excluded in order to mitigate the
influence of very specific or very broad terms. Genes were ranked in descending
order by the absolute value of the test statistic, and 106 permutations were
performed. To evaluate the concordance of GO term enrichment, we used k= 100,
on the basis that fewer top-ranked GO terms are generally of interest than are top-
ranked genes.

Impact of mean expression. We initially hypothesized that differences between
single-cell DE analysis methods could be attributed to their differing sensitivities
towards lowly expressed genes. To explore this hypothesis, we performed the fol-
lowing analyses. First, we divided genes from the eighteen gold standard datasets
into three equally sized bins on the basis of their mean expression, then re-
calculated the AUCC as described above within each bin separately. Second, we
inspected the properties of genes falsely called as DE in the single-cell data (false
positives) or incorrectly inferred to be unchanging in the single-cell data (false
negatives). To identify false positive genes, we used the bulk DE analysis to exclude
genes called as DE at a false discovery rate of 10% from the matched single-cell
results, then retained the 100 top-ranked remaining genes in the single-cell data. To
identify false negative genes, we used the bulk DE analysis to identify genes called
as DE at a false discovery rate of 10%, but with a false discovery rate exceeding 10%
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in the matched single-cell results, again retaining the 100 top-ranked such genes.
For each of these genes, we computed both the mean expression level and the
proportion of zero gene expression measurements. Third, we analyzed a Smart-
seq2 dataset of human dermal fibroblasts stimulated with interferon-β, in which a
mixture of synthetic RNAs was spiked into each individual cell12. We performed
DE analysis on the synthetic spike-ins, then calculated the Spearman correlation
between the mean expression level of each spike-in and the statistical significance
of differential expression, as assigned by each single-cell DE method. Fourth, we
assembled a compendium of 46 published scRNA-seq datasets, and asked whether
the genes called as DE by each method tended to be more or less highly expressed
across the entire compendium. Complete details on the preprocessing of these 46
datasets are provided below. Because each of these datasets were sequenced to
different depths, and captured different total numbers of genes (depending on both
the sequencing depth and the biological system under study), mean expression
values were not directly comparable across datasets. To enable such a comparison,
we first calculated the mean expression for each gene, then converted this value
into the quantile of mean expression using the empirical cumulative distribution
function. We then calculated the mean expression quantile of the 200 top-ranked
genes from each method in each of the 46 datasets.

Dissecting pseudobulk DE methods. To understand the principles underlying the
improved performance of the six pseudobulk DE methods, we performed the
following analyses. First, we disabled the aggregation procedure that led to the
creation of pseudobulks (that is, we treated each individual cell as its own repli-
cate), then performed an identical DE analysis of individual cells. For each DE
method, we then re-calculated both the AUCC and the bias towards highly
expressed genes, as quantified by (i) the rank correlation to mean-spike in
expression, and (ii) the expression quantile across 46 scRNA-seq datasets. Second,
we aggregated random groups of cells into ‘pseudo-replicates’ by randomizing the
replicate associated with each cell. We then again re-calculated both the AUCC and
the bias towards highly expressed genes.

These experiments led us to suspect that discarding information about the
inherent variability of biological replicates caused both the bias towards highly
expressed genes and the attendant decrease in performance. To test this hypothesis,
we compared the variance of gene expression in pseudobulks and pseudo-
replicates. For each gene, we calculated the difference in variance (Δ-variance)
between pseudobulks and pseudo-replicates. We initially visualized the Δ-variance
in an exemplary dataset, consisting of mouse bone marrow mononuclear cells
stimulated with poly-I:C12. Subsequently, we calculated the mean Δ-variance
across all genes in each of the 46 datasets in our scRNA-seq compendium,
observing a decrease in the variance in all 46 cases. To clarify the relationship
between the Δ-variance and mean gene expression, we computed the correlation
between Δ-variance and mean expression, first in the poly-I:C dataset and then
across all 46 datasets in the compendium. We observed a significant negative
correlation, confirming that the variance of highly expressed genes is
disproportionately underestimated when discarding information about biological
replicates. We performed a similar analysis correlating the original variance of gene
expression to the Δ-variance, demonstrating that the variance of the most variable
genes is disproportionately underestimated when discarding information about
biological replicates. However, in partial correlation analyses, only gene expression
variance remained correlated with Δ-variance, implying that failing to account for
biological replicates induces a bias towards highly expressed genes because these
genes are also more variably expressed. Supplementary Fig. 4h-i employ the signed
pseudo-logarithm transformation from the ‘ggallin’ R package to visualize the
Δ-variance.

Simulation studies. Our understanding of the importance of accounting for
variability between biological replicates led us to ask whether failing to account for
biological replication could lead to the appearance of false discoveries in the
absence of a perturbation. To test this hypothesis, we simulated scRNA-seq data
with no biological effect, in which we systematically varied the degree of hetero-
geneity between replicates. Simulations were performed using the ‘Splatter’ R
package48, with simulation parameters estimated from the Kang et al. dataset5

using the ‘splatEstimate’ function. Populations of between 100 and 2,000 cells were
simulated, with between 3 and 20 replicates per condition. DE of varying magni-
tudes was simulated between replicates by varying the location parameter of the DE
factor log-normal distribution (‘de.facLoc’) between 0 and 1, treating each replicate
as its own group, and the total proportion of DE genes (‘de.prob’) set to 0.5. Then,
half of the replicates were randomly assigned to an artificial ‘treatment’ condition
and the remaining half to a ‘control’ condition, and DE analysis was performed
between the treatment and control groups. Except where otherwise noted, plots
show results from a simulated population of 500 cells, with three replicates per
condition.

Analysis of published scRNA-seq control groups. To confirm that the trends
observed in simulation studies were reflective of experimental datasets, we per-
formed a similar analysis using published scRNA-seq data. Within our compen-
dium, we identified a total of fourteen studies with control groups that included six
or more samples5,6,15,49–59. Details on the preprocessing of each of these datasets

are provided below. For each of these studies, we split the control group randomly
into artificial ‘control’ and ‘treatment’ groups, and performed DE analysis. In
addition to computing the total number of DE genes, we identified GO terms
enriched among DE genes using a hypergeometric test. We also performed a
similar analysis for one spatial transcriptomics dataset24, identifying DE genes
between random groups of control mice with barcodes grouped by spinal cord
region rather than cell type. Spatial transcriptomics data was downloaded from the
supporting website at https://als-st.nygenome.org. Only data from wild-type mice
was retained for the analysis. Last, we hypothesized that scRNA-seq studies of
human tissues would display more heterogeneity between replicates than studies of
animal models, where factors such as genotype, environment, and perturbation can
be precisely controlled. To test this hypothesis, we computed the mean Δ-variance
across all genes in the 38 human or mouse scRNA-seq datasets in our compendium
(n= 18 human datasets and 20 mouse datasets).

Application to spinal cord injury. To demonstrate the relevance of our findings to
the discovery of new biological mechanisms, we collected scRNA-seq data of the
mouse lumbar spinal cord after SCI, and performed DE analysis.

Animal model. Experiments were conducted on adult male or female C57BL/6 mice
(15-35 g body weight, 12-30 weeks of age). Vglut2:Cre (Jackson Laboratory 016963)
transgenic mice were used and maintained on a mixed genetic background (129/
C57BL/6). Housing, surgery, behavioral experiments and euthanasia were per-
formed in compliance with the Swiss Veterinary Law guidelines. Animal care,
including manual bladder voiding, was performed twice daily for the first 3 weeks
after injury and once daily for the remaining post-injury period. All procedures and
surgeries were approved by the Veterinary Office of the Canton of Geneva
(Switzerland; GE/57/20 A).

Surgical procedures and post-surgical care. Surgical procedures were performed as
previously described25,60–62. Briefly, a laminectomy was made at the mid-thoracic
level (T9 vertebra). We performed a contusion injury using a force-controlled
spinal cord impactor (IH-0400 Impactor, Precision Systems and Instrumentation
LLC, USA63), as previously described60,64. The applied force was set to 90 kdyn.
Analgesia (buprenorphine, Essex Chemie AG, Switzerland, 0.01–0.05 mg per kg,
s.c.) was provided for three days after surgery.

Kinematic recordings. Kinematic recordings were performed as previously
described25,60,61,65–67. Bilateral leg kinematics were captured using a 12-camera
infrared (200 Hz) Vicon high-speed motion capture system (Vicon Motion Sys-
tems, UK). We attached reflective markers bilaterally at the iliac crest, the greater
trochanter (hip joint), the lateral condyle (knee joint), the lateral malleolus (ankle),
and the distal end of the fifth metatarsophalangeal joint.

Kinematic analysis. For each leg, 15 step cycles were extracted for each mouse. A
total of 75 parameters quantifying kinematic and kinetic features were computed
for each gait cycle accordingly. To evaluate differences between conditions we
implemented a multistep statistical procedure based on principal component
analysis, as previously described25,60,61,65–67.

Electrophysiology. Mice were anaesthetised using a ketamine/xylazine anesthesia
mixture. Stainless steel needle electrodes (30 G) were inserted through the posterior
surface of the ankle for nerve stimulation and into the lateral, plantar surface of the
foot for digital electromyographic recordings. Responses were recorded at a sti-
mulation intensity of 2 x threshold for evoking an H-wave. Signals were amplified
and filtered (1000x and 300 Hz–5 kHz, AM Systems differential amplifier) then
digitised (PowerLab, AD instruments) for acquisition. Twenty recordings were
made at each of 5 different stimulation frequencies (0.1, 0.5, 1, 2, and 5 Hz) with a
one minute break between each frequency setting. Peak to peak amplitudes for at
least three responses were measured for both M and H waves at each frequency, for
each animal. Response amplitudes were first normalized to the amplitude of the M
wave at each frequency, and then normalized to the H/M ratio at 0.1 Hz for
comparisons across animals.

Single-nucleus RNA sequencing. Single-nucleus dissociation of the mouse spinal
cord was performed as previously described27,51. Animals were first euthanized by
isoflurane inhalation and cervical dislocation. The lumbar spinal cord site was
rapidly dissected and frozen on dry ice. Spinal cords were dounced in 500 µl
sucrose buffer (0.32 M sucrose, 10 mM HEPES [pH 8.0], 5 mM CaCl2, 3 mM Mg
acetate, 0.1 mM EDTA, 1 mM DTT) and 0.1% Triton X-100 with the Kontes
Dounce Tissue Grinder. 2 mL of sucrose buffer was added and filtered through a
µm cell strainer. The lysate was centrifuged at 3200 g for 10 min at 4 °C. The
supernatant was decanted, and 3 mL of sucrose buffer added to the pellet and
incubated for 1 min. The pellet was homogenized using an Ultra-Turrax and
12.5 mL of density buffer (1M sucrose, 10 mM HEPES [pH 8.0], 3 mM Mg acetate,
1 mM DTT) was added below the nuclei layer. The tube was centrifuged at 3200 g
at 4 °C and supernatant poured off. Nuclei on the bottom half of the tube wall were
collected with 100 µl PBS with 0.04% BSA and 0.2 U/µl RNase inhibitor.
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Resuspended nuclei were filtered through a 30 µm strainer, and adjusted to 1000
nuclei/µl.

Library preparation. Library preparation was carried out using the 10x Genomics
Chromium Single Cell Kit Version 2. The nuclei suspension was added to the
Chromium RT mix to achieve loading numbers of 5,000. For downstream cDNA
synthesis (13 PCR cycles), library preparation and sequencing, the manufacturer’s
instructions were followed.

Read alignment. Reads were aligned to the most recent Ensembl release
(GRCm38.93) using Cell Ranger, and a matrix of unique molecular identifier
(UMI) counts, including both intronic and exonic reads, was obtained using
velocyto68. Seurat35 was then used to calculate quality control metrics for each cell
barcode, including the number of genes detected, number of UMIs, and proportion
of reads aligned to mitochondrial genes. Low-quality cells were filtered by
removing cells expressing less than 200 genes or with more than 5% mitochondrial
reads. Genes expressed in less than 3 cells were likewise removed, yielding a count
matrix consisting of 22,806 genes and 19,237 cells.

Clustering and integration. Prior to clustering analysis, we first performed batch
effect correction and data integration across the two different experimental con-
ditions as previously described27. Gene expression data were normalized using
regularized negative binomial models69, then integrated across batches using the
data integration workflow within Seurat. The normalized and integrated gene
expression matrices were then subjected to clustering to identify cell types in the
integrated dataset, again using the default Seurat workflow. Cell types were
manually annotated on the basis of marker gene expression, guided by previous
studies of the mouse spinal cord27,51,70.

Viral tract tracing. All surgeries on mice were performed at EPFL under general
anaesthesia with isoflurane in oxygen-enriched air using an operating microscope,
and rodent stereotaxic apparatus (David Kopf). We identified plasticity of excita-
tory neurons in the lumbar spinal cord after SCI using AAV-DJ-hSyn Flex mGFP
2 A synaptophysin mRuby (Stanford Vector Core Facility, reference AAV DJ
GVVC-AAV-100, titer 1.15E12 genome copies per ml71) injections on each side of
the cord of Vglut2:Cre mice at the L6 spinal level, 0.25 μl 0.6 mm below the surface
at 0.1 μl per minute using glass micropipettes (ground to 50 to 100 μm tips)
connected via high-pressure tubing (Kopf) to 10-μl syringes under the control of
microinfusion pumps.

Immunohistochemistry. After terminal anaesthesia by barbiturate overdose, mice
were perfused transcardially with 4% paraformaldehyde and spinal cords processed
for immunofluorescence as previously described60,72. Primary antibodies were: rat
anti-Pecam1 (BD Biosciences 550274, 1:200). Secondary antibodies were: Alexa
Fluor 555 Goat Anti Rat (1:200, Life Technologies, A21434). Immunofluorescence
was imaged digitally on a slide scanner [Olympus VS-120 Slide scanner] or con-
focal microscope [Zeiss LSM880+Airy fast module with ZEN 2 Black software
(Zeiss, Oberkochen, Germany)]. Images were processed using ImageJ (NIH) or
Imaris (Bitplane, version 9.0.0).

Tissue clearing. Mouse spinal cords were cleared using CLARITY73 four weeks after
injection of AAV-DJ-hSyn-flex-mGFP-2A-Synaptophysin-mRuby71. Mice were
perfused transcardially first with 0.1 M PBS followed by 4% PFA (in 0.1 M PBS, pH
7.4) at 4 °C. The spinal cords were dissected and post-fixed in 4% PFA (in 0.1 M
PBS) for 24 h at 4 °C. The dura was removed from the samples prior to clearing.
Samples were incubated in A4P0 hydrogel solution (4% acrylamide in 0.001M PBS
with 0.25% of the photoinitiator 2,2′-azobis[2-(2-imidazolin-2-yl)propane] dihy-
drochloride (Wako Pure Chemical, Osaka, Japan)) for 24 h at 4 °C with gentle
nutation. Samples were degassed by bubbling nitrogen gas through the tube for
3 m. Hydrogel polymerization was initiated by incubating the sample in a 37 °C
water bath for 2 h. Tissue was washed in 0.001 M PBS for 5 m at room temperature.
Samples were then placed in the X-CLARITY Tissue Clearing System I (Logos
Biosystems Inc., South Korea) set to 1.2 A, 100 RPM, 37 °C. Clearing solution was
made in-house from 40 g of sodium dodecyl sulfate (SDS), 200 mM boric acid, and
filled to a total volume of 1 L with dH2O (pH adjusted to 8.5). Samples cleared after
~10–15 h. The sample was then washed for at least 24 h at room temperature with
shaking in 1x PBS and 0.1% Triton-X (with 0.02% sodium azide) to remove excess
SDS. The sample was then incubated in RIMS (40 g of Histodenz dissolved in
30 mL of 0.02 M PB, pH 7.5, 0.01% sodium azide, refractive index 1.465) for at least
24 h at room temperature with gentle shaking prior to imaging. Imaging was
performed using a custom-built MesoSPIM74 and CLARITY-optimized light-sheet
microscope (COLM) as described73. A customized sample holder was used to
secure the spinal cords in a chamber filled with RIMS. Samples were imaged using
a 2.5× objective at the MesoSPIM and a 4x objective at the COLM with two
lightsheets illuminating the sample from the left and the right sides. The pixel
resolution was 2.6 μm× 2.6 μm× 3 μm for the 2,5x acquisition; and 1.4 μm by
1.4 μm by 5 μm for the 4x acquisition in the x-, y-, and z-directions. Images were
acquired as 16-bit TIFF files. 3D reconstructions of the raw images were produced
using Arivis (v3.4) and Imaris softwares (Bitplane, v.9.0.0).

RNAscope. To corroborate the results suggested by DE analysis of scRNA-seq data,
we analyzed the in situ co-localization of putatively DE genes and cell type marker
genes using RNAscope (Advanced Cell Diagnostics)30. Lists of putatively DE genes
were obtained for representative single-cell and pseudobulk DE methods (the
Wilcoxon rank-sum test and edgeR-LRT, respectively), and cross-referenced
against a list of validated probes designed and provided by Advanced Cell Diag-
nostics, Inc. In total, probes were obtained for 13 genes identified as DE by the
Wilcoxon rank-sum test (Sgms1, catalog no. 538561; Pcdh9, catalog no. 524921;
Epas1, catalog no. 314371; Tcaf1, catalog no. 466921; Gspt1, catalog no. 530471;
Prex2, catalog no. 432481; Sema7a, catalog no. 437261; Zfp366, catalog no. 443301;
Cpe, catalog no. 454091; Afap1l2, catalog no. 556251; Nedd4l, catalog no. 491981;
Adipor2, catalog no. 452861; Ptpn14, catalog no. 493181) and 7 genes identified by
edgeR-LRT (Slc7a11, catalog no. 422511; Gjb2, catalog no. 518881; Pi16, catalog
no. 451311; Rbp4, catalog no. 508501; Col1a1, catalog no. 319371; Igfbp6, catalog
no. 425721). In addition, we obtained probes for Pecam1 (catalog no. 316721), a
classic endothelial cell marker gene. We then obtained 16 μm cryosections from
fixed-frozen spinal cords as previously described27 and performed staining for each
probe according to the manufacturer’s instructions, using the RNAscope Fluor-
escent Multiplex Reagent Kit (cat. no. 323133). For each biological replicate (n= 4
per condition for both injured and uninjured mice), we analyzed ten cells
positive for Pecam1 and tallied the number of speckles for each gene of interest.
The mean expression of each gene was then calculated for each biological replicate,
and a one-tailed t-test was conducted based on the directional change in the
snRNA-seq data.

Mixed models. Having established that the performance of DE methods is con-
tingent on their ability to account for biological replicates, we asked why mixed
models failed to match the performance of pseudobulk methods. In addition to the
linear mixed model described above, we implemented generalized linear mixed
models (GLMMs) based on the negative binomial or Poisson distributions,
adapting implementations provided in the ‘muscat’ R package10. For each of these
models, we evaluated the impact of incorporating the library size factors as an
offset term, and compared the Wald test of model coefficients to a likelihood ratio
test against a reduced model, yielding a total of four GLMMs from each dis-
tribution. The enormous computational requirements of the GLMMs prevented us
from evaluating these models in the full ground truth datasets; instead, we analyzed
a series of downsampled datasets, each containing between 25 and 1,000 cells. To
quantify the computational resources required by each DE method, we monitored
peak memory usage using the ‘peakRAM’ R package, and the base R function
‘system.time’ to record wall time.

Preprocessing and analysis of published single-cell datasets. We assembled a
compendium of 46 published single-cell or single-nucleus RNA-seq studies (Sup-
plementary Fig. 3), and performed DE analyses across this compendium to
establish the generality of our conclusions. For publications containing more than
one comparison, only a single comparison was retained, as described in detail
below. We retained the comparison involving the greatest number of cells, and
used the most fine-grained cell type annotations provided by the authors of the
original studies. When count matrices did not use gene symbols, the provided
identifiers were mapped to gene symbols, and counts summed across genes
mapping to identical symbols. Only cell types with at least three cells in each
condition were subjected to DE analysis, and genes detected in less than three cells
were removed.

Angelidis et al., 201914. scRNA-seq data from young and aged mouse lung (3 m
and 24 m, respectively), as well as matching bulk data from two purified cell types,
was obtained from GEO (GSE124872). Metadata was obtained from GitHub
(https://github.com/theislab/2018_Angelidis). Cells with missing cell type
annotations were removed from the single-cell data. DE analysis was performed by
comparing cells from young and old mice.

Arneson et al., 201875. scRNA-seq data from the hippocampus of mice after a
mild traumatic brain injury (mTBI), delivered using a mild fluid percussion injury
model, and matched controls was obtained from GEO (GSE101901). Metadata,
including cell type annotations, were provided by the authors. DE analysis was
performed by comparing cells from mTBI and control mice.

Avey et al., 201876. scRNA-seq data from the nucleus accumbens of mice treated
with morphine for 4 h and saline-treated controls was obtained from GEO
(GSE118918). Cells identified as doublets and non-unique barcodes were removed.
Metadata, including cell type annotations, were provided by the authors. DE
analysis was performed by comparing cells from morphine- and saline-
treated mice.

Aztekin et al., 201977. scRNA-seq data from regeneration-competent (NF stage
40-41) Xenopus laevis tadpoles was obtained from ArrayExpress (E-MTAB-7716).
DE analysis was performed by comparing cells from tadpoles at 1 d post-
amputation to control tadpoles.

Bhattacherjee et al., 201978. scRNA-seq data from the prefrontal cortex of mice
exposed to a cocaine withdrawal paradigm was obtained from GEO (GSE124952).
DE analysis was performed by comparing cells at the 15 d post-withdrawal
timepoint from cocaine- or saline-treated mice.
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Brenner et al., 202079. snRNA-seq data from the prefrontal cortex of alcoholic
and control individuals was obtained from GEO (GSE141552). Metadata, including
cell type annotations, were provided by the authors. DE analysis was performed by
comparing nuclei from alcoholic and control individuals.

Cano-Gamez et al., 202013. scRNA-seq data from naive and memory T cells,
stimulated with anti-CD3/anti-CD28 coated beads in the presence or absence of
various combinations of cytokines, was obtained from the supporting website
(https://www.opentargets.org/projects/effectorness). Matching bulk RNA-seq and
proteomics data was obtained from the same source. For the analyses presented as
part of the compendium of 46 datasets, DE analysis was performed by comparing
iTreg and control cells.

Cheng et al., 201980. scRNA-seq data from intestinal crypt cells in wild-type and
Hmgcs2 knockout mice was obtained directly from the authors of the original
publication. DE analysis was performed by comparing wild type and KO mice.

Co et al., 202081. scRNA-seq data of sorted cells from Drd1a-tdTomato+
control and Foxp2 KO mice was obtained from GEO (GSE130653). Cell type
annotations were provided by the authors. Cell types annotated as ‘Low quality’
were removed prior to further analysis. DE analysis was performed by comparing
WT and Foxp2 KO mice.

Crowell et al., 202010. snRNA-seq data from the prefrontal cortex of mice
peripherally stimulated with lipopolysaccharide (LPS) and control mice was
obtained from the Bioconductor package ‘muscData’, using the ‘Crowell19_4vs4’
function. DE analysis was performed by comparing nuclei from LPS-treated and
control mice.

Davie et al., 201882. scRNA-seq data from the brains of flies of varying ages,
sexes, and genotypes was obtained from the supporting website (http://
scope.aertslab.org, file ‘Aerts_Fly_AdultBrain_Filtered_57k.loom’). Cells marked as
‘Unannotated’ were removed. DE analysis was performed by comparing cells from
DGRP-551 and W1118 flies.

Denisenko et al., 202083. scRNA-seq data from human kidneys subjected to
varying dissociation methods and cell fixation techniques was obtained from GEO
(GSE141115). Metadata, including cell type annotations, was obtained from the
supporting information files accompanying the published manuscript. DE analysis
was performed by comparing cells fixed with methanol and freshly dissociated
cells, both at –20 °C.

Der et al., 201984. scRNA-seq data of skin samples from patients with lupus
nephritis (LN) and healthy controls was obtained from ImmGen (SDY997,
EXP15077). Cell type annotations were obtained from the authors of the
original manuscript. Other metadata, including biological replicate and
experimental condition annotations for each individual cell, was obtained from
the supporting information files accompanying the published manuscript. DE
analysis was performed by comparing cells from patients with LN and healthy
controls.

Goldfarbmuren et al., 202056. scRNA-seq data of tracheal epithelial cells from
smokers and non-smokers was obtained from GEO (GSE134174). Patients
designated as ‘excluded’ were removed prior to downstream analysis. DE analysis
was performed by comparing cells from smokers and non-smokers.

Grubman et al., 201952. snRNA-seq data from the entorhinal cortex of patients
with Alzheimer’s disease and matched controls was obtained from the supporting
website (http://adsn.ddnetbio.com). Nuclei annotated as ‘undetermined’ or
‘doublet’ were removed. DE analysis was performed by comparing nuclei from
patients with Alzheimer’s disease and controls.

Gunner et al., 201985. scRNA-seq data from the mouse barrel cortex before or
after whisker lesioning was obtained from GEO (GSE129150). Cell types not
included in Supplementary Fig. 10 of the original publication were removed. DE
analysis was performed by comparing cells from lesioned and control mice.

Haber et al., 201786. scRNA-seq data from epithelial cells of the mouse small
intestine in healthy mice and after ten days of infection with the parasitic helminth
Heligmosomoides polygyrus was obtained from GEO (GSE92332), using the Drop-
seq data collected by the original publication. DE analysis was performed by
comparing cells from infected and uninfected mice.

Hagai et al., 201812. scRNA-seq data of bone marrow-derived mononuclear
phagocytes from four different species (mouse, rat, pig, and rabbit) exposed to
lipopolysaccharide (LPS) or poly-I:C for two, four, or six h was obtained from
ArrayExpress (E-MTAB-6754). Matching bulk RNA-seq data was also obtained
from ArrayExpress (E-MTAB-6773). Finally, scRNA-seq data from human dermal
fibroblasts stimulated with interferon-β for two or six h, in which the ERCC
mixture of synthetic mRNAs was spiked in alongside every cell, was obtained from
ArrayExpress (E-MTAB-7051). Counts were summed across technical replicates of
the same biological samples. For the analyses presented as part of the compendium
of 46 datasets, DE analysis was performed by comparing rabbit cells stimulated
with LPS for 2 h and control cells. DE analysis of the spike-in dataset was
performed by comparing cells stimulated for 2 h and 6 h.

Hashimoto et al., 201987. scRNA-seq data of peripheral blood mononuclear cells
from human supercentenarians and younger controls was obtained from the
supporting website (http://gerg.gsc.riken.jp/SC2018). Metadata, including cell type
annotations, were provided by the authors. DE analysis was performed by
comparing cells from supercentenarians and younger controls.

Hrvatin et al., 201850. scRNA-seq data from the visual cortex of mice housed in
darkness, then exposed to light for 0 h, 1 h, or 4 h was obtained from GEO

(GSE102827). Cell types labeled as ‘NA’ were removed from downstream analyses.
DE analysis was performed by comparing cells from mice stimulated with light for
4 h to control mice.

Hu et al., 201788. snRNA-seq data from the cerebral cortex of mice after
pentylenetetrazole (PTZ)-induced seizure and saline-treated controls was obtained
from the Google Drive folder accompanying the original publication (https://
github.com/wulabupenn/Hu_MolCell_2017). DE analysis was performed by
comparing cells from PTZ- and saline-treated mice.

Huang et al., 201958. scRNA-seq data from the colon of pediatric patients with
colitis and inflammatory bowel disease and matched controls was obtained from
the supporting website (https://zhanglaboratory.com/research-data/). DE analysis
was performed by comparing cells from patients with colitis and healthy controls.

Jaitin et al., 201989. scRNA-seq data from white adipose tissue of mice fed either
a high-fat diet or normal chow for six weeks were obtained from the Bitbucket
repository accompanying the original publication (https://bitbucket.org/account/
user/amitlab/projects/ATIC). Metadata, including cell type annotations, were
provided by the authors. DE analysis was performed by comparing cells from high-
fat diet and normal chow-fed mice.

Jakel et al., 201990. snRNA-seq data of oligodendrocytes from patients with
multiple sclerosis and matched controls was obtained from GEO (GSE118257). DE
analysis was performed by comparing nuclei from individuals with multiple
sclerosis versus matched controls.

Kang et al., 20185. scRNA-seq data from peripheral blood mononuclear cells
(PBMCs) stimulated with recombinant IFN-β for 6 h and unstimulated PBMCs
was obtained from GEO (GSE96583). Doublets and unclassified cells were
removed. DE analysis was performed by comparing IFN-stimulated and
unstimulated cells.

Kim et al., 201991. scRNA-seq data from the ventromedial hypothalamus of
mice exposed to a range of behavioral stimuli and control mice was obtained from
the Mendeley repository accompanying the original publication. Cell type
annotations were provided directly by the authors. DE analysis was performed by
comparing cells from animals engaging in aggressive behaviour to the common
population of control animals.

Kotliarov et al., 202092. scRNA-seq data of peripheral blood mononuclear cells
from subjects who were subsequently given an influenza vaccination were obtained
from Figshare (https://doi.org/10.35092/yhjc.c.4753772). DE analysis was
performed by comparing cells from high and low responders to the influenza
vaccination, as categorized by the authors.

Madissoon et al., 202093. scRNA-seq data from esophagus, lung, and spleen
samples after varying durations of cold storage was obtained from the study
website (https://cellgeni.cog.sanger.ac.uk/tissue-stability/). DE analysis was
performed by comparing cells from samples preserved for 12 h and fresh samples.

Mathys et al., 20196. snRNA-seq data from the prefrontal cortex of patients with
Alzheimer’s disease and matched controls was obtained from Synapse
(syn18681734). Patient data and additional metadata were also obtained from
Synapse (syn3191087 and syn18642926, respectively). DE analysis was performed
by comparing nuclei from patients with Alzheimer’s disease and controls.

Nagy et al., 202057. snRNA-seq data from the dorsolateral prefrontal cortex of
patients with major depressive disorder (MDD) and matched controls was
obtained from GEO (GSE144136). DE analysis was performed by comparing nuclei
from patients with MDD and controls.

Nault et al., 202194. snRNA-seq data from the livers of mice gavaged with
2,3,7,8-tetrachlorodibenzo-p-dioxin or sesame oil vehicle was obtained from GEO
(GSE148339). DE analysis was performed by comparing nuclei from treated and
vehicle livers.

Ordovas-Montanes et al., 201895. scRNA-seq data from ethmoid sinus cells of
patients with chronic rhinosinusitis (CRS), with and without nasal polyps, from
Supplementary Table 2 of the original publication. DE analysis was performed by
comparing cells from patients with polyposis and non-polyposis CRS.

Reyes et al., 202096. scRNA-seq data of peripheral blood mononuclear cells from
patients with sepsis and healthy controls was obtained from the Broad Institute’s
Single Cell Portal (SCP548). DE analysis was performed by comparing cells from
individuals with bacterial sepsis and controls.

Reyfman et al., 201915. scRNA-seq data from the lungs of patients with
pulmonary fibrosis and healthy controls was obtained from GEO (GSE122960).
Metadata, including cell type annotations, was provided by the authors. One
sample (“Cryobiopsy_01”) was removed as it was sequenced separately from the
rest of the experiment. The results of DE analysis of bulk RNA-seq data, comparing
purified AT2 cells or alveolar macrophages from patients with pulmonary fibrosis
and healthy controls, were obtained from the supporting information
accompanying the original publication. DE analysis was performed by comparing
cells from patients with pulmonary fibrosis and controls.

Rossi et al., 201953. scRNA-seq data from the hypothalamus of mice fed either a
high-fat diet or normal chow for between 9-16 weeks was obtained directly from
the authors, in the form of a processed Seurat object. Cells annotated as
‘unclassified’ were removed. DE analysis was performed by comparing cells from
high-fat diet and normal chow-fed mice.

Sathyamurthy et al., 201851. snRNA-seq data from the spinal cord parenchyma
of adult mice exposed to formalin or matched controls was obtained from GEO
(GSE103892). Cell types with blank annotations, or annotated as ‘discarded’, were
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removed. DE analysis was performed by comparing cells from mice exposed to
formalin and control animals.

Schafflick et al., 202097. scRNA-seq data of peripheral blood mononuclear cells
from individuals with multiple sclerosis and matched controls was obtained from
GEO (GSE138266). Metadata, including cell type annotations, was obtained from
Github (https://github.com/chenlingantelope/MSscRNAseq2019). DE analysis was
performed by comparing cells from individuals with multiple sclerosis and
controls.

Schirmer et al., 201998. snRNA-seq data from cortical and subcortical areas
from the brains of patients with multiple sclerosis and control tissue from
unaffected individuals was obtained from the web browser accompanying the
original publication (https://cells.ucsc.edu/ms). DE analysis was performed by
comparing cells from multiple sclerosis and control patients.

Skinnider et al., 202127. snRNA-seq data from the spinal cords of mice with a
spinal cord injury, some of which were exposed to epidural electrical stimulation to
restore locomotion after paralysis, was obtained from GEO (GSE142245).
DE analysis was performed by comparing nuclei from paralyzed and walking mice.

Tran et al., 201955. scRNA-seq data from the retinal ganglion of mice at various
timepoints after an optic nerve crush injury, as well as uninjured controls, was
obtained from GEO “GSE137398 ”. Metadata, including cell type annotations,
was obtained from the Broad Institute’s Single-Cell Portal (SCP509). DE analysis
was performed by comparing cells from mice at 12 h post-injury and
uninjured mice.

Wagner et al., 201899. scRNA-seq data from zebrafish embryos between 14-16 h
post-fertilization, with either the chordin locus or a control locus (tyrosinase)
disrupted by CRISPR-Cas9 knock- out, was obtained from GEO (GSE112294). DE
analysis was performed by comparing cells from chordin- or tyrosinase-targeted
embryos.

Wang et al., 2020100. scRNA-seq data from the ovaries of young and old
cynomolgus monkeys was obtained from GEO (GSE130664). Metadata, including
cell type annotations, was obtained from the supporting information
accompanying the original publication. Spike-ins were removed. DE analysis was
performed by comparing cells from young and old primates.

Wilk et al., 202059. scRNA-seq data of peripheral blood mononuclear cells from
patients with COVID-19 and healthy controls was obtained from the supporting
website (https://www.covid19cellatlas.org/). DE analysis was performed by
comparing patients with COVID-19 and controls.

Wirka et al., 2019101. scRNA-seq data from the aortic root of mice fed a high-fat
diet or normal chow for eight weeks from GEO (GSE131776). Metadata, including
cell type annotations, was provided by the authors, and unannotated cells were
removed. DE analysis was performed by comparing cells from high-fat diet and
normal chow-fed mice.

Wu et al., 201749. scRNA-seq data from the amygdala of mice subjected to
45 min of immobilization stress and control mice was obtained from GEO
(GSE103976). DE analysis was performed by comparing cells from stressed and
control mice.

Ximerakis et al., 2019102. scRNA-seq data from whole brains of young (2–3 mo)
and old (21–23 mo) mice from the Broad Institute’s Single Cell Portal (SCP263).
DE analysis was performed by comparing cells from young and old mice.

Visualization. Throughout the manuscript, box plots show the median (horizontal
line), interquartile range (hinges) and smallest and largest values no more than 1.5
times the interquartile range (whiskers), and the error bars show the standard
deviation.

Reporting summary. Further information on research design is available in the Nature
Research Reporting Summary linked to this article.

Data availability
Raw sequencing data and count matrices have been deposited to the Gene Expression
Omnibus under accession code GSE165003. The 18 ‘ground truth’ datasets, including
single-cell RNA-seq, bulk RNA-seq and proteomics data, are available from Zenodo at
https://doi.org/10.5281/zenodo.5048449. All other relevant data supporting the key
findings of this study are available within the article and its Supplementary Information
files or from the corresponding author upon reasonable request. The complete list of all
500 studies is provided as Source Data. Source data are provided with this paper.

Code availability
We provide an R package, Libra, implementing all methods for DE analysis discussed in
this study within a consistent interface. The Libra package is available from GitHub
(https://github.com/neurorestore/Libra) and as Supplementary Software 1. In addition,
the R source code used to perform data analysis is available from GitHub at https://
github.com/neurorestore/DE-analysis.
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Supplementary Fig. 1 | A systematic benchmark of differential expression in single-cell transcriptomics.
a, Impact of varying the parameter k on the AUCC in the eighteen ground-truth datasets, as shown in Fig. 1c with k = 500.
b, Impact of varying the parameter k on the ∆AUCC in the eighteen ground-truth datasets, as shown in Fig. 1d with k = 500.
c, Transcriptome-wide rank correlation between single-cell and bulk RNA-seq in the eighteen ground-truth datasets shown in a.
d, Mean difference in the transcriptome-wide rank correlation (∆correlation) between the fourteen DE methods shown in c. Asterisks indicate compar-
isons with a two-tailed t-test p-value less than 0.05.
e, AUCC in eight scRNA-seq datasets with matching bulk proteomics data1.
f, Mean ∆AUCC between the fourteen DE methods shown in e. Asterisks indicate comparisons with a two-tailed t-test p-value less than 0.05.
g, Mean ∆AUCC of GO term enrichment between the fourteen DE methods shown in Fig. 1e. Asterisks indicate comparisons with a two-tailed t-test
p-value less than 0.05.
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Supplementary Fig. 2 | Single-cell DE methods are biased towards highly expressed genes.
a, AUCCs across eighteen ground-truth datasets after dividing the transcriptome into terciles of lowly (top), moderately (middle), or highly (bottom)
expressed genes, as shown in Fig. 2b.
b, Mean proportion of zero gene expression measurements for the 100 top-ranked false-positive genes from each DE method.
c, Mean expression levels of the 100 top-ranked false-negative genes from each DE method.
d, Mean proportion of zero gene expression measurements for the 100 top-ranked false-negative genes from each DE method.
e, Spearman correlation between the mean proportion of zero gene expression measurements for 80 ERCC spike-ins expressed in at least three cells
and the –log10 p-value of differential expression assigned by each DE method.
f, Scatterplots of mean proportion of zero gene expression measurements vs. –log10 p-value for exemplary single-cell and pseudobulk DE methods.
Trend lines and shaded areas show local polynomial regression and the 95% confidence interval, respectively.
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Supplementary Fig. 3 | Overview of single-cell transcriptomics datasets.
a, Overview of n = 46 published scRNA-seq datasets comparing two or more experimental conditions, used to systematically confirm the universality
of the trends observed in analyses of individual datasets. Left, heatmap indicating the species of origin, the sequencing protocol, and whether cells or
nuclei were sequenced. Right, properties of each dataset, including the total number of cell types identified in the original studies; the total number of
cells sequenced; the number of cells per type (red bars indicate mean); and the mean number of reads for cells of each type. Datasets highlighted in
grey contain matching bulk data and contributed to the 18 ground truth datasets shown in b.
b, Overview of n = 18 ground-truth datasets with matching scRNA-seq and bulk data, used to evaluate the biological accuracy of single-cell DE methods.
Left, heatmap indicating the species of origin, the cell type under investigation and the perturbation to which it was exposed, the sequencing protocol,
and whether cells or nuclei were sequenced. Right, properties of each dataset, including the total number of cells and and the number of reads per cell.
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Supplementary Fig. 4 | DE analysis in single-cell data must account for biological replicates.
a, AUCC of the six pseudobulk methods applied to pseudobulks or individual cells in the eighteen ground-truth datasets.
b, Mean expression levels of the 200 top-ranked genes from six pseudobulk methods applied to pseudobulks or individual cells in a collection of 46
scRNA-seq datasets.
c, Scatterplots of mean ERCC expression vs. –log10 p-value for an exemplary pseudobulk method, edgeR-LRT, applied to pseudobulks (left) or individual
cells (right). Trend lines and shaded areas show local polynomial regression and the 95% confidence interval, respectively.
d, AUCC of the six pseudobulk methods applied to pseudobulks or pseudo-replicates in the eighteen ground-truth datasets.
e, Mean expression levels of the 200 top-ranked genes from six pseudobulk methods applied to pseudobulks or pseudo-replicates in a collection of 46
scRNA-seq datasets.
f, Scatterplots of mean ERCC expression vs. –log10 p-value for an exemplary pseudobulk method, edgeR-LRT, applied to pseudobulks (left) or pseudo-
replicates (right). Trend lines and shaded areas show local polynomial regression and the 95% confidence interval, respectively.
g, Schematic illustrating the calculation of the ∆-variance between biological replicates and pseudo-replicates.
h, Correlation between mean expression and ∆-variance for 10,448 genes with mean expression ≥ 1 CPM in the dataset of mouse bone marrow
mononuclear cells stimulated with poly-I:C. Mean expression is strongly correlated with ∆-variance, such that the variance of highly expressed genes is
disproportionately underestimated when ignoring information about biological replicates.
i, Correlation between expression variance and ∆-variance for 10,448 genes with mean expression ≥ 1 CPM in the dataset of mouse bone marrow
mononuclear cells stimulated with poly-I:C. Variance is even more strongly correlated with ∆-variance than mean expression, such that the most variable
genes are disproportionately underestimated when ignoring information about biological replicate.
j, Correlation between mean expression levels or expression variance and ∆-variance in 46 scRNA-seq datasets. Variance is even more strongly
correlated with ∆-variance than mean expression across a large compendium of datasets, corroborating the trends shown in h-i.
k, Partial correlation between mean expression and ∆-variance, controlling for variance, or between variance and ∆-variance, controlling for mean
expression. The variance of gene expression is the primary determinant of ∆-variance, implying that failing to account for biological replicates introduces
a bias towards highly expressed genes because these genes are also more variable.
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Supplementary Fig. 5 | Simulation studies expose false discoveries in single-cell DE.
a, Number of DE genes detected in stimulation experiments with varying degrees of heterogeneity between replicates by all DE methods. Points and
error bars show the mean and standard deviation of ten independent simulations.
b, Number of DE genes detected by the tests shown in a for genes divided into deciles by the magnitude of the change in variance between biological
replicates and pseudo-replicates (∆-variance).
c, Number of DE genes detected by a representative single-cell DE method, a representative pseudobulk method, and the same pseudobulk method
applied to pseudo-replicates, when varying the total number of replicates in the simulated dataset. Points and error bars show the mean and standard
deviation of ten independent simulations.
d, Number of DE genes detected by a representative single-cell DE method, a representative pseudobulk method, and the same pseudobulk method
applied to pseudo-replicates, when varying the total number of cells in the simulated dataset. Points and error bars show the mean and standard
deviation of ten independent simulations.
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Supplementary Fig. 6 | False discoveries in single-cell and spatial transcriptomics data.
a, Volcano plots showing DE between T cells from random groups of unstimulated controls drawn from Kang et al.2 using seven single-cell DE methods.
b, Number of DE genes detected by all DE methods in unstimulated T cells.
c, Number of GO terms enriched at 5% FDR among DE genes identified in comparisons of random groups of unstimulated controls from fourteen
scRNA-seq studies with at least six control samples.
d, Number of DE genes in comparisons of random groups of unstimulated controls from fourteen scRNA-seq studies with at least six control samples,
as shown in Fig. 4e, for genes divided into deciles by the magnitude of the change in variance between biological replicates and pseudo-replicates
(∆-variance).
e, Number of DE genes detected by all DE methods within spinal cord regions from control mice profiled by spatial transcriptomics3.
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Supplementary Fig. 7 | Single-nucleus RNA-seq of the injured mouse lumbar spinal cord.
a, Expression of key marker genes for the six major cell types of the lumbar spinal cord across 19,237 individual nuclei.
b, Top five marker genes for each major cell type of the lumbar spinal cord.
c, UMAP visualization of 19,237 nuclei, showing detection of the major cell types of the lumbar spinal cord across experimental conditions.
d, Proportion of cells of each major cell type detected in either experimental condition.
e, UMAP visualization of 19,237 nuclei, showing detection of the major cell types of the lumbar spinal cord across individual replicates.
f, Proportion of cells of each major cell type detected in each individual replicate.
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Supplementary Fig. 8 | Spasticity and hyperexcitability in the injured mouse lumbar spinal cord.
a, Schematic illustration of electrophysiology experimental design. Inset demonstrates persistent amplitude at increasing frequency of the H-reflex in
response to plantar stimulation, reflecting hyperexcitability.
b, Synapses and projections of Vglut2ON neurons in the mouse lumbar spinal cord before and after SCI.
c, Individual traces from representative injured and uninjured mice at each tested frequency, including 0.1, 0.5, 1, 2, and 5 Hz. We observed a persistent
H-reflex in only injured animals, indicating hyperexcitability.
d, Quantification of electrophysiology traces as shown in c, demonstrating persistence of the H-reflex in the injured group. Points and error bars show
mean and standard deviation, respectively, for n = 6 biologically independent animals examined with 12 repeated measures for each condition.
Source data are provided as a Source Data file.
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Supplementary Fig. 9 | In vivo validation of single-cell DE analysis by RNAscope.
a, Overlap between genes identified as DE within endothelial cells of the injured mouse lumbar spinal cord by edgeR-LRT and the Wilcoxon rank-sum
test.
b, RNAscope quantification, left, and representative images, right, for nineteen genes identified as DE exclusively by edgeR-LRT or the Wilcoxon rank-
sum test. Horizontal line and shaded area show the mean and standard deviation, respectively.
Source data are provided as a Source Data file.
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Supplementary Fig. 10 | Single-cell DE analysis with generalized linear mixed models.
a, AUCC for ten different generalized linear mixed models (GLMMs), varying in the choice of link function (identity, Poisson, or negative binomial, NB);
method used to evaluate statistical significance (Wald test or likelihood ratio test, LRT), and presence of an offset term, in samples of between 25 and
1,000 cells from the eighteen ground-truth datasets shown in Fig. 1c, and compared to the fourteen DE methods shown in the same panel.
b, As in a, but showing the mean AUCC as a function of the number of cells sampled for each DE method.
c, Runtime in minutes for the ten GLMMs shown in a in samples of 1,000 cells. The top-performing GLMM required a mean of 13.5 h per cell type to
perform DE analysis.
d, Runtime of the ten GLMMs and the fourteen DE methods shown in Fig. 1c, shown as a percentage of the maximum runtime, as a function of the
number of cells sampled.
e, Runtime in minutes of the fourteen DE methods shown in Fig. 1c across 46 scRNA-seq datasets.
f, Maximum memory required in gigabytes by the fourteen DE methods shown in Fig. 1c across 46 scRNA-seq datasets.
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Chapter 4

The Tabulae paralytica: Multimodal
single-cell and spatial atlases of spinal
cord injury

This last chapter represent the core of my work over the past 4 years. Here we establish four molecular

and cellular atlases of spinal cord injury (SCI), comprising a single-nucleus transcriptome atlas

of half a million cells, a multi-omic atlas pairing transcriptomic and epigenomic measurements

within the same nuclei, and two spatial transcriptomic atlases of the injured spinal cord spanning

four spatiotemporal dimensions. This resource allowed us to understand the biology of SCI at

unprecedented resolution; to uncover new principles governing the responses to SCI; and to leverage

these discoveries to develop a rejuvenative gene therapy that restored walking after paralysis in old

mice. We believe this work represents a biological, technical, and therapeutic landmark in the fields

of neuroscience and genomics.

My contribution as a co-first author : I contributed to all aspects of the work, conducting

experiments, analysis of data and preparation of the manuscript.
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Here, we introduce the Tabulae Paralytica—a compilation of four atlases of spinal cord injury (SCI) comprising a
single-nucleus transcriptome atlas of half a million cells; a multiome atlas pairing transcriptomic and epigenomic
measurements within the same nuclei; and two spatial transcriptomic atlases of the injured spinal cord spanning
four spatial and temporal dimensions. We integrated these atlases into a common framework to dissect the
molecular logic that governs the responses to injury within the spinal cord. The Tabulae Paralytica exposed
new biological principles that dictate the consequences of SCI, including conserved and divergent neuronal
responses to injury; the priming of specific neuronal subpopulations to become circuit-reorganizing neurons
after injury; an inherent trade-off between neuronal stress responses and the activation of circuit reorganization
programs; the necessity of reestablishing a tripartite neuroprotective barrier between immune-privileged and
extra-neural environments after SCI; and a catastrophic failure to form this barrier in old mice. We leveraged the
Tabulae Paralytica to develop a rejuvenative gene therapy that reestablished this tripartite barrier, and restored
the natural recovery of walking after paralysis in old mice. The Tabulae Paralytica provides an unprecedented
window into the pathobiology of SCI, while establishing a framework for integrating multimodal, genome-scale
measurements in four dimensions to study biology and medicine.

Spinal cord injury (SCI) irreversibly damages neural tis-
sues, leading to permanent and devastating loss of neuro-
logical functions1,2. Advances in medical management3 and
neurotechnologies4–9 have improved survival and allow clin-
icians to address many aspects of neurological dysfunction
after SCI. However, decades of investigations culminating in
large-scale clinical trials have yet to identify safe and effec-
tive therapies to repair the injured spinal cord1,10.

A SCI triggers a cascade of molecular and cellular re-
sponses involving inflammatory cell infiltration and cytokine
release, apoptosis, demyelination, excitotoxicity, ischemia,
and the formation of a fibrotic scar surrounded by an as-
trocyte border2,10–16. Altering the course of this cascade
to repair the injured spinal cord will require a complete
understanding of how neural and non-neural cells coordi-
nate the response to SCI over time and throughout the le-
sion microenvironment2,17,18. Previous attempts to delin-
eate the molecular logic governing this response initially
turned to bulk transcriptomics and proteomics of the entire

lesion15,19–26. However, these attempts were technically lim-
ited in their ability to resolve cell-type-specific molecular
programs triggered by injury, or else focused on isolated as-
pects of the injury response.

Emerging genome-scale technologies are poised to over-
come these limitations. First, single-cell transcriptomics
could unveil the molecular programs triggered by SCI
within hundreds of thousands of cells composing the injured
spinal cord27–30. Second, multi-omic methods that couple
single-cell transcriptomics to chromatin accessibility profil-
ing within the same cell could access the regulatory programs
that govern the response to injury31–34. Third, spatial tran-
scriptomics could circumscribe these transcriptional and reg-
ulatory programs within the complex cytoarchitecture of the
lesion microenvironment35–42.

Here, we leveraged single-cell transcriptomics, multi-
omics, and spatial transcriptomics in mice to establish the
Tabulae Paralytica, or ‘atlases of spinal cord injury’ (Fig.
1a and Supplementary Video 1). Together, these atlases,
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Fig. 1 | Overview of the Tabulae Paralytica and the snRNA-seq atlas.
a, Schematic overview of the Tabulae Paralytica.
b, Schematic overview of the snRNA-seq atlas.
c, UMAP visualizations of the 435,099 cells in the snRNA-seq atlas, colored by experimental condition. Dendrogram shows major groups of experimental
conditions.
d, As in c, but colored by cell type. Dendrogram shows the first two levels of the clustering tree of spinal cord cell types.
e, Sunburst plot showing cell type proportions in the snRNA-seq atlas at each level of the clustering tree, from broadest (innermost ring) to most granular
(outermost ring).

comprising 482,825 individual cells spanning 18 experimen-
tal conditions and 71,499 spatial barcodes mapped onto the
three-dimensional architecture of the injured spinal cord, pro-
vide an unprecedented window into the pathobiology of SCI.
We provide an interactive web application to explore these
atlases at http://tabulaeparalytica.com.

Results

Single-nucleus RNA-seq of the injured spinal cord
Single-cell transcriptomics of injured spinal cord tissues
presents unique challenges: many cell types do not sur-
vive harsh dissociation protocols, and surviving cells ex-
press a dissociation-induced stress signature43–46. To over-
come these limitations, we optimized single-nucleus RNA-
sequencing (snRNA-seq) protocols for the injured spinal
cord. We acquired high-quality transcriptomes from all the
major cell types from injured and uninjured spinal cords
(Supplementary Fig. 1a-i). Comparison with 16 published
datasets47–62 confirmed that our protocol recovered the com-
plete repertoire of spinal cord cell types, even when applied
to injured spinal cord tissues (Supplementary Fig. 1j-q).

A comprehensive set of experiments for
large-scale snRNA-seq
We next leveraged these optimized protocols to conduct
snRNA-seq profiling of the injured spinal cord across a com-
prehensive set of experimental conditions and injury models
that aimed to capture the multifaceted responses to SCI and

how pharmacological interventions may alter these responses
(Fig. 1b-c and Supplementary Figs. 2 and 3).

The pathobiological responses activated in the injured
spinal cord depend on the severity and mechanism of the ini-
tial insult, and evolve over the following days, weeks, and
months1,3,18. To capture these responses, we profiled the
spinal cord of uninjured mice at 1, 4, 7, 14, 30, and 60
days after mid-thoracic SCI. Next, we devised a progres-
sion of injury severities that led to mild, moderate, severe,
and complete functional impairments. Finally, we profiled
the spinal cord following SCI induced by different mecha-
nisms of injury, including crush15,63, contusion64,65, and dor-
sal hemisection12.

In humans, immune responses differ across the lifespan
and between males and females, with broad implications for
disease initiation and progression66–69. To evaluate the im-
pact of sex and age on the cell-type-specific molecular pro-
grams activated by SCI, we profiled injured spinal cords from
male and female mice, and from young and old mice.

Finally, we asked whether single-cell techniques could
provide insights into the molecular mechanisms of pharma-
cotherapies for SCI. To address this question, we profiled the
spinal cord of mice treated with three of the most exten-
sively investigated clinical and experimental interventions:
methylprednisolone70–72, minocycline73–76, and chondroiti-
nase ABC (ChABC)77–84.
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A single-nucleus transcriptomic atlas of SCI
We exploited this progression of 18 experimental conditions
to establish a single-cell atlas of SCI, profiling the spinal
cords of mice from each condition by snRNA-seq. We ob-
tained high-quality transcriptomes for a total of 435,099 nu-
clei from 54 mice (Fig. 1c-d and Supplementary Fig. 4).

To identify both coarse cell types and more granular sub-
types, we subjected the entire dataset to multiple rounds of
clustering at increasingly fine-grained resolutions. This pro-
cedure identified all the major cell types of the spinal cord
and allowed us to establish a comprehensive catalog of 175
more granular subpopulations. We organized these subpop-
ulations into a clustering tree85 that recapitulated the known
cellular hierarchy of the spinal cord (Fig. 1e and Supple-
mentary Fig. 5)2,9,47–62,86–88.

Coarse clustering identified cells originating from im-
mune, astroependymal, vascular, oligodendrocyte, and neu-
ronal lineages (Supplementary Fig. 6). Within each of these
lineages, we first explored the evolution of each subpopula-
tion over time and with increasing injury severity.

The immune compartment comprised 106,619 immune
cells spanning both central nervous system-resident and in-
filtrating immune cells, which are known to coordinate se-
quential phases of the acute response to SCI (Fig. 2a and
Supplementary Fig. 7a-c)11. P2ry12-expressing homeo-
static microglia were transcriptionally distinguishable from
reactive microglia, which expressed Tgfbr1. Peripheral
lymphocytes comprised B cells, NK cells, and CD8 T
cells, whereas myeloid cells subdivided into proliferating
and fate-committed subpopulations, as well as neutrophils,
macrophages, and dendritic cells. Macrophages encom-
passed border-associated macrophages (expressing H2-Aa)
that mediate immune responses in perivascular spaces89,
as well as distinct inflammatory (Ifi211), chemotaxis-
inducing (Cd300a), and thrombospondin-sensing (Htr2b)
subpopulations58.

Our single-cell atlas recapitulated the known evolution
of the immune response over the first two months fol-
lowing SCI11. Extensive infiltration of peripheral immune
cells peaked between 7 and 14 days, paralleling the initi-
ation and slow stabilization of microglial activation (Fig.
2b). The relative proportion of homeostatic microglia de-
creased gradually with injury severity, whereas the propor-
tions of chemotaxis-inducing and inflammatory macrophages
expanded (Supplementary Fig. 7d). These shifts in the
composition of the immune compartment reflected an in-
creasingly profound disruption of the blood-brain barrier.

When a SCI occurs, astrocytes form a barrier that sur-
rounds the fibrotic lesion core to protect viable neural tissue
from infiltrating immune cells15,90–92. In our single-cell at-
las, the astroependymal compartment comprised 25,211 nu-
clei, spanning grey matter-resident protoplasmic astrocytes
(Nwd1, Gfaplow), white matter-resident fibrous astrocytes
(Slc4a4, Gfaphigh), reactive subpopulations that we subdi-
vided based on the expression of Aldoc, Tmem47, and Gja1,
and ependymal cells (Dnah12) (Fig. 2c and Supplementary
Fig. 8a-c).

The proportion of protoplasmic astrocytes declined grad-
ually over the first few days after injury (Supplementary Fig.
8d). The extent of this loss correlated with the severity of
the injury (Supplementary Fig. 8e-f). This loss contrasted
with the reactive astrocyte compartment, which expanded im-
mediately after injury, and persisted into the chronic stage
(Supplementary Fig. 8g). These responses coincided with
the entry of astrocytes into the cell cycle starting at 1 day,
with peak proliferation observed at 4 days (Fig. 2d). By 7
days, astrocytes had returned to G1/G0, indicating that this
proliferation was completed.

The cerebrovasculature comprises an arteriovenous axis
of arteries, arterioles, capillaries, venules, and veins51,93,94.
Together, these vessels form the blood-brain barrier that sep-
arates the immune-privileged spinal cord parenchyma from
the extra-neural environment95–99. In our single-cell atlas, the
vascular compartment comprised 40,620 cells, which sub-
divided into endothelial cells, vascular leptomeningeal cells
(VLMCs, Pdgfrahigh)51,93 and pericytes (Fig. 2e and Sup-
plementary Fig. 9a-c). Endothelial cells were further sub-
divided by their arteriovenous zonation, with distinct arterial
(Emcn), capillary (Meox1), and venous (Slc38a5) subpopu-
lations. VLMCs, which are fibroblast-like cells located be-
tween astrocyte end-feet and endothelia that express fibril-
forming collagens51,93, were further separated into home-
ostatic and extracellular matrix-forming subpopulations, as
well as arachnoid barrier cells (Slc47a1) that are involved in
cerebrospinal fluid maintenance51,100.

Our single-cell atlas revealed an immediate and severity-
dependent disruption of the blood-brain barrier following
SCI. This disruption encompassed a contraction of the en-
dothelial and pericyte compartments, and a concomitant ex-
pansion in the proportion of VLMCs (Fig. 2f and Supple-
mentary Fig. 9d). Moreover, vascular cells exhibited a
severity-dependent increase in the expression of genes as-
sociated with blood-brain barrier dysfunction that increased
over the first four days101 (Supplementary Fig. 9e-f). By 7
days, proliferation of arachnoid barrier cells marked the on-
set of barrier formation from the cerebrospinal fluid space
(Fig. 2f). The formation of the cerebrospinal fluid barrier
was followed by the reestablishment of the blood-brain bar-
rier, marked by the proliferation of endothelial cells and peri-
cytes, and resolution of blood-brain barrier dysfunction. The
resolution of peripheral immune cell invasion coincided with
the reestablishment of these barriers.

The oligodendrocyte lineage comprised 182,334 cells
that were distributed along a continuous developmen-
tal trajectory, spanning oligodendrocyte precursor cells
(OPCs), differentiation-committed oligodendrocyte precur-
sors (COPs), newly formed oligodendrocytes (NFOLs),
myelin-forming oligodendrocytes (MFOLs), and mature
oligodendrocytes (MOLs) (Fig. 2g and Supplementary
Fig. 10a-c)51,102. The proportion of oligodendrocytes de-
creased at 1 day, consistent with the notion that they are sen-
sitive to the ischemic environment that develops after SCI
(Supplementary Fig. 10d)103. By 4 days, we observed
a severity-dependent expansion in the proportion of OPCs,
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Fig. 2 | Cell types and subtypes of the uninjured and injured mouse spinal cord.
a, UMAP visualization of 106,619 immune cells in the snRNA-seq atlas, colored by cell type. Dendrogram shows the bottom four levels of the clustering
tree, subset to show immune cell subtypes only.
b, Proportions of each immune cell subtype across timepoints.
c, As in a, but for 25,211 astroependymal cells.
d, Cell cycle stages assigned to astroependymal cells at each timepoint post-injury.
e, As in a, but for 40,620 vascular cells.
f, Proportions of each vascular cell subtype across timepoints.
g, As in a, but for 182,334 oligodendrocytes.
h, Proportions of each oligodendrocyte subtype across injury severities.
i, Left, as in a, but for 80,315 neurons. Right, UMAP visualization showing expression of key marker genes for select neuronal subtypes.

which preceded the reinstatement of a near-normal oligoden-
drocyte compartment by 7 days (Fig. 2h and Supplementary
Fig. 10d).

The spinal cord encompasses dozens of anatomi-
cally, functionally, and transcriptionally distinct neuronal
subpopulations2,9,47–51,53,56,57,59,60,86–88. The scale of our
single-cell atlas, which comprised 80,315 single-neuron tran-
scriptomes, allowed us to identify 60 distinct subpopula-
tions of neurons (Fig. 2i and Supplementary Fig. 11).
Neuronal subpopulations were parcellated into dorsal ver-
sus ventral, excitatory versus inhibitory, and local (Nfib)
versus long-projecting (Zfhx3) populations59. We identi-
fied well-studied dorsal excitatory (Tac1, Reln, Cck) and in-
hibitory (Rory, Npy, Gal) subpopulations, as well as dl5/dIL
deep dorsal subpopulations expressing Lmx1b47,51,86,88. A
group of ventral neuron subpopulations included develop-
mentally defined V0, V1, V2, V3 (Sim1) neurons86,104; Ren-
shaw cells (Calb1, Chrna2, Slco5a1)105,106; cerebrospinal

fluid-contacting neurons (CSF-N; Pdk1l2)51,107,108; and mo-
tor neurons (Isl1)109. V0 neurons subclustered into V0c
(Chat, Pitx2)110, V0v (Evx1)111,112, V0g (Slc17a6, Pitx2)110,
and V0d (Chat, Evx1OFF, Gabra1)111,112 subpopulations. V1
(En1) neurons subclustered into four subpopulations express-
ing Pou6f2, Foxp2, Mafa, and Sp8, respectively113. Within
V2 neurons, we identified one inhibitory subpopulation of
V2b neurons expressing Gata2 and Gata3114,115, as well
as multiple subpopulations of developmentally defined V2a
neurons (Vsx2)39,86,116–118 that could be separated into local
(Nfib) and long-projecting (Zfhx3) subpopulations59.

Together, this atlas establishes a single-cell taxonomy of
the mouse spinal cord, and delineates the impact of injury
severity and time on the repertoire of cell types within the
injured spinal cord.
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Conserved and divergent neuronal responses to SCI
A common feature of many insults to the nervous system is
that specific neuronal subpopulations exhibit disproportion-
ate susceptibility or resilience to the insult119–125. However,
whether different neuronal subtypes within the spinal cord
respond differentially to injury remains unknown.

To address this possibility, we compared the proportions
of neurons from each subpopulation between injured and un-
injured spinal cords. Our single-cell atlas confirmed the ex-
pected severity-dependent loss of neurons after injury (Fig.
3a and Supplementary Fig. 12a). However, there were min-
imal changes in the relative proportions of each neuronal sub-
population, suggesting that spinal cord neurons are, in gen-
eral, equally vulnerable to SCI (Supplementary Fig. 12b).

The sole exception arose from cerebrospinal fluid-
contacting neurons51,107,108, which exhibited a unique re-
silience to SCI (Fig. 3b and Supplementary Fig. 12c).
This resilience was consistent across every comparison of
injured and uninjured spinal cords, and became more pro-
nounced with increasingly severe injuries (Supplementary
Fig. 12d-e). Immunohistochemistry validated this resilience
of cerebrospinal fluid-contacting neurons (Supplementary
Fig. 12f-g).

We asked whether cerebrospinal fluid-contacting neurons
express unique transcriptional programs in response to injury
that could explain this resilience (Supplementary Fig. 12h).
Relative to other neuronal subpopulations, these neurons up-
regulated genes associated with cell adhesion (Cntnap5c),
angiogenesis (Rhoj), and acute tissue remodeling (Timp3).

In contrast, other neuronal subpopulations exhibited a ho-
mogenous degree of vulnerability to SCI. We hypothesized
that this homogeneity may coincide with the activation of
shared transcriptional programs in response to injury. Indeed,
we found that SCI initially triggered molecular responses that
were broadly conserved across all neuronal subpopulations
(Fig. 3c and Supplementary Fig. 13a). These responses
gradually diverged over the following two months, as individ-
ual neuronal subpopulations activated increasingly distinct
transcriptional programs (Fig. 3c).

This homogeneity compelled us to characterize this con-
served early response of neurons to SCI (Supplementary
Fig. 13b). We found that upregulation of immune re-
sponse pathways (Fkbp3, Stat3), apoptotic programs (Pdcd5,
Bex3, Parp3), and mitochondrial membrane disruption (At-
pif1, Ndufa7, Fis1) were the hallmarks of this response. Con-
versely, neurons downregulated core neuronal functions, in-
cluding neurotransmitter release (Lyn), ion channel expres-
sion (Kcqn1, Slc24a5), and cell adhesion (Ctnn1, Calr, Add3,
Ctnna3).

We next explored the gradual divergence of neuronal re-
sponses at later time points. This divergence coincided with
the known timescale at which circuit reorganization me-
diates the natural recovery of neurological functions after
SCI2. We therefore reasoned that this divergence might re-
flect subpopulation-specific circuit reorganization. Indeed,
we found that only a few neuronal subpopulations upregu-
lated genes associated with projection growth and morpho-

genesis, which occurred between 14 days and 2 months after
injury (Fig. 3d and Supplementary Fig. 13c).

Within these subpopulations, local Vsx2ON (Nfib) neu-
rons exhibited the greatest upregulation of genes associated
with circuit reorganization (Fig. 3d and Supplementary Fig.
13d-e). To link this transcriptional response to neurological
recovery, we ablated Vsx2ON neurons in the thoracic spinal
cord two weeks prior to a moderate SCI. Ablating Vsx2ON

neurons prevented the natural recovery of walking in these
mice (Fig. 3e-f, Supplementary Fig. 13f-h, and Supple-
mentary Video 2).

Local Vsx2 neurons also exhibited the highest expres-
sion of genes associated with circuit reorganization in the
uninjured spinal cord (Supplementary Fig. 13i). This ob-
servation raised the intriguing possibility that specific neu-
ronal subpopulations may be intrinsically primed to serve as
circuit-reorganizing cells after injury2. To study this possi-
bility, we correlated the expression of circuit reorganization
programs in each subpopulation of uninjured neurons with
the upregulation of the same programs after injury. We iden-
tified a striking correlation between basal and injury-induced
circuit reorganization programs between 14 days and 1 month
post-injury, when these programs were maximally upregu-
lated (Fig. 3g and Supplementary Fig. 13j). This time
course coincides precisely with the temporal window of op-
portunity for the circuit reorganization that mediates natural
recovery after SCI2,126. Together, these findings imply that
specific neuronal subpopulations are endowed with the inher-
ent potential to become circuit-reorganizing cells that support
neurological recovery.

Our analyses thus far exposed a temporal continuum be-
tween early-conserved and late-diverging neuronal responses
following SCI. We sought to quantify the relative intensity
of these time-dependent responses. To enable this quantifi-
cation, we assessed the relative degree of transcriptional per-
turbation within each neuronal subpopulation over the course
of recovery after SCI using Augur60,127. Augur is a machine-
learning framework that quantifies the relative magnitude of
the transcriptional response within any given cell type to an
arbitrary perturbation, a procedure we refer to as cell type
prioritization. This prioritization revealed a pronounced neu-
ronal response at 1 day that decreased in intensity over the
subsequent days, and thereafter remained constant (Fig. 3h).

Based on these observations, we propose a model in
which all neurons undergo a profound and broadly conserved
transcriptional response immediately after injury that leads to
a dichotomous outcome of survival versus apoptosis. Over
the subsequent weeks, the surviving neurons exhibit grad-
ually divergent transcriptional responses to injury, whereby
only specific subpopulations upregulate molecular programs
associated with circuit reorganization. The degree of this
injury-induced upregulation is encoded in the basal tran-
scriptional state of each neuronal subpopulation, suggesting
that specific subpopulations are primed to serve as circuit-
reorganizing neurons following injury2.
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Surviving neurons remain differentiated after
CNS injury
Single-cell studies have shown that neurons in the injured pe-
ripheral nervous system undergo dedifferentiation and loss
of transcriptional identity following axonal injury128,129. We
asked whether similar biological principles dictate neuronal
responses in the injured CNS.

Fig. 3 | Biological principles governing the response to SCI.
a, Proportions of each major spinal cord cell type across injury severities.
b, Susceptible and resilient subtypes of spinal cord neurons. Volcano plot
shows log2-odds ratios comparing neuron proportions between the unin-
jured spinal cord and each injured condition at 7 days post-injury (x-axis)
versus statistical significance (t-test, y-axis).
c, Top, transcriptome-wide correlations of DE signatures between each
pair of neuron subtypes, across timepoints. Bottom, correlation matrices
highlighting conserved DE at 1 day and divergent DE at 1 month.
d, Expression of the circuit reorganization module in local Vsx2-
expressing neurons at each timepoint post-injury.
e, Chronophotography of walking in Vsx2Cre mice after spontaneous re-
covery and in mice that received viral injections of AAV5-CAG-FLEX-DTR
to induce cell type-specific neuronal ablation prior to SCI.
f, Walking performance of uninjured mice (n = 5), mice after spontaneous
recovery (n = 5), and in mice with Vsx2ON neuron ablation in the lower
thoracic spinal cord (n = 4).
g, Left, correlations between basal and injury-induced expression of the
circuit reorganization module across neuron subtypes, at each timepoint
post-injury. Right, scatterplots showing the correlation between basal and
induced expression across neuron subtypes at 1 day and 1 month.
h, Intensity of the transcriptional perturbation within each neuronal sub-
type, as quantified by Augur, across timepoints.
i, Proportion of neuronal marker genes that are up- and down-regulated
at each timepoint.
j, Proportion of neurons assigned an uninjured transcriptional phenotype
in mice treated with methylprednisolone or minocycline, as compared to
neurons from the untreated spinal cord.
k, Proportions of immune cells in the spinal cord across injury models.

Contrary to single-cell analyses of peripheral neurons, we
failed to identify a separate cluster of dedifferentiated neu-
rons within the injured spinal cord at any timepoint (Fig.
2i). We reasoned that differential expression (DE) of neu-
ronal marker genes could identify more subtle loss of tran-
scriptional identity. However, we found that the vast majority
of subpopulation-specific marker genes were neither up- nor
downregulated across the entire time course of SCI (Fig. 3i
and Supplementary Fig. 14a). This observation was robust
to the statistical threshold used to identify neuronal marker
genes (Supplementary Fig. 14b-c).

Collectively, these observations raise the possibility that
transient loss of neuron transcriptional identity after in-
jury may be a mechanism by which the peripheral nervous
system maintains the distinct capacity to regrow severed
nerves130,131. However, the central nervous system fails to
recruit this mechanism after injury.

Growth-facilitating and inhibiting molecule expression
Following SCI, neural and non-neural cells express multi-
ple families of molecules that can facilitate or inhibit axon
growth and circuit reorganization15,63,132–134. These molec-
ular pathways have historically been the main targets for in-
terventions that aim to promote spinal cord repair10, but the
identities of the cells that produce these molecules are not
well characterized.

Our single-cell atlas provides a resource to explore the
production of inhibitory and facilitating molecules across the
entire repertoire of cell types in the injured spinal cord. For
example, we and others previously showed that laminins pro-
vide a permissive substrate for axon growth15,63,135, but the
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cells that express these molecules have not been identified.
We found that laminins (Lama1, Lama2, Lama4, Lama5)
were expressed primarily by VLMCs, identifying these cells
as a target to upregulate the expression of axon growth-
supporting molecules for spinal cord repair (Supplementary
Fig. 15a-d). A second example comes from the family of
chondroitin sulfate proteoglycans (CSPGs), which are known
to play contrasting roles in inhibiting or supporting axon
growth15,63,77–79,136. Among inhibitory CSPGs, we found
that OPCs are responsible for the expression of Acan, Vcan,
and Ncan, whereas astrocytes were the dominant producers
of Bcan (Supplementary Fig. 15e-h). OPCs were also the
dominant producer of axon growth-supportive CSPGs, such
as Cspg4 and Cspg5 (Supplementary Fig. 15i-j).

Various studies reported that the enzyme ChABC can
digest CSPGs80,81,137–139, which are a main constituent of
perineuronal nets82,140, and that this digestion may open
opportunities for circuit reorganization10,80,81,141. We em-
ployed cell type prioritization to identify the cell types that
were most transcriptionally perturbed by ChABC treatment,
which pointed to CSPG-producing cell types including OPCs
and VLMCs (Supplementary Fig. 15k). We then asked
how ChABC influences genes associated with circuit re-
organization. After ChABC administration, neurons up-
regulated genes associated with focal adhesion, as previ-
ously described142, including Itgav, Sorbs3, Itgb5, and Ilk
(Supplementary Fig. 15l-m). Despite these changes, how-
ever, high-resolution kinematics showed no significant bene-
fit for the recovery of walking (Supplementary Fig. 3d).

Collectively, these results illustrate how our single-cell at-
las can be used as a resource to identify the cell-types that
produce growth-promoting or inhibitory molecules following
SCI, and dissect cell-type-specific responses to potential ther-
apies that target these molecules.

Immunomodulation does not confer neuroprotection
after SCI
Early therapeutic approaches to SCI sought to in-
hibit immune responses to injury, with the aim of
conferring neuroprotection71. Preclinical studies sug-
gested neuroprotective actions of methylprednisolone70 and
minocycline73–75, which led to large-scale clinical trials71,76.
However, these trials failed to demonstrate the effectiveness
of these treatments to mediate functional recovery70,72,143.

We asked whether our single-cell atlas could reconcile
the paradox between the established immunomodulatory ac-
tivity of these drugs and their failure to ameliorate neu-
rological function. Cell type prioritization60,127 confirmed
that both methylprednisolone and minocycline triggered a
profound transcriptional perturbation of the entire immune
lineage (Supplementary Fig. 16a-b). However, this im-
munomodulation did not coincide with an increase in the sur-
vival of neurons (Supplementary Fig. 16c-e). This failure to
protect neurons from apoptosis coincided with the lack of de-
tectable neurological recovery, despite high-resolution kine-
matic analyses.

Although these agents failed to improve the survival
of neurons after SCI, we reasoned that they might induce

more subtle transcriptional changes in the surviving neurons.
Specifically, we hypothesized that these agents might repress
the molecular programs activated by injury within neurons,
thus promoting a shift towards an uninjured transcriptional
phenotype. To test this hypothesis, we trained a machine-
learning model to classify individual neurons as originating
from injured versus uninjured spinal cords (Supplementary
Fig. 16f). Applying this model to cells from mice treated
with methylprednisolone or minocycline exposed a threefold
increase in the proportion of neurons that were classified as
uninjured (Fig. 3j). Consistent with this prediction, surviv-
ing neurons treated with methylprednisolone downregulated
transcriptional programs associated with innate and adaptive
immune responses and cellular stress (Supplementary Fig.
16g-h).

Together, these findings suggest that methylprednisolone
and minocycline modulate the immune responses to SCI,
which in turn shifts the surviving neurons towards their basal
transcriptional states. However, these agents fail to alter the
early, dichotomous outcome of survival versus apoptosis, and
therefore fail to prevent neuronal death or improve neurolog-
ical recovery.

Sexually dimorphic responses to SCI are subtle
Sexual dimorphism in immune responses underlies differ-
ences in the prevalence of autoimmune disease between
males and females66,67. Consequently, we hypothesized that
transcriptional programs activated by SCI may also be sexu-
ally dimorphic. We applied cell type prioritization to evaluate
whether specific cell types are differentially perturbed by SCI
in male versus female mice. As anticipated, this analysis pri-
oritized immune cell types as having the most prominent sex-
dependent transcriptional differences (Supplementary Fig.
17a). Moreover, comparison of immune cell proportions re-
vealed an increase in NK cells within female mice, consistent
with established sex differences in the adaptive immune re-
sponse to neurotrauma66,144 (Supplementary Fig. 17b-c).

Despite these dimorphic immune responses, however,
high-resolution kinematics failed to demonstrate any sexual
dimorphism in neurological recovery (Supplementary Fig.
3f). Moreover, the average magnitude of the transcriptional
perturbation between male and female mice was among the
most subtle in our single-cell atlas (Supplementary Fig.
17d). Accordingly, we failed to detect sex differences in
the overall proportion of surviving neurons (Supplementary
Fig. 17e-f).

Taken together, these results suggest that sexual dimor-
phism does not impact early neuronal death or survival, and
consequently, has no detectable influence on neurological
recovery145.

Cellular divergence between animal models of SCI
Preclinical studies of SCI require the selection of a rele-
vant paradigm from a large repertoire of potential injury
models146–148. One important difference between these mod-
els is whether they explicitly open the meninges, which is
thought to promote excessive immune cell infiltration. Unex-

Skinnider, Gautier et al. | Tabulae Paralytica 7



pectedly, however, we found that the degree of peripheral im-
mune invasion was broadly conserved across the injury mod-
els included in our single-cell atlas (Fig. 3k and Supplemen-
tary Fig. 18a-c). We validated this finding by morphomet-
rically quantifying Cd45-expressing cells, finding the num-
ber of these to be essentially identical across injury models
(Supplementary Fig. 18d-e). These observations suggest
that crush and contusion injuries dismantle the blood-brain
barrier and cause extensive peripheral immune invasion that
is not contingent on explicit meningeal disruption caused by
hemisection injuries.

A second potential difference between preclinical
paradigms is their relevance to human injuries. The most
common mechanism of spinal cord damage in humans occurs
through burst fractures and distraction injuries that impact
the ventral spinal cord149. To understand whether our pro-
filed injury models lead to differential perturbations of neu-
rons along the dorsoventral axis, we employed cell type pri-
oritization to quantify transcriptional responses in each neu-
ronal subpopulation. Compared to crush injury, we found
that dorsal hemisection and contusion injuries preferentially
perturbed neurons in the dorsal spinal cord (Supplementary
Fig. 18f). Conversely, increasingly severe crush injuries in-
duced balanced perturbations in neurons located in the dorsal
and ventral spinal cord (Supplementary Fig. 18g). These
differences between rodent models of SCI must be consid-
ered when selecting an injury paradigm for preclinical stud-
ies.

Catastrophic failure of tripartite barrier formation
in old mice
Aging causes multifaceted changes in gene expression that
culminate in dysregulated transcriptional responses to disease
and biological perturbations150–155, but whose cellular and
functional consequences after SCI remain poorly understood.
Remarkably, we found that the transcriptional differences be-
tween young and old mice after SCI were nearly as profound
as those between injured and uninjured mice (Fig. 4a). The
magnitude of this transcriptional perturbation was mirrored
by extensive functional impairments in old mice compared to
young mice (Fig. 4b-c, Supplementary Fig. 3e, and Sup-
plementary Video 3). We therefore sought to elucidate the
mechanisms underlying these transcriptional and functional
differences.

We first compared the proportions of cell types in the in-
jured spinal cord of young and old mice. This comparison
revealed a profound reduction in the proportion of neurons
surviving the injury in old mice, which was accompanied by
a dramatic increase in the proportion of immune cells (Fig.
4d). Anatomical assessments confirmed that old mice devel-
oped larger lesions compared to young mice, despite identical
mechanisms of injury (Fig. 4e).

We next asked how age impacted the transcriptional re-
sponses to SCI within individual cell types. Cell type
prioritization60,127 revealed abnormal responses in infiltrat-
ing immune cells from old mice, including dividing myeloid
progenitors, NK cells, and T cells (Supplementary Fig.

19a). However, Augur also detected abnormal responses
within cell types involved in the formation of the blood-
brain barrier and the astrocyte barrier, including extracellu-
lar matrix-forming VLMCs, capillary endothelial cells, and
OPCs. Consistent with this observation, we detected an age-
dependent decrease in the proportion of Id3-expressing as-
trocytes, which form the astrocyte lesion border156, and of
arachnoid barrier cells, which form the cerebrospinal fluid
barrier (Supplementary Fig. 19b-c). Immunohistochem-
istry for Sox9 and Id3 confirmed these findings (Fig. 4f-
g). Within the vascular compartment, we identified an age-
dependent upregulation of gene programs associated with
dysfunction of the blood-brain barrier, and downregulation
of the specialized gene programs that enable vascular cells to
establish the blood-brain barrier (Fig. 4h and Supplemen-
tary Fig. 19d).

To dissect the transcriptional programs that are dysreg-
ulated in old mice, we performed DE analysis87 of all the
cell types in the spinal cord. In contrast to young mice,
we observed that many genes were DE within just a single
cell type in old mice (Fig. 4i). Moreover, other genes were
upregulated in some cell types, but downregulated in others
(Supplementary Fig. 19e-f). To quantify the coordination of
the transcriptional responses to SCI across cell types, we de-
vised statistical measures that aimed to capture both the vari-
ability of DE and changes in the direction of DE across cell
types. These quantifications revealed that transcriptional re-
sponses to injury were profoundly discoordinated across the
cell types of the spinal cord in old mice, relative to every
other experimental comparison (Fig. 4j and Supplementary
Fig. 19e-f).

Together, these findings suggest that old mice fail to de-
ploy the coordinated, multicellular response to SCI that nat-
urally occurs in young mice. This failure manifests in the
disruption of three essential neuroprotective barriers between
the immune-privileged and extra-neural environments of the
injured spinal cord: (i) the blood-brain barrier; (ii) the CSF-
brain barrier; and (iii) the border-forming astrocyte barrier
(Fig. 4k). The consequence of this tripartite barrier forma-
tion failure is a dramatic increase in peripheral immune cell
invasion, which culminates in the uncontrolled expansion of
the lesion, the catastrophic loss of neurons adjacent to the in-
jury site, and a resulting inability to coordinate the recovery
of neurological functions.

A single-nucleus multi-omic atlas of the injured
and uninjured spinal cord
Our snRNA-seq atlas exposed the transcriptional programs
triggered by SCI across the entire repertoire of cells in the
spinal cord. However, we recognized that this atlas was in-
trinsically limited in its ability to expose the regulatory mech-
anisms that underlie these transcriptional programs. To over-
come this limitation, we compiled the second atlas of the Tab-
ulae Paralytica: a multi-omic atlas of the injured spinal cord
(Fig. 5a).

We deployed single-nucleus multi-omics to measure both
RNA and accessible chromatin within the same individual
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Fig. 4 | Catastrophic failure to reestablish a tripartite neuroprotective barrier in old mice.
a, Intensity of the transcriptional perturbation across all cell types of the spinal cord, as quantified by Augur, for all comparisons involving the injured
spinal cord at 7 days post-injury. Comparisons between injured and uninjured mice, and old and young injured mice, are highlighted.
b-c, Chronophotography, b, and walking performance (n = 5 each), c, of young and old mice after spontaneous recovery from moderate crush SCI.
d, Proportions of each major spinal cord cell type in young versus old mice after SCI.
e, Composite tiled scans of GFAP and CD45 in horizontal sections from representative old and young mice. Bottom left, line graph demonstrates CD45
intensity at specific distances rostral and caudal to lesion centers. Bottom right, bar graph indicates the area under the curve (independent samples
two-tailed t-test; n = 5 per group; t = 4.57; p = 0.002).
f, Horizontal sections from representative old and young mice identifying a lack of Sox9ONId3ON cells in the astrocyte border region in old mice compared
to young mice.
g, Density of Sox9ONId3ON cells in the astrocyte border region (independent samples two-tailed t-test; n = 5 per group; t = 4.84; p = 0.001).
h, Expression of the BBB dysfunction module in capillary endothelial cells from young and old mice at seven days post-injury.
i, Cell type specificity of DE genes in comparisons of young vs. old mice or injured vs. uninjured mice.
j, Heterogeneity of cell-type-specific differential expression in experimental comparisons involving the injured spinal cord at seven days after SCI. Aging
is characterized by greater discoordination of gene expression than any other condition in the snRNA-seq atlas, as reflected by increased response
heterogeneity and decreased direction consistency.
k, Schematic overview of the cell types comprising the tripartite neuroprotective barrier.

cells, using the assay for transposase-accessible chromatin by
sequencing (ATAC-seq). We leveraged these methodologies
to profile the uninjured and injured spinal cords of mice at 7
days and 2 months post-injury. After quality control of both
modalities157, we obtained a dataset measuring gene expres-
sion and chromatin accessibility in 47,726 nuclei (Fig. 5b
and Supplementary Fig. 20).

We aimed to link the multi-omic atlas to the cellular tax-
onomy of the spinal cord that our snRNA-seq atlas had es-
tablished. To overcome challenges in cell type annotation

within snATAC-seq data, we adapted an automated cell type
annotation approach158 to hierarchically assign cell types and
subtypes to each cell in the multiome atlas based on the RNA
modality. We validated the accuracy of this approach through
cross-validation in the snRNA-seq atlas, and established that
cell types were recovered at similar frequencies in both at-
lases (Supplementary Figs. 21-22).

We then leveraged this taxonomy to call peaks within
each cell type and subtype at increasingly granular res-
olutions on the clustering tree (Supplementary Fig.
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Fig. 5 | A multi-omic atlas of SCI.
a, Schematic overview of the multiome atlas.
b, UMAP visualizations of the 40,256 cells in the multiome atlas, based on the RNA, top, or ATAC, bottom, modalities, and colored by cell types, left, or
experimental conditions, right.
c, Expression of the blood-brain barrier dysfunction module score in vascular cells across timepoints in the multiome atlas.
d, Transcription factors for which motif accessibility in the ATAC modality correlated with expression of the blood-brain barrier dysfunction module in the
RNA modality across vascular cells in the multiome atlas.
e, Selected transcription factors with significant differences in motif accessibility at 7 days in cell types that establish the tripartite barrier.
f, Transcription factors exhibiting significant variability in transcription factor binding across neuron subtypes at 2 months. Motif accessibility in ventral
excitatory interneurons is highlighted.
g, Anticorrelated expression of the circuit reorganization module, x-axis, versus that of the cellular stress module, y-axis, in 80,315 neurons from the
snRNA-seq atlas.
h, Mean phyloP scores of differentially accessible peaks in major cell types of the spinal cord at 7 days, x-axis, and 2 months, y-axis. Error bars show
the standard error of the mean for each comparison.
i, Mean phyloP scores of differentially accessible peaks that are opening or closing in neurons at 7 days or 2 months post-injury.

23)157, and identified differentially accessible transcrip-
tional factors within each subpopulation using chromVAR
(Supplementary Figs. 24-25)159. This analysis high-
lighted well-studied transcriptional factors that play canon-
ical roles in specifying the identity of spinal cord cell
types, including astrocytes (Nr1d1, Nfib160), B cells (Pax2,
Pax5161), Microglia (Irf1162), pericytes (Ebf1163), and en-
dothelial cells (Lef1164). However, our data also pointed
to less-characterized cell-type-specific TFs, including Zbtb3
(ventral interneurons), Nf1 (vascular leptomeningeal cells),
Zbtb7b (oligodendrocyte precursor cells), Rfx5 (ependymal
cells), Ccnt2 (CSF-contacting neurons), and Mlx (immune
cells).

Regulatory programs underlying tripartite
neuroprotective barrier formation
Since our snRNA-seq atlas exposed a number of biological
principles that dictate the multifaceted responses to SCI in

different cell types of the spinal cord, we sought to leverage
our multiome atlas to understand the regulatory programs that
orchestrate these transcriptional responses.

We first aimed to dissect the gene regulatory programs
involved in the reestablishment of the tripartite neuropro-
tective barrier after SCI. Because our multiome atlas reca-
pitulated the upregulation of gene programs associated with
blood-brain barrier dysfunction that we had observed in the
snRNA-seq atlas (Fig. 5c), we leveraged the ATAC modality
to identify the transcriptional factors that underlie this dys-
function. To exploit the link between RNA and ATAC modal-
ities, we correlated the accessibility of transcriptional fac-
tor binding motifs to the expression of these gene programs
within the same cell (Supplementary Fig. 26a). Within vas-
cular cells, the expression of the blood-brain barrier dysfunc-
tion program101 was correlated with the accessibility of tran-
scription factors associated with cellular stress and inflam-
mation (Ap1, Junb, Bach1, Fos) and hypoxia-induced VEGF
stimulation (EP300), and anticorrelated with the accessibility
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of transcription factors driving cellular proliferation (Foxa2,
Foxa3, Lin54; Fig. 5d and Supplementary Fig. 26b).

These responses were mirrored by shared and cell-type-
specific regulatory programs in the other cellular subpopu-
lations that coordinate the formation of the tripartite barrier
(Fig. 5e and Supplementary Fig. 26c). VLMCs, pericytes,
and arachnoid barrier cells exhibited decreased accessibility
of transcription factors known to modulate the permeability
of the blood-brain or cerebrospinal fluid barriers (Rarg, Hif1),
whereas arachnoid barrier cells and pericytes exhibited de-
creased accessibility of transcription factors that govern bar-
rier efflux of metabolites and that regulate neuronal activity
(Dbp, Tef ). Finally, border-forming astrocytes exhibited in-
creased motif accessibility of multiple transcription factors
associated with acute responses to stress or hypoxia, includ-
ing Junb, Bach1, Fos, and EP300160.

Evolutionary divergence in circuit reorganization

Our snRNA-seq atlas established that SCI triggers an imme-
diate transcriptional response that is conserved across all neu-
ronal subpopulations. Conversely, we found that transcrip-
tional responses gradually diverged between neuronal sub-
populations over time after SCI (Fig. 3c). We therefore next
sought to understand the regulatory programs that govern
neuronal responses to SCI as well as their associated func-
tional consequences and potential origins.

In the multiome atlas, we observed that the early-
conserved transcriptional response was mirrored by con-
served regulatory programs that involved increased accessi-
bility of transcription factors associated with cellular stress
(Myc, Nfe2) and apoptosis (Tfap2) (Supplementary Fig.
27a). To characterize late-diverging regulatory programs, we
devised a permutation-based statistical approach that evalu-
ated variability in transcription factor binding across all sub-
populations of neurons (Supplementary Fig. 27b). We
found that this variability originated from divergent regu-
latory responses within a subpopulation of ventral excita-
tory interneurons (Fig. 5f and Supplementary Fig. 27c).
Whereas every other subpopulation of neurons exhibited in-
creased accessibility of transcription factors associated with
cellular stress responses (Ap1, Stat, Bach1, Fos), this subpop-
ulation of ventral excitatory interneurons instead exhibited
decreased accessibility of these transcription factors.

The results from our snRNA-seq atlas revealed that ven-
tral excitatory interneurons express genes implicated in cir-
cuit reorganization at high levels (Supplementary Fig. 13c).
The distinctive lack of cellular stress responses within these
neurons led us to hypothesize that, in general, neurons face
an inherent trade-off between the expression of cellular stress
response programs and transcriptional programs associated
with circuit reorganization. To test this hypothesis, we re-
examined our snRNA-seq atlas and confirmed the existence
of an anticorrelation between the expression of programs re-
lated to stress response versus circuit reorganization (Fig.
5g). These observations suggest a model whereby the ability
of different neuronal subpopulations to participate in circuit
reorganization is intrinsically linked to the intensity of their

response to cellular stress.
Neuronal responses to injury vary dramatically across the

tree of life, to the extent that neurons from lower vertebrates
can demonstrate spontaneous regeneration whereas neurons
from adult mammals fail to regenerate after SCI16. This di-
vergence compelled us to characterize the evolutionary con-
servation of the genomic regions that become differentially
accessible following SCI. We used phyloP165 to quantify the
sequence conservation of these regions, and identified pro-
found differences in the evolutionary conservation of differ-
entially accessible peaks within neurons, as compared to glia
(Fig. 5h and Supplementary Fig. 28a-c). Inspecting these
differences more closely, we discovered dichotomous pat-
terns of evolutionary conservation for peaks that opened ver-
sus closed in neurons after SCI (Fig. 5i and Supplementary
Fig. 28d-e). In the acute phase of SCI, neurons displayed in-
creased accessibility of evolutionarily conserved genomic re-
gions, which was mirrored by decreased accessibility of evo-
lutionarily accelerated genomic regions. These trends were
reversed two months after SCI, when evolutionarily acceler-
ated regions displayed increased accessibility.

These observations led us to ask whether the opening of
evolutionarily accelerated regions is necessary for neurons to
participate in the recovery of neurological functions. To test
this possibility, we computed the mean evolutionary conser-
vation of accessible genomic regions within individual neu-
rons. Across all subpopulations of neurons, we found that
the same subpopulation of ventral excitatory interneurons
demonstrated the most pronounced opening of evolutionar-
ily accelerated regions in response to injury (Supplementary
Fig. 28f).

We conclude that neurons in the spinal cord face an in-
herent tradeoff between the activation of cellular stress re-
sponses, and the opening of evolutionarily accelerated ge-
nomic regions to express transcriptional programs associated
with circuit reorganization.

A spatial transcriptomic atlas of SCI

Interrogation of our snRNA-seq and multiome atlases iden-
tified cell-type-specific transcriptional and regulatory pro-
grams triggered by SCI. However, these transcriptional and
regulatory programs were identified in dissociated cells, and
therefore, could not be visualized within the complex mi-
croenvironment of the injury. To overcome this limitation,
we resolved these programs within the cytoarchitecture of the
spinal cord using spatial transcriptomics (Fig. 6a).

We profiled the spinal cords of uninjured and injured
mice at 7 days and 2 months after SCI, and obtained
33,941 high-quality spatial barcodes from 36 coronal sec-
tions (Supplementary Fig. 29). To permit direct comparison
across experimental conditions, we registered all 36 sections
to a common coordinate system166 (Fig. 6a-b).

The coordinated, multicellular response to SCI estab-
lishes a thin astrocyte barrier that separates the fibrotic
lesion core from surrounding immune-privileged neural
tissue17,18. The requirements to promote neural repair are
known to differ between these distinct lesion compartments,
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Fig. 6 | A spatial transcriptomic atlas of SCI.
a, Schematic overview of the 2D spatial transcriptomic atlas.
b, Computational histology of key marker genes on the two-dimensional common coordinate system of the spinal cord.
c, Legend showing the position of each lesion compartment on the coordinate system of the spinal cord.
d-e, Volcano plots showing compartment-specific genes at 7 days, d, and 2 months, e, for a subset of the lesion compartments discussed in the text.
f, Cell type deconvolution of spatial barcodes in the 2D spatial transcriptomic atlas.
g, Cellular composition of each lesion compartment, as determined by cell type deconvolution.
h, Deconvolution weights assigned by RCTD to selected cell types.
i-j, Spatial prioritizations assigned by Magellan to each spatial barcode at 7 days, i, and 2 months, j.
k-l, Expression of selected genes, k, and gene modules, l, prioritized by their correlation to spatial prioritizations assigned by Magellan at each spatial
barcode.

but the underlying molecular logic remains incompletely
understood2,10. We leveraged our spatial atlas to uncover the
molecular programs that are shared between, or specific to,
each of these compartments.

To identify molecular differences between lesion com-
partments, we demarcated spatial barcodes corresponding to
the fibrotic scar, the astrocyte barrier, and the adjacent neu-
ral tissue (Fig. 6c and Supplementary Fig. 30). We then

performed DE analysis to identify genes specific to each le-
sion compartment (Fig. 6d-e and Supplementary Fig. 31).
This analysis showed that the fibrotic scar was differentiated
from other lesion compartments by upregulation of extracel-
lular matrix molecules (Col6a3, Col4a2) and matrix metal-
loproteinases (Mmp2, Mmp14), and a sustained expression
of cytokines (Cd74, Pf4) and complement proteins (C1s1,
C1ra). The astrocyte barrier was differentiated by genes
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associated with cytoskeletal organization (Tuba1c, Arpc1b)
and cell proliferation (Fxyd5, Id3) at 7 days, and by genes
related to radial glial fiber development (Fabp7), extracel-
lular matrix molecules (Ucma, Prelp), synaptic reorganiza-
tion (Sctr), and neuronal survival (Rnase4) at 2 months after
SCI. Spared reactive neural tissue was differentiated by genes
associated with neuronal functions, including solute trans-
port (Slc12a5, Kcnc2), neuron growth and projection forma-
tion (Nrsn1, Bend6), and synapse maturation (Scrt1, Nptx1),
whereas levels of growth factors and their receptors demon-
strated little change.

We next sought to dissect the cellular composition of each
lesion compartment by deconvolving the cell types within
each spatial barcode167 (Fig. 6f-h and Supplementary Fig.
32). We found that the fibrotic lesion core was composed al-
most exclusively of immune and vascular cells (Fig. 6g). The
density of astroependymal cells abruptly increased towards
the edge of the lesion, and thereafter gradually decreased
with increasing distance from the lesion core. As the distance
from the lesion core increased, the proportions of each cell
type approximated those observed in uninjured spinal cords,
mirroring immunohistochemical observations17,18.

To quantify the relative degree of transcriptional pertur-
bation throughout the lesion microenvironment, we applied
Magellan (Fig. 6i)9. Magellan is a machine-learning frame-
work that quantifies the relative magnitude of the transcrip-
tional response at any given spatial locus to an arbitrary per-
turbation, a procedure we refer to as spatial prioritization
(Supplementary Fig. 33a). This prioritization recovered the
profound transcriptional perturbation occurring at the lesion
core during the first 7 days after injury, with a gradient of de-
creasing intensity that spread radially throughout the spared
but reactive neural tissue adjacent to the fibrotic scar (Fig.
6j and Supplementary Fig. 33b). Spatial prioritization also
captured the contraction of the injury border after 2 months of
recovery from SCI (Fig. 6j and Supplementary Fig. 33c-d).

These results illustrate how spatial prioritization accu-
rately recovered the two-dimensional architecture of the
evolving injury. We therefore asked whether spatial priori-
tization could also provide a resource to identify the molec-
ular programs that elaborate this architecture, without any
a priori definition of the lesion compartments. To answer
this question, we tested for correlation between the spatial
prioritization scores assigned to each barcode by Magellan
and the expression of individual genes (Supplementary Fig.
34a-c). As anticipated, this approach recovered many of the
genes associated with canonical lesion compartments, includ-
ing extracellular matrix molecules at the lesion core (Col1a1,
Col13a1) and neuronal genes (Nefl, Nefh) in spared but reac-
tive neural tissue (Fig. 6k and Supplementary Fig. 34d-f).
Similarly, we tested for correlation between the spatial priori-
tizations assigned by Magellan and the average expression of
all genes associated with a given Gene Ontology (GO) term.
This analysis recapitulated the multifaceted innate and adap-
tive immune responses within the lesion site (Fig. 6l and
Supplementary Fig. 35).

We then asked whether the spatial transcriptomic atlas

could identify genes whose correlation to the perturbation
response differed between 7 days and 2 months after SCI.
To answer this question, we tested for differential correla-
tion between spatial prioritization scores and gene expres-
sion at 7 days and 2 months post-SCI (Supplementary Fig.
36a). This analysis highlighted genes (Gfap, Aqp4, Apod)
coinciding with the location of the astrocyte barrier, reflect-
ing the contraction of this border that takes place between 7
days and 2 months after injury (Fig. 6k and Supplementary
Fig. 36b). Beyond the astrocyte barrier, differential priori-
tization also pointed to temporal evolution in the innate and
adaptive immune responses, including immediate microglial
activation (Wfdc17, Spp1) and lymphocyte homing (Stab1),
which contrasted with delayed complement activation (C3)
and monocyte maturation (Ms4a7) (Fig. 6k and Supplemen-
tary Fig. 36b). Repeating this differential prioritization at
the level of GO terms highlighted the spatial evolution of
astrocyte differentiation, vascular endothelial growth factor
production, and phagocytosis (Fig. 6l and Supplementary
Fig. 37).

Spatial prioritization also allowed us to uncover less ap-
preciated aspects of the biology of an SCI. For example,
we identified chronic activation of immunoglobulin factors
(Ighg2c, Jchain, Igha) within the lesion core, which likely
contribute to maintaining host defenses, and antigen binding
within the fibrotic core (Supplementary Fig. 36b). Spatial
prioritization also highlighted a robust expression of Dbi168

along the lesion border (Supplementary Fig. 36b). Since
Dbi modulates the activity of the neurotransmitter gamma-
aminobutyric acid (GABA), the expression of this gene may
be involved in the reported reduction of neuronal activity in
the vicinity of lesion borders. Moreover, our analyses iden-
tified Prdx6 as highly associated with the lesion border, sug-
gesting the expression of this antioxidant enzyme may protect
the surrounding reactive neural tissue from oxidative injury
(Supplementary Fig. 36b). Last, spatial prioritization iden-
tified distinct subcompartments of the lesion core itself. We
observed that genes associated with iron metabolism (Flt1)
expressed diffusely throughout the lesion, but genes associ-
ated with fat metabolism (Plin2) confined to the innermost
aspects of the lesion core, and genes associated with actin
sequestration (Tms4bx) extending out along the lesion edges
(Fig. 6k and Supplementary Fig. 34f).

Together, these results establish a resource to explore the
multicellular responses to SCI across the cytoarchitecture of
the spinal cord, and validate the ability of spatial prioritiza-
tion to resolve both well-documented and novel aspects of
these responses.

A four-dimensional spatiotemporal atlas of SCI

The ability to visualize the central nervous system in three di-
mensions using tissue clearing technologies has opened new
possibilities to study the anatomy and function of the ner-
vous system169. Analogously, we reasoned that expanding
our spatial transcriptomic atlas into a third spatial dimension
would enable a more complete description of the biology of
SCI. We further surmised that our snRNA-seq and multiome
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atlases could be overlaid onto this three-dimensional model
of the spinal cord in order to resolve the spatiotemporal distri-
bution of the transcriptional and regulatory responses across
the compendium of experimental conditions included in our
Tabulae.

To develop a four-dimensional spatial atlas of the spinal
cord, we collected 16 tissue sections that were equally spaced
along the dorsoventral axis of spinal cords from uninjured
and injured mice at 7 days and 2 months after SCI (Fig.
7a). The distance between each section was approximately
50 µm, which ensured a dense coverage of the third spa-
tial dimension. After quality control and registration to a
common three-dimensional coordinate system, we obtained a
dataset comprising 37,558 spatial barcodes from 48 sections
(Supplementary Fig. 38).

To validate the construction of our four-dimensional atlas,
we first confirmed that our dataset resolved the established
spatial distributions of cell types in the uninjured and injured
spinal cord17,18. Three-dimensional projections of gene ex-
pression exposed the distinct lesion compartments, includ-
ing the fibrotic scar (Col4a2), the astrocyte barrier (Gfap),
and spared but reactive neural tissue (Slc12a5; Fig. 7b and
Supplementary Fig. 39). Moreover, neurons and immune
cells occupied their appropriate locations in the injured spinal
cord, whereby the fibrotic scar was invaded by peripheral im-
mune cells and devoid of neurons. We next inspected the ex-
pression of well-studied inhibitory and facilitating molecules
(Supplementary Fig. 40), finding the inhibitory CSPG ag-
grecan (Acan) was expressed within spared neural tissue that
surrounded the lesion core, whereas brevican (Bcan) was ex-
pressed in both the lesion core and neural tissue. The growth-
permissive molecule Cspg4 was expressed predominantly in
the lesion core, whereas Cspg5 was expressed within the as-
trocyte barrier. Finally, the permissive extracellular matrix
molecule Lama1 was upregulated both within the lesion core
and by border-forming astrocytes.

To increase the resolution of this spatiotemporal atlas, we
again leveraged our snRNA-seq atlas to deconvolve the cel-
lular composition of each spatial barcode (Supplementary
Figs. 41-42). This procedure resolved cellular subpopu-
lations within highly specific locations, such as ependymal
cells and border-forming macrophages. Moreover, dorsal and
ventral neurons were appropriately separated along the coro-
nal plane, and the locations of specific neuronal subpopula-
tions such as cerebrospinal fluid-contacting neurons, Vsx2-
expressing neurons, and motor neurons were correctly re-
solved (Fig. 7c).

We next aimed to integrate all of the Tabulae into a sin-
gle, unified framework. Using Tangram170, we embedded
single-nucleus transcriptomes and epigenomes onto our four-
dimensional atlas of the mouse spinal cord, generating a uni-
fied dataset of 554,324 single-nucleus or spatial barcodes that
were each associated with a full transcriptome, an experimen-
tal condition, and x-, y-, and z-coordinates (Fig. 7d).

We then applied Magellan to the integrated spatial
dataset. This spatial prioritization reflected the severity-
dependent increase in transcriptional perturbation within in-

creasing injury severity (Fig. 7e). Consistent with these
observations, Magellan captured severity-dependent changes
in peripheral immune cell invasion, astrocytic demarca-
tion of the lesion, and neuronal death (Supplementary
Fig. 43). Moreover, we spatialized the expression of
conserved-early neuronal responses, as well as late-diverging
expression of programs associated with circuit reorganization
(Supplementary Fig. 44). We then linked these changes in
cell type composition and gene expression to transcription
factor accessibility by spatializing the accessibility of tran-
scription factors involved in the establishment of the tripartite
barrier (Fig. 7f and Supplementary Fig. 45).

Our snRNA-seq atlas identified a profound transcriptional
perturbation across spinal cord cell types in old mice fol-
lowing SCI. We therefore sought to understand the spatial
distribution of this perturbation. Magellan revealed that old
mice developed an expanded and poorly circumscribed ter-
ritory of transcriptional perturbation as compared to young
mice, reflecting their failure to re-establish the tripartite neu-
roprotective barrier. This failure was reflected by global up-
regulation of blood-brain barrier dysfunction module score,
and downregulation of gene expression programs associated
with blood-brain barrier identity (Fig. 7g and Supplemen-
tary Fig. 46). Three-dimensional visualization of genes as-
sociated with peripheral immune invasion exposed the failure
to demarcate the lesion in old mice (Fig. 7h).

Collectively, these results establish the feasibility of con-
structing an integrated transcriptomic and epigenomic atlas
of healthy and perturbed tissues across four spatiotemporal
dimensions.

Reestablishing the tripartite barrier restores walking
in old mice
The Tabulae Paralytica documented the spatially- and
temporally-dependent activation of transcriptional and reg-
ulatory mechanisms that are triggered after SCI in order to
reestablish a tripartite neuroprotective barrier. Conversely,
the catastrophic failure to reestablish this tripartite barrier
in old mice results in poorly circumscribed lesions, massive
neuronal death, and impaired recovery of neurological func-
tions (Fig. 4, Supplementary Fig. 19, and Supplementary
Video 3). These observations led us to hypothesize that in-
terventions that accelerate wound repair by promoting the
formation of the tripartite barrier could restore neurological
functions in old mice.

Because we found that the number of Id3-expressing,
border-forming astrocytes was decreased in old mice (Fig.
4f-g), we reasoned that increasing their production would ac-
celerate the formation of the astrocyte barrier, limiting le-
sion size and preserving neurological function. We previ-
ously found that the delivery of EGF and FGF2 increased
both the proliferation and absolute number of border-forming
astrocytes63. Moreover, it is established that the delivery
of Vegf accelerates endothelial cell proliferation and refor-
mation of vascular networks171. We therefore engineered
lentiviruses to overexpress Egf, Fgf2, and Vegf and, as a
proof-of-principle test, delivered these vectors to the lower
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Fig. 7 | A four-dimensional spatiotemporal atlas of SCI.
a, Left, schematic overview of the 3D spatial transcriptomic atlas. Right, expression of marker genes for neurons (Rbfox3) and immune cells (Cd48)
across three dimensions in the uninjured and injured mouse spinal cord.
b, Expression of marker genes associated with distinct lesion compartments across the 3D spatial transcriptomic atlas at 7 days, including the fibrotic
scar (Col4a2), the astrocyte barrier (Gfap) and the surrounding spared but reactive neural tissue (Slc12a5).
c, Spatial localization of selected neuronal subpopulations defined by snRNA-seq across the 3D spatial transcriptomic atlas at 7 days.
d, Left, UMAP representation of 435,099 single-nucleus transcriptomes from the snRNA-seq atlases, colored by experimental condition. Right, spatial
coordinates assigned to each single-nucleus transcriptome within the 3D spatial transcriptomic atlas.
e, Three-dimensional spatial prioritization of spatialized cells from the snRNA-seq atlas, across injury severities.
f, Accessibility of the EP300 binding motif within spatialized cells from the multiome atlas at 7 days, visualized on the 3D spatial transcriptomic atlas.
g, Expression of the blood-brain barrier dysfunction module in vascular cells from young and old mice at 7 days, visualized on the 3D spatial transcrip-
tomic atlas.
h, Expression of Cd48 in spatialized cells from young and old mice at 7 days, visualized on the 3D spatial transcriptomic atlas.

thoracic spinal cord two days prior to SCI (Fig. 8a and Sup-
plementary Fig. 47a). This procedure increased the pro-
duction of border-forming astrocytes, reduced the number of
CD45+ infiltrating immune cells, and resulted in smaller and

more circumscribed lesions (Fig. 8b-c and Supplementary
Fig. 47b-c). In addition, and remarkably, treated old mice
exhibited a natural recovery of walking resembling that of
young mice subjected to the same severity of SCI (Fig. 8d-f,
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Supplementary Fig. 47d-e, and Supplementary Video 3).
Together, these findings demonstrate that interventions

that augment the tripartite neuroprotective barrier and thereby
maintain the immune-privileged environment of the spinal
cord can prevent the catastrophic neural damage resulting
from SCI in aged subjects.

Discussion
SCI triggers a coordinated cascade of cellular and molec-
ular responses, whose spatiotemporal complexity has thus

Fig. 8 | A rejuvenative gene therapy reestablishes the tripartite bar-
rier to restore walking.
a, Experimental design of a gene therapy intervention to promote the for-
mation of the tripartite barrier.
b, Composite tiled scans of GFAP and CD45 in horizontal sections from
representative old and treated mice. Line graph demonstrates CD45 in-
tensity at specific distances rostral and caudal to lesion centers. Bar
graph shows the area under the curve (independent samples two-tailed
t-test; n = 5 per group; t = 4.57; p = 0.002).
c, Horizontal sections from representative old and treated mice identify-
ing a restoration of Sox9ONId3ON cells in the astrocyte border region in
treated mice. Right, bar graph indicates the density of Sox9ONId3ON cells
in the astrocyte border region (independent samples two-tailed t-test; n =
5 per group; t = 6.84; p = 0.0002).
d, Chronophotography of walking in old mice without (top) and with (bot-
tom) a gene therapy intervention to promote the formation of the tripartite
barrier.
e, Walking performance of old mice with and without treatment (indepen-
dent samples two-tailed t-test; n = 5 per group; t = 4.85; p = 0.001).
f, Experimental conditions assigned to old mice that received gene ther-
apy by a machine-learning model trained on kinematics data from un-
treated animals. Mice were almost exclusively assigned to the young
mouse group, indicating that the walking patterns of treated old mice most
resemble those of young mice.

far prevented the development of safe and effective thera-
pies to repair the injured spinal cord. To help unravel this
complexity, we established the Tabulae Paralytica—a re-
source comprising multimodal single-cell and spatial atlases
of SCI. We profiled single-nucleus RNA expression in more
than 400,000 cells, spanning 18 experimental conditions that
captured the most commonly studied manipulations in ba-
sic and translational research on SCI that could be made ac-
cessible for these experiments. We simultaneously profiled
the dynamics of chromatin accessibility and gene expression
in a further 40,000 cells to expose the regulatory programs
that direct the response to injury. To circumscribe these re-
sponses within the cytoarchitecture of the injured spinal cord,
we generated a spatial transcriptomic atlas of the injury that
we extended into four spatial and temporal dimensions. We
merged these atlases into a combined atlas to provide an un-
precedented window into the genome-wide molecular cas-
cade that unfolds after an injury to the spinal cord—from
epigenetic regulation, to transcriptional programs within in-
dividual cells, to spatially- and temporally-dependent multi-
cellular responses—that we overlaid onto a four-dimensional
model of the spinal cord.

The Tabulae Paralytica provide a resource that not only
allowed us to resolve outstanding questions within the field
of SCI, but also exposed previously unknown biological prin-
ciples. For example, we revealed a dichotomy between
the early-conserved and late-diverging neuronal responses to
SCI, the latter of which reflect differential capacity for circuit
reorganization across neuronal subpopulations. We found
that this capacity is encoded in the basal transcriptional reper-
toires of each subpopulation prior to SCI, implying that spe-
cific neuronal subpopulations are primed to become circuit-
reorganizing neurons after injury. Moreover, we show that
the ability of neuronal subpopulations to contribute to recov-
ery entails an inherent trade-off between the activation of cel-
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lular stress responses versus that of transcriptional programs
involved in circuit reorganization. We also demonstrate that
the profound impairment of neurological recovery after SCI
in old mice reflects a failure to coordinate the formation of a
tripartite neuroprotective barrier between immune-privileged
neural tissue and extra-neural lesion environments. This fail-
ure leads to overwhelming immune infiltration and catas-
trophic neuronal death into neural tissue, precluding neuro-
logical recovery. We built on this discovery to develop a new
gene therapy strategy that reactivated border-forming cells,
prevented lesion expansion, and improved neurological re-
covery in old mice. This mechanism-based therapeutic strat-
egy opens new avenues to accelerate wound repair and in-
crease neurological recovery in humans with SCI.

The Tabulae Paralytica embody a number of technologi-
cal and conceptual advances that demonstrate how genome-
wide single-cell and spatial technologies can deliver new in-
sights into uninjured and perturbed tissues. On a concep-
tual level, we demonstrate how the increasing scale of single-
cell technologies enables a comprehensive interrogation of
the experimental manipulations relevant to any given disease
within a single study. On a technical level, we establish the
possibility of extending spatial transcriptomics into three and
even four spatial and temporal dimensions within a common
coordinate framework. Moreover, we show that the integra-
tion of multi-omic single-cell atlases allows us to overlay pat-
terns of chromatin accessibility onto a four-dimensional spa-
tial model. Finally, our findings illustrate the power of cell
type and spatial prioritization, as implemented by Augur and
Magellan, to resolve the molecular basis of diseases or bio-
logical perturbations using single-cell and spatial genomics.

The Tabulae Paralytica, or ‘atlases of spinal cord injury,’
will serve as (i) a foundational resource to understand the
pathobiology of SCI; (ii) a reference of cellular and molecu-
lar responses to predict and interrogate the consequences of
new therapeutic strategies; (iii) a conceptual and technical
framework to advance spatially resolved single-cell studies of
disease and biological perturbations; and (iv) a translational
resource to uncover new biological mechanisms of SCI that
can be exploited to develop therapies to repair the injured hu-
man spinal cord.
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Methods

Mouse model and experimental conditions. Adult male or female
C57BL/6 mice (15-25 g body weight, 8-15 weeks of age) or transgenic mice
were used for all experiments. Aged mice were purchased from JAX at 60
weeks of age (stock no. 000664). Vsx2Cre (MMMRRC 36672, also called
Chx10Cre) transgenic mouse strain was bred and maintained on a mixed ge-
netic background (C57BL/6). Housing, surgery, behavioral experiments and
euthanasia were all performed in compliance with the Swiss Veterinary Law
guidelines. Manual bladder voiding and all other animal care was performed
twice daily throughout the entire experiment. All procedures and surgeries
were approved by the Veterinary Office of the Canton of Geneva (Switzer-
land; authorizations GE/145/2). Spinal cord crushes were performed as
previously described15,63. For time-course experiments, animals were eu-
thanised at 1 day, 4 days, 7 days, 14 days, 1 month, or 2 months post-injury.
Crush injuries were performed at multiple severities by including spacers
within No. 5 Dumont forceps (Fine Science Tools) such that when closed,
there was a maximal distance of 1 mm, 0.5 mm, 0.25 mm, or 0 mm (no
spacer) with a tip width of 0.5 mm. Dorsal hemisection SCIs were performed
as previously described12. For dorsal hemisection SCI, a laminectomy was
made at the mid-thoracic level (T10) and the dorsal half of the spinal cord
was cut using a microscapel. Contusion SCIs were performed as previously
described9,64.

Minocycline was administered with intraperitoneal injections as previ-
ously described73–75, with a loading dose of 50 mg/kg at 1 h post-injury
and 24 h post-injury, followed by maintenance doses of 25 mg/kg every
24 h for the next five days. Methylprednisolone was administered intra-
muscularly as previously described172, with a loading dose of 60 mg/kg
at 1 h post-injury then an additional 30 mg/kg dose every 6 h for 24 h.
Chondroitinase ABC was delivered via lentiviral injections as previously
described173. Briefly, the Proteus vulgaris ChABC gene was previously
modified to make a mammalian-compatible engineered ChABC gene138.
The modified ChABC cDNA was subcloned into a lentiviral transfer vector
(termed LV-ChABC) with the mouse phosphoglycerate kinase promoter138.
The final viral titer was 479 µg/mL of P24, corresponding to ~106 TU/µL.
A control lentiviral vector (termed LV-GFP) was generated from the same
transfer vector containing the cDNA coding for GFP, with a viral titer of 346
µg/mL of P24.

Viral vectors and vector production. Viruses used in this study were
either acquired commercially or produced at the EPFL core facility. The
following AAV plasmids were used and detailed sequence information
is available as detailed or upon request: AAV-CAG-flex-human Diphthe-
ria Toxin Receptor (DTR, plasmid gifted by Prof. S. Arber), and pro-
duced as AAV5 at the EPFL Bertarelli Foundation Platform in Gene Ther-
apy and SIN-cPPT-PGK-FGF2-WPRE,SIN-cPPT-PGK-EGF-WPRE SIN-
cPPT-PGK-VEGF-WPRE, SIN-cPPT-GFAP-GDNF-WPRE, and LV-PGK-
ChABC (gifted by Prof. E. Bradbury). Injection volumes, coordinates and
experimental designs are described below.

Biological repair intervention in aging mice. General surgical pro-
cedures have been previously described in detail15,63,64. Surgeries were
performed at EPFL under aseptic conditions and under 1-2% isoflurane in
0.5-1 L/min flow of oxygen as general anesthesia, using an operating micro-
scope (Zeiss) and rodent stereotaxic apparatus (David Kopf) as previously
described63,64. LV injections were made two days before SCI to allow time
for expression, and were targeted over the intended spinal cord segment to
be injured. LVs were injected into four sites (two sets of bilateral injections,
0.30 µL/injection [all vectors diluted to 600 µg P24/mL in sterile saline])
0.6 mm below the surface at 0.15 µL per minute using glass micropipettes
connected via high-pressure tubing (Kopf) to 10 µL syringes under the con-
trol of a microinfusion pump. Moderate crush SCIs were introduced at the
level of T10/T11 after laminectomy of a single vertebra by using No. 5 Du-
mont forceps (Fine Science Tools) with a spacer so that when closed a 0.5
mm space remained, and with a tip width of 0.5 mm to completely compress
the entire spinal cord laterally from both sides for 5 s. After surgeries, mice
were allowed to wake up in an incubator. Analgesia, buprenorphine (Essex
Chemie AG, Switzerland, 0.01-0.05 mg/kg s.c.) or carprofen (5 mg/kg s.c.),
was given twice daily for 2-3 days after surgery. Animals were randomly
assigned numbers and thereafter were evaluated blind to experimental con-
ditions. Fourteen days after SCI, all mice were evaluated in an open field and
all animals exhibiting any hindlimb movements were not studied further.

Neuron subpopulation-specific ablation. For ablation experiments
with diphtheria toxin, Vsx2Cre mice were subjected to crush SCI as described
above. Three sets of bilateral injections of AAV5-CAG-FLEX-DTR174 were
made over the T9, T10, and T11 spinal segments (0.25 µL per injection) at a
depth of 0.6 mm below the dorsal surface and separated by 1 mm. Two weeks
after spinal infusions, mice received intraperitoneal injections of diphtheria
toxin (Sigma, D0564) diluted in saline (100 µg/kg) to ablate Vsx2 neurons.
Kinematics were evaluated in all mice before ablation, one week, and two-
weeks post-ablation.

Behavioural assessments. Behavioral procedures have been previ-
ously described in detail64,174,175. Briefly, during overground walking, bilat-
eral leg kinematics were captured with twelve infrared cameras of a Vicon
Motion Systems (Oxford, UK) that tracked reflective markers attached to the
crest, hip, knee, ankle joints, and distal toes. The limbs were modelled as an
interconnected chain of segments and a total of 80 gait parameters were cal-
culated from the recordings. To evaluate differences between experimental
conditions, as well as to identify the most relevant parameters to account for
these differences, we implemented a multistep multifactorial analysis based
on principal component analysis, as previously described in detail9,64,174,
and coupled to automated, markless tracking software176.

Perfusions. Mice were perfused at the end of the experiments. Mice
were deeply anesthetized by an intraperitoneal injection of 0.2 mL sodium
pentobarbital (50 mg/mL). Mice were transcardially perfused with PBS fol-
lowed by 4% paraformaldehyde in PBS. Tissue was removed and post-fixed
overnight in 4% paraformaldehyde before being transferred to PBS or cry-
oprotected in 30% sucrose in PBS.

Immunohistochemistry. Immunohistochemistry was performed as pre-
viously described15,63,64. Perfused post-mortem tissue was cryoprotected in
30% sucrose in PBS for 48 h before being embedded in cryomatrix (Tissue
Tek O.C.T, Sakura Finetek Europe B.V.) and freezing. 30 µm thick trans-
verse or horizontal sections of the spinal cord were cut on a cryostat (Leica),
immediately mounted on glass slides and dried or in free floating wells con-
taining PBS plus 0.03% sodium azide. Primary antibodies were: rabbit anti-
GFAP (1:1000; Dako); guinea pig anti-NeuN (1:300; Millipore); chicken
anti-RFP (1:500, Novus Biologicals); rabbit anti-Chx10 (also known as
Vsx2) (1:500, Novus Biologicals); rat anti-CD45 (1:100, BD Biosciences);
goat anti-Sox9 (1:200, Novus Biologicals); rabbit anti-Id3 (1:500; Cell Sig-
nalling Technology); rabbit anti-PKD1L2 (1:1000; Merck Millipore); mouse
anti-GFAP (1:1000; MARK). Fluorescent secondary antibodies were con-
jugated to Alexa 488 (green), or Alexa 405 (blue), or Alexa 555 (red), or
Alexa 647 (far red) (ThermoFisher Scientific, USA). The nuclear stain was
4’,6’-diamidino-2-phenylindole dihydrochloride (DAPI; 2 ng/mL; Molecu-
lar Probes). Sections were imaged digitally using a slide scanner (Olympus
VS-120 Slide scanner) or confocal microscope (Zeiss LSM880 + Airy fast
module with ZEN 2 Black software). Images were digitally processed using
ImageJ (ImageJ NIH) software or Imaris (Bitplane, version 9.0.0).

Tissue clearing (CLARITY). Samples were incubated in X-CLARITY
hydrogel solution (Logos Biosystems Inc., South Korea) for 24 h at 4◦C with
gentle shaking. Samples were then degassed and polymerized using the X-
CLARITY Polymerisation System (Logos Biosystems Inc., South Korea),
followed by washes in 0.001 M PBS for 5 minutes at room temperature.
Samples were next placed in the X-CLARITY Tissue Clearing System (Lo-
gos Biosystems Inc., South Korea), set to 1.5 A, 100 RPM, 37◦C, for 29
h. Clearing solution was made in-house with 4% sodium dodecyl sulfate
(SDS), 200 mM boric acid with dH2O, pH adjusted to 8.5. Following this,
samples were washed for at least 24 h at room temperature with gentle shak-
ing in 0.1 M PBS solution containing 0.1% Triton X-100 to remove excess
SDS. Finally, samples were incubated in 40 g of Histodenz dissolved in 30
mL of 0.02 M PB, pH 7.5, 0.01% sodium azide (refractive index 1.465) for
at least 24 h at room temperature with gentle shaking prior to imaging.

3D imaging. Imaging of cleared tissue was performed using a cus-
tomized mesoSPIM177 and CLARITY-optimized light-sheet microscope
(COLM)178. A custom-built sample holder was used to secure the central
nervous system in a chamber filled with RIMS. Samples were imaged using
either a 1.25× or 2.5× objective at the mesoSPIM and a 4× or 10× ob-
jective at the COLM with one or two light sheets illuminating the sample
from both the left and right sides. The voxel resolution in the x-, y- and
z directions was 5.3 µm × 5.3 µm × 5 µm for the 1.25× acquisition and
2.6 µm × 2.6 µm × 3 µm for the 2.5× acquisition. The voxel resolution
of the COLM was 1.4 µm × 1.4 µm by 5 µm. Images were generated as
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16-bit TIFF files and then stitched using Arivis Vision4D (Arivis AG, Mu-
nich, Germany). 3D reconstructions and optical sections of raw images were
generated using Imaris (Bitplane, version 9.0.0) software.

Histological analysis. To quantify immune invasion after different
models of SCI, we measured the percentage of CD45 immunopositive area
after binarizing the fluorescent signal using the image analysis software Fiji.
To assess the formation of astrocyte scar borders after SCI in young and
old mice, we counted the number of Sox9ON cells using the image analy-
sis software QuPath and the cell detection functionality with default settings
(version 0.4.3). We then classified Sox9ON cells as either Id3ON or Id3OFF

by setting a mean signal intensity threshold. We used the same approach
to count the number of NeuNON and PKD1L2ON neurons, to assess the re-
silience of CSF-contacting neurons after SCI. To quantify the number of
Vsx2ON neurons after neuronal subpopulation-specific ablation with DTR
we used the image analysis software Imaris (Bitplane, version 9.0.0).

Chronophotography. Chronophotography was used to generate a rep-
resentative series of still pictures arranged in a single photograph to illus-
trate the locomotor abilities of mice. Videos at 25 fps or photographs at
15 fps were recorded while mice were performing locomotor tasks such as
quadrupedal walking on the runway. Images from these recordings were
chosen to best illustrate the different consecutive phases of walking of the
hindlimbs, i.e. stance phases and swing phases. The frequency of chosen
pictures varied due to the varying velocity of the mice. The series of pictures
were assembled in Photoshop while blending out non-essential details.

snRNA sequencing library preparation. Single-nucleus dissociation
of the mouse lumbar spinal cord was performed according to our established
procedures9,60. Following euthanasia by isoflurane inhalation and cervi-
cal dislocation, the lumbar spinal cord site was immediately dissected and
frozen on dry ice. We denounced spinal cords in 250 µL sucrose buffer
(0.32 M sucrose, 10 mM HEPES [pH 8.0], 5 mM CaCl2, 3 mM Mg ac-
etate, 0.1 mM EDTA, 1 mM DTT) and 0.1% Triton X-100 with the Kontes
Dounce Tissue Grinder. 1.1 mL of sucrose buffer was then added and fil-
tered through a 40 µm cell strainer. The lysate was centrifuged at 3200 g
for 5 min at 4◦C. The supernatant was decanted, and 1 mL of sucrose buffer
added to the pellet and incubated for 1 min. The pellet was homogenized us-
ing an Ultra-Turrax and 3 mL of density buffer (1 M sucrose, 10 mM HEPES
[pH 8.0], 3 mM Mg acetate, 1 mM DTT) was added below the nuclei layer.
The tube was centrifuged at 3200 g at 4◦C for 10 min and supernatant was
immediately poured off. Nuclei on the bottom half of the tube wall were re-
suspended in 100 µL PBS with 1% BSA for subsequent single-nucleus RNA
sequencing or in 10x Nuclei Buffer (catalog no. 2000153, 10x Genomics) for
subsequent single-nucleus multiome sequencing. Resuspended nuclei were
filtered through a 30 µm strainer, and adjusted to 1,000 nuclei/µL. We car-
ried out snRNA-seq library preparation using the 10x Genomics Chromium
Single Cell Gene Expression Kit Version 3.1. The nuclei suspension was
added to the Chromium RT mix to achieve loading numbers of 10,000 nu-
clei. For downstream cDNA synthesis, library preparation and sequencing,
the manufacturer’s instructions were followed.

Multiome sequencing library preparation. We carried out snRNA-
and ATAC library preparation using the 10x Genomics Chromium Single
Cell Multiome ATAC + Gene Expression Kit. First, the transposition mix
was added to the resuspended nuclei followed by a 60 min incubation at
37◦C. The transposed nuclei were added to the Chromium RT mix to achieve
loading numbers of 10,000 nuclei. The manufacturer’s instructions were fol-
lowed for downstream cDNA synthesis, library construction, indexing and
sequencing.

Spatial transcriptomics library preparation. We carried out two sep-
arate experiments to study the cytoarchitecture of the lesion microenviron-
ment after SCI. First, we prepared sections from uninjured mice, 7 days and
2 months after crush SCI (performed with a 0.5 mm spacer as described
above). For each experimental condition, we prepared sections from the le-
sion epicenter of three independent biological replicates. Second, to prepare
our four-dimensional spatiotemporal atlas, we collected sections throughout
the entire spinal cord of mice from each of the three experimental conditions.
The spinal cord injury sites of mice were embedded in OCT and cryosec-
tions were generated at 10 µm at –20◦C. For the four-dimensional atlas,
every fifth section was collected throughout the entire dorsoventral axis of
each spinal cord. Sections were immediately placed on chilled Visium Tis-
sue Optimization Slides (catalog no. 1000193, 10x Genomics) or Visium

Spatial Gene Expression Slides (catalog no. 1000184, 10x Genomics). Tis-
sue sections were then fixed in chilled methanol and stained according to the
Visium Spatial Gene Expression User Guide (catalog no. CG000239 Rev A,
10x Genomics) or Visium Spatial Tissue Optimization User Guide (catalog
no. CG000238 Rev A, 10x Genomics). For gene expression samples, tissue
was permeabilized for 12 min, which was selected as the optimal time based
on tissue optimization time-course experiments. Brightfield histology im-
ages were taken using a 10× objective on a slide scanner (Olympus VS-120
Slide scanner). For tissue optimization experiments, fluorescent images were
taken with a TRITC filter using a 10× objective and 400 ms exposure time.
Libraries were prepared according to the Visium Spatial Gene Expression
User Guide.

Read alignment. Following sequencing on our HiSeq4000 (EPFL Gene
Expression Core Facility), snRNA-seq reads were aligned to the latest En-
sembl release of the mouse genome (GRCm38.101), and a matrix of unique
molecular identifier (UMI) counts was obtained using CellRanger (10x Ge-
nomics, version 4.0.0)30. For spatial transcriptomics, a spatial expression
UMI count matrix was obtained using SpaceRanger (10x Genomics, ver-
sion 1.0.0). For the multiome dataset, RNA-seq and ATAC-seq data were
aligned to the reference genome using CellRanger-ARC (10x Genomics, ver-
sion 2.0.0), and a matrix of UMI counts was obtained for the RNA modality.
The ATAC modality was then processed further using ArchR, as described
below.

snRNA-seq preprocessing and quality control. Droplet-based
snRNA-seq experiments are known to be affected by ambient RNA contam-
ination, whereby freely floating RNA molecules are encapsulated along with
a cell or nucleus in a single droplet and spuriously attributed to the endoge-
nous expression profile of the encapsulated cell179. The presence of ambient
RNA is a potential source of batch effects and spurious differential expres-
sion. To mitigate this possibility, we used CellBender180 to remove ambient
RNA molecules and filter empty droplets. CellBender remove-background
was run for 50 epochs with a learning rate of 5e-5. Corrected count ma-
trices were then imported into Seurat181 for further quality control. Qual-
ity control metrics included the number of UMIs per cell, the number of
genes detectably expressed per cell, and the proportion of UMI counts aris-
ing from mitochondrial genes. For the pilot dataset, cells with between 200
and 40,000 UMIs, and less than 7,500 genes expressed, were retained. For
the snRNA-seq and multiome datasets, cells with at least 200 UMIs were
retained. Additional quality control was performed for the multiome dataset
on the basis of the ATAC modality, as described further below. Low-quality
libraries were identified as those with distributions of number of UMIs, num-
ber of genes expressed, or proportion of mitochondrial counts that differed
markedly from the remainder of the libraries in the dataset, and a total of
three low-quality libraries (two from the snRNA-seq dataset and one from
the multiome dataset) were removed.

Putative doublets then were identified and filtered using a combination
of approaches. We tested the performance of four computational meth-
ods for doublet detection in our pilot dataset, including DoubletFinder182,
scDblFinder183, scds184, and Scrublet185. On the basis of this analysis,
we selected scDblFinder and scds as the two methods that (i) did not dis-
play an overt bias towards doublet detection for cells of any particular type,
(ii) which showed the highest agreement with one another, and (iii) which
were also found to be among the top-performing methods in an independent
benchmark186. We adopted a conservative approach by filtering barcodes
from the union of those called doublets by either scDblFinder or scds in both
the pilot and snRNA-seq datasets. For the multiome dataset, doublets were
instead identified and filtered using ArchR, as described below.

Integration and cell type annotation. Prior to clustering and cell type
annotation, we first performed batch effect correction and data integration
across experimental conditions using Harmony158. Gene expression counts
were normalized to counts per 10,000 and log-transformed, and the top 2,000
variable genes were identified using the ‘vst’ method in Seurat. Gene expres-
sion values were then scaled and centered and provided as input to Harmony,
which was run with 50 principal components. The integrated Harmony em-
beddings were then provided as input to k-nearest neighbor graph construc-
tion and Leiden clustering using the default Seurat workflow181, as in our
previous studies9,60,87. Cell types were then manually annotated on the basis
of marker gene expression, guided by previous studies of the mouse spinal
cord47–57,59–61,87 and other relevant cell atlases of major cell types93,102. Lo-
cal and projecting neuronal subpopulations were annotated on the basis of
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Nfib and Zfhx3 expression, respectively59. Clusters corresponding to dam-
aged cells or doublets that had survived initial quality control were removed
at this stage. In the pilot dataset, we performed an initial round of clustering
to identify coarse cell types with a resolution of 0.05, followed by subcluster-
ing of neurons (resolution = 0.5) and glia (resolution = 0.1) to annotate more
fine-grained subtypes. In the snRNA-seq dataset, we repeated the clustering
analysis for multiple values of the resolution parameter (0.01, 0.05, 0.2, 0.5,
2) in order to annotate cell types across multiple resolutions (e.g. neurons →
ventral neurons → ventral excitatory interneurons). We then used the clus-
tree package85 to link clusters across adjacent resolutions into a hierarchical
clustering tree, as previously described7,9,60.

Pilot dataset and meta-analysis of published spinal cord snRNA-seq
datasets. We conducted an initial pilot experiment to confirm that our
dissociation procedures enabled the recovery of all the cell types comprising
the mouse spinal cord. snRNA-seq libraries were prepared from one unin-
jured mouse and one mouse 7 days after crush SCI, and deeply sequenced to
a target depth of 100,000 reads per nucleus. After preprocessing and quality
control as described above, we retained 9,170 nuclei from the injured sample
and 9,099 nuclei from the uninjured sample. Following data integration and
cell type annotation as described above, we confirmed that we recovered the
major cell types of the spinal cord in both the injured and uninjured spinal
cords, and that changes in cell type proportions across experimental condi-
tions were concordant with the established pathophysiology of SCI. We then
compared the cell type proportions in our pilot dataset to those in 16 pub-
lished single-cell datasets from the mouse spinal cord47–62. Automated cell
type annotation of published datasets was performed using the label trans-
fer workflow in Seurat, with our own previously published dataset from the
uninjured lumbar spinal cord60 used as the reference. We confirmed that the
label transfer workflow yielded reliable predictions by comparing automated
cell type annotations to manual annotations from a published dataset50. This
analysis established that our dissociation protocols allowed us to recover the
major cell types of the spinal cord in proportions consistent with published
single-nucleus RNA-sequencing studies of the whole adult spinal cord. Fi-
nally, we took advantage of our deeply sequenced pilot dataset to calibrate
our target sequencing depth of our main experiments, and selected a target
depth of 75,000 reads per nucleus on the basis of downsampling analysis of
the pilot dataset.

snRNA-seq atlas. For the snRNA-seq dataset, preprocessing, quality
control, data integration, and cell type annotation were performed as de-
scribed above, yielding a dataset comprising 435,099 nuclei from 54 mice
spanning 18 experimental conditions. Marker genes were identified for each
cluster using the FindMarkers function in Seurat. We visualized the distri-
bution of cell types, experimental conditions, and the expression of marker
genes with UMAP embeddings of both the entire dataset as well as each ma-
jor cell type. Marker gene dotplots were constructed using the DotPlot func-
tion in Seurat. Cell type proportions were visualized using sunburst plots187

and Sankey diagrams. The cell cycle positions of astroependymal cells were
estimated using tricycle188. The expression of a previously described gene
module101 associated with BBB dysfunction was estimated using the Seurat
function AddModuleScore. Unless otherwise stated, all cell subtype anal-
yses were performed at level 5 of the clustering tree (corresponding to a
resolution of 2).

Cell type proportions. Testing for differences in cell type proportions
within single-cell data can lead to false discoveries because the data is com-
positional in nature, and consequently, increases the proportion of one cell
type can cause an artefactual decrease in the proportions of every other cell
type189. To avoid this pitfall, we used the propeller method190, as imple-
mented in the speckle R package, to test for differences in cell type pro-
portions between experimental conditions, as an independent benchmark
showed this to be among the most accurate methods in balancing control
of the false discovery rate with statistical power191. The details of individual
cell type proportion analyses are described below.

Differential expression. To identify genes differentially expressed be-
tween experimental conditions, we performed differential expression (DE)
analysis by aggregating expression from all cells of a given type within
each replicate into a ‘pseudobulk’ profile, as previously described87 and im-
plemented in the Libra R package, (https://github.com/neurorestore/Libra).
In our previous work87, we demonstrated that this approach allowed us
to overcome false discoveries caused by variability between biological
replicates192. We showed that widely-used single-cell DE methods can con-

flate this variability with the effect of a biological perturbation, leading to
hundreds or even thousands of false discoveries. We therefore instead used
the likelihood ratio test implemented in edgeR193 to identify DE genes be-
tween pseudobulks from each cell type. The details of individual DE analy-
ses are described below.

GO enrichment analysis. GO term annotations for mouse were ob-
tained from the Gene Ontology Consortium website. GO terms annotated
to less than five genes were excluded. The average expression level of genes
associated with each GO term in individual cells was calculated using the
Seurat function AddModuleScores, which controls for the average expres-
sion of randomly selected control features. Linear mixed models were then
used to test for differences in GO module scores test across experimental
conditions, using the ‘lmerTest’ R package to optimize the restricted max-
imum likelihood and obtain p-values from the Satterthwaite approximation
for degrees of freedom. The details of individual GO enrichment analyses
are described below.

Cell type prioritization. To identify cell types activated in response to
each biological perturbation captured in the Tabulae Paralytica, we em-
ployed a machine-learning method for cell type prioritization that we pre-
viously developed, named Augur9,60,127. Briefly, Augur seeks to rank cell
types based on the intensity of their transcriptional response to a biological
perturbation. The key assumption underlying Augur is that cell types under-
going a profound response to a perturbation should become more separable,
within the highly multidimensional space of gene expression, than less af-
fected cell types. To quantify this separability, we framed this problem as a
classification task. Augur first withholds a proportion of experimental condi-
tion labels, then trains a random forest classifier to predict the condition from
which each cell was obtained (for instance, SCI or uninjured). The accuracy
with which this prediction can be made from single-cell gene expression
measurements is then evaluated in cross-validation, and quantified using the
area under the receiver operating characteristic curve (AUC). This process is
repeated separately for each cell type. The AUC then provides a quantita-
tive measure of separability that can be used to rank cell types based on the
relative magnitude of their response to an arbitrary perturbation. We refer
to this process as cell type prioritization. Augur was run with default pa-
rameters directly on the UMI count matrix for all comparisons. To evaluate
the robustness of cell type prioritizations to the resolution at which neuronal
subtypes were defined in the snRNA-seq data, we applied Augur at various
clustering resolutions, and visualized the resulting cell type prioritizations
both on a hierarchical clustering tree85 of cell types and as a progression
of UMAPs9. The details of individual cell type prioritization analyses are
described below.

Conserved and divergent neuronal responses to SCI. To identify
spinal cord neurons that were resilient or susceptible to SCI, we computed
the log2-odds ratio between the uninjured spinal cord and each experimental
condition in which the injured spinal cord was profiled at 7 days post-injury,
using neuron subtypes defined at level 4 of the clustering tree (corresponding
to a resolution of 0.5), then identified resilient or susceptible neuron subtypes
using a t-test on the log2-odds ratios. To identify DE genes specific to CSF-
contacting neurons at the most acute phase of the injury response, we used
edgeR to test for an interaction term between neuronal subtype and exper-
imental condition at 1 day post-injury, using pseudobulk gene expression
profiles.

To quantify the degree to which transcriptional responses to injury were
conserved across neuron subtypes, we computed the Spearman correlation
between log-fold changes estimated by edgeR between each pair of level
4 neuron subtypes. For genes that were not quantified in one of the two
subtypes, missing log-fold change values were replaced with zeros.

To characterize the conserved early response of neurons to SCI, we first
filtered to genes that were differentially expressed within individual level 4
neuron subtypes at a 10% false discovery rate. We then sorted these genes
first by the number of neuron subtypes in which they were DE, and second
by the mean absolute log-fold change estimated by edgeR.

To quantify the expression of transcriptional programs associated with
projection growth and morphogenesis, we used the average expression of
genes associated with the GO term “GO:0031175” (neural projection devel-
opment) to construct a circuit reorganization score, as described above. We
then computed the basal expression of this circuit reorganization score as
the median GO module score in the uninjured spinal cord for each level 4
neuron subtype. To quantify upregulation of the circuit reorganization score
after injury, we subtracted the basal expression score from the GO module
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score at each timepoint post-injury to yield induced expression scores. We
then calculated the Pearson correlation between basal and induced circuit
reorganization scores. We carried out similar analyses for the GO terms
“GO:0061564” (axon development) and “GO:0016358” (dendrite develop-
ment).

Cell type prioritization was performed by comparing neurons from each
level 4 subtype at each timepoint post-injury to neurons from the uninjured
spinal cord.

Neurons remain differentiated after CNS injury. Individual marker
genes for each neuron subtype were manually curated from literature after
cross-referencing with other atlases, as described above. DE analysis was
performed by comparing neurons from each level 4 subtype at each time-
point post-injury to neurons from the uninjured spinal cord using edgeR as
described above, with a 5% false discovery rate. We also constructed un-
biased lists of the top-n marker genes for each level 4 neuron subtype (for
n = 5, 10, or 50) using the FindMarkers function in Seurat. We used the
AddModuleScore function to summarize the average expression of the top-
n marker genes in each individual neuron, then used a linear mixed model
to test for differences across experimental conditions as described above for
GO enrichment analyses.

Facilitating and inhibiting molecule expression in the injured spinal
cord. We visualized the expression of key facilitating and inhibiting
molecules across the cell types and subtypes of the spinal cord using clus-
tering trees, with the scaled mean expression for each cell type or subtype
calculated as in the Seurat function DotPlot. To identify genes coordinately
up- or downregulated across level 4 neuron subtypes in response to ChABC
treatment, we used edgeR to perform DE analysis as described above, and
performed a one-sample t-test on log-fold change estimates from edgeR9.
We then used linear mixed models to perform GO enrichment analysis of
ChABC treatment for each level 4 neuron subtype, as described above, and
performed a one-sample t-test on coefficients estimated by the mixed mod-
els.

Cellular divergence between animal models of SCI. Cell type pro-
portions were compared using propeller, as described above, both for coarse
cell types and for the most fine-grained subtypes of immune cells. Cell type
prioritization was performed by comparing neurons from each level 4 sub-
type between each pair of animal models (crush, contusion, or hemisection).
Separately, we tested for differences in the AUCs of dorsal and ventral level
4 neuron subtypes by comparing neurons from mild, moderate, severe, or
complete injuries to neurons from the uninjured spinal cord.

Immunomodulation does not confer neuroprotection after spinal
cord injury. Cell type prioritization was performed by comparing cell
types at each resolution of the clustering tree from drug-treated and untreated
but injured spinal cords. The proportions of coarse cell types were compared
using propeller as described above.

To dissect more subtle transcriptional effects of neuroprotective agents
on surviving neurons, we developed a machine-learning approach to identify
neurons displaying an uninjured transcriptional phenotype. For each exper-
imental condition involving injured and untreated mice (i.e., excluding the
uninjured and drug-treated conditions), we trained a random forest model
on scaled and log-normalized gene expression data to distinguish cells from
that condition (“injured” cells) to cells from the uninjured spinal cord (“un-
injured” cells). We then applied each of these models in turn to neurons
from the methylprednisolone and minocycline conditions, in order to pre-
dict whether they displayed an injured or uninjured phenotype. The modal
prediction across all models was then assigned to each neuron. To further
characterize the transcriptional programs induced by neuroprotective agents,
we then used linear mixed models to perform GO enrichment analysis of
methylprednisolone or minocycline treatment for each level 4 neuron sub-
type, as described above, and performed a one-sample t-test on coefficients
estimated by the mixed models.

Sexually dimorphic responses to SCI are subtle. Cell type prior-
itization was performed by comparing cell types at each resolution of the
clustering tree from male and female spinal cords. The range of AUC values
assigned by Augur in cross-validation was then compared to that observed
in other comparisons involving the injured spinal cord at 7 days post-injury.
Cell type proportions were compared using propeller, as described above,
both for coarse cell types and for the most fine-grained subtypes of immune
cells.

Catastrophic failure of tripartite barrier formation in old mice. Cell
type prioritization was performed by comparing cell types at each resolution
of the clustering tree from young and old mice, and the range of AUC values
assigned by Augur in cross-validation was again compared to that observed
in other comparisons involving the injured spinal cord at 7 days post-injury.
The proportion of Id3-expressing astrocytes was compared between young
and old mice using a χ2 test. Gene modules associated with blood-brain
barrier endothelial cell identity and peripheral endothelial cell identity were
obtained from the literature101, and their expression in individual vascular
cells was calculated using the Seurat function AddModuleScore.

DE analysis was performed as described above by comparing cells from
young and old mice after SCI, for cell subtypes at level 4 of the clustering
tree (resolution = 0.5) and with a false discovery rate of 5%. To quantify the
heterogeneity of gene expression across cell types, we calculated two sum-
mary statistics. First, we defined the direction consistency as the proportion
of cell types in which the sign of the log-fold change was the same as the
modal sign. For example, if a gene was upregulated in eight of ten cell types
and downregulated in the other two, the direction consistency would be 80%.
Second, we defined the response heterogeneity as the standard deviation of
the log-fold change across cell types.

snATAC-seq preprocessing and quality control. Preprocessing and
quality control of the ATAC modality within our multiome dataset was car-
ried out using CellRanger-ARC and ArchR157. Reads were mapped to the
reference genome with CellRanger-ARC, and arrow files were created from
the resulting fragment files. Nuclei were first filtered based on the RNA
modality as described above, and subsequently additional quality control
was performed in ArchR. We initially ran ArchR with very lenient filter-
ing in order to determine optimal quality control parameters (minimum TSS
enrichment score = 0, minimum fragments per cell = 100), and selected op-
timal parameters based on the joint distribution of these parameters. Arrow
files were subsequently regenerated after filtering nuclei to those with a mini-
mum TSS enrichment score of 4 and a minimum of 4,000 fragments per cell.
Doublet detection and filtering was performed using the ArchR functions
addDoubletScores and filterDoublets, both with default parameters. These
steps afforded matrices of 40,526 nuclei that passed quality control in both
the RNA and ATAC modalities.

To link cell types in the multiome dataset to the cellular taxonomy de-
rived from our snRNA-seq atlas, we devised a hierarchical label transfer
strategy using Symphony158. Briefly, we first used Symphony to perform
automated cell type assignment in the multiome dataset at the highest level
of the clustering tree (level 1, resolution = 0.01). We then used Symphony to
perform automated cell type assignment at the second level of the clustering
tree (resolution = 0.05), considering only subtypes of the assigned coarse
cell types as potential matches for each nucleus. This process was repeated
iteratively for each level of the clustering tree. We validated the accuracy
of this strategy using a leave-library-out cross-validation approach within
the snRNA-seq atlas, in which entire libraries were withheld from the atlas
and automated cell type assignment was compared to the manual cell type
assignment derived from the entire dataset. We found that the hierarchical
approach improved the accuracy of automated cell type assignment relative
to a non-hierarchical version of the same approach, in which all cell subtypes
at any given level were considered as potential matches, particularly at more
granular levels of the clustering tree. For cell type assignment in the multi-
ome dataset, we ran Symphony using the hierarchical approach with 100 soft
cluster centroids, 100 principal components, and 20 nearest-neighbors, then
made additional manual adjustments to cell type annotations for a handful of
cell subtypes that showed discordant marker gene expression.

Peak calling in the snATAC-seq dataset was then carried out using the
default ArchR workflow, including peak calling with MACS2194 on pseu-
dobulk replicates from each cell type, followed by peak merging across cell
types using an iterative overlap removal procedure. We repeated this process
for cell type definitions at each level of the clustering tree and found that
peak calling at more granular resolutions allowed us to preferentially detect
distal regulatory elements. Unless otherwise noted, downstream analyses
were carried out on the peak matrix called with coarse cell type definitions
(level 1, resolution = 0.01).

Transcription factor activities. Transcription factor deviations were
estimated by chromVAR159, using motif sets from the chromVAR package
(ENCODE, HOMER, and CisBP) as well as the 2020 version of JASPAR195.
Transcription factor motifs associated with cell type identity were identi-
fied using a Wilcoxon rank-sum test, as in the Seurat function FindMarkers.
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Linear mixed models were used to identify transcription factor motifs dif-
ferentially active in cells from injured spinal cords, using the ‘lmerTest’ R
package to optimize the restricted maximum likelihood and obtain p-values
from the Satterthwaite approximation for degrees of freedom, and a false
discovery rate of 10%.

To identify transcription factors that were up- or downregulated across
all level 4 neuron subtypes at 7 days post-injury, we performed a one-sample
t-test on coefficients estimated by the mixed models. To identify transcrip-
tion factors with discordant patterns of up- or downregulation at 2 months
post-injury, we devised a permutation-based statistical approach. Neuron
subtype assignments at level 4 of the clustering tree were randomized within
each experimental condition, and differential activity testing was performed
using linear mixed models in the permuted data. This process was repeated
100 times, and the standard deviation of model coefficients was calculated
for the observed and permuted datasets. The resulting z statistics were then
converted to p-values using a standard normal distribution and significantly
divergent motifs were identified using a 10% false discovery rate.

To identify transcription factors associated with dysfunction of the tri-
partite barrier after SCI, BBB dysfunction module scores101 were first esti-
mated from the RNA modality of the multiome data, as in the snRNA-seq
atlas. chromVAR deviations in the ATAC modality were then correlated to
the resulting module scores, using the Pearson correlation and restricting this
analysis to vascular cells. Linear mixed models were then used to identify
motifs that were differentially accessible at 7 days in level 4 subtypes as-
sociated with the tripartite barrier, including vascular leptomeningeal cells,
capillary endothelial cells, pericytes, arachnoid barrier cells, reactive astro-
cytes, and OPCs. Analyses of differentially active transcription factors in
neurons or blood-brain barrier cell types were carried out using chromVAR
deviation matrices derived from peak matrices at the relevant resolution of
the clustering tree, as described above.

Differential accessibility. To identify differentially accessible peaks,
we extended the workflow for pseudobulk DE analysis in Libra to peak count
matrices derived by ArchR. Cells of each type were aggregated within repli-
cates to form pseudobulks, and then testing for differential accessibility was
performed using the likelihood ratio test implemented in DESeq2196. The
evolutionary conservation of each peak was quantified as the mean phyloP
conservation score from the 60-way vertebrate data set165 of all bases within
the peak. The evolutionary conservation of all peaks open within a given cell
was further summarized by taking the mean phyloP score across all accessi-
ble peaks in that cell.

Evolutionary divergence in circuit reorganization. The expression
of cellular stress response programs in the snRNA-seq atlas was estimated
by using the Seurat function AddModuleScore to summarize the mean ex-
pression of genes associated with the GO term GO:0033554 (“cellular re-
sponse to stress”). The resulting score was then correlated with the circuit
reorganization score described above across all neurons.

Spatial transcriptomics preprocessing and quality control. Fol-
lowing read alignment and count matrix generation with SpaceRanger as
described above, Seurat181 was used to calculate quality control metrics for
each spatial barcode, including the number of genes detected, number of
UMIs, and proportion of reads aligned to mitochondrial genes. Low-quality
barcodes were filtered by removing those with less than 3,000 or more than
45,000 UMIs. Low-quality sections were identified as those with distribu-
tions of number of UMIs, number of genes expressed, or proportion of mito-
chondrial counts that differed markedly from the remainder of the sections in
the dataset, and removed. In the two-dimensional spatial dataset, these steps
afforded a UMI count matrix comprising 33,941 spatial barcodes from nine
biological replicates (three from each experimental condition). In the three-
dimensional spatial dataset, these steps afforded a UMI count matrix com-
prising 37,558 spatial barcodes from three biological replicates (one from
each experimental condition).

Registration to a common coordinate framework. We aligned all
spatial transcriptomics sections into a common coordinate system using a
custom image analysis pipeline that includes preprocessing, registration and
combination of histological images from different sections, aspects of which
have been previously described9. In brief, we implemented image prepro-
cessing in Fiji, and registration procedures in R, using the image analysis
package ‘imager’. Segmentation of the histological sections and associated
spatial barcodes from background was achieved using a custom macro in
Fiji. Segmented sections were then aligned using imager. Image registration

was performed manually using the tissue structure to guide registration, as
captured by (i) histological images, (ii) quality control statistics (e.g., % of
mitochondrial counts), (iii) marker genes for coarse cell types and dorsoven-
tral or rostrocaudal transcription factors (e.g., Ebf1, Esrrg, Hox genes), and
(iv) unsupervised clustering of the spatial barcodes, as implemented within
Seurat.

Visualization. Quality control metrics and marker gene expression were
smoothed prior to visualization on the two-dimensional spinal cord using
locally weighted regression, as implemented in the RCTD package167. Vi-
sualization of the three-dimensional spinal cord was achieved with Imaris
(Bitplane, version 9.0.0). Briefly, the three-dimensional spatial transcrip-
tomics data was binned along the z-dimension into slices of 10 µm. Within
each slice, quantitative values (quality control metrics, gene expression,
gene module scores, and chromVAR deviations) were smoothed using three-
dimensional locally weighted regression. When multiple quantitative values
were assigned to a single spatial coordinate (for example, when perform-
ing spatial prioritization on snRNA-seq barcodes embedded via Tangram),
the mean value at each coordinate was assigned, with the exception of the
expression of individual genes, for which the maximum value at each co-
ordinate was assigned instead. Each barcode was then assigned a size of
3 pixels, and the resulting slices were exported as 16 bit grayscale TIFF
files using imager for import into Imaris. Separate reconstructions of the
three-dimensional spinal cord volume were performed for each experimen-
tal condition in the spatiotemporal atlas (that is, uninjured, 7 days, and 2
months).

Differential expression. To identify genes differentially expressed be-
tween regions in the injured spinal cord within the two-dimensional spa-
tial dataset, we extended the workflow for pseudobulk DE analysis in Li-
bra to spatial count matrices derived by SpaceRanger. Cells from each re-
gion were aggregated within replicates to form pseudobulks, and then test-
ing for DE was performed using the likelihood ratio test implemented in
edgeR193. DE analysis was performed separately for spinal cord regions at
7 days and 2 months post-injury. DE gene expression was visualized on the
two-dimensional spinal cord using two-dimensional locally weighted regres-
sion, as implemented in the RCTD package167.

Cell type deconvolution. To integrate our snRNA-seq atlas with the
two- and three-dimensional spatial atlases, we used RCTD167 to deconvolve
spatial barcodes into a mixture of one or more cell types, while accounting
for technical differences between single-nucleus and spatial transcriptomes.
RCTD was run with doublet mode disabled, allowing each barcode to po-
tentially contain more than two cell types, separately for cell type definitions
at level 1 and 2 of the clustering tree. We recovered smoothed patterns of
cell type abundance by two-dimensional locally weighted regression of de-
convolution weights, as described by the authors of RCTD167. Separately, a
single cell type was assigned to each spatial barcode by taking the maximum
deconvolution weight assigned by RCTD for that barcode. For cell type def-
initions at level 2 of the clustering tree, only subtypes of the assigned level 1
cell types were considered as potential matches for each spatial barcode.

Spatial prioritization with Magellan. To characterize the spatial re-
sponse to SCI in an unbiased manner, we employed a machine-learning
method spatial prioritization that we recently developed, named Magellan9.
Magellan builds on the concept of transcriptional separability that provides
a basis for cell type prioritization in Augur, as described above. However,
in spatial transcriptomics data, the analytical level of interest is not neces-
sarily a cell type, but rather a coordinate within a two- or three-dimensional
tissue. To approach the data at this level, we sought to evaluate the tran-
scriptional separability between barcodes from two experimental conditions
at each point within a common coordinate system. We reasoned that we
could achieve this by evaluating the separability of barcodes from each con-
dition within small, overlapping tiles, layered across the spatial coordinate
system. Briefly, for each barcode in a spatial transcriptomics dataset, Magel-
lan selects the k nearest neighbors from each experimental condition within
common coordinate space, where k is set to 20 by default. Then, Magel-
lan withholds the experimental condition labels for a proportion of these
neighbors, and trains a random forest classifier to predict the experimental
condition given the remaining barcodes as input. The accuracy of these pre-
dictions is evaluated in the withheld barcodes, and the process is repeated in
three-fold cross-validation. As in Augur, the accuracy is quantified using the
AUC. The cross-validation is repeated several times (by default, 50 times) in
order to converge at a robust estimate of the AUC. The entire procedure is
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repeated for each barcode in the dataset, providing a spatial map of the AUC
over the coordinate system of the spatial transcriptomes.

Magellan was used to perform spatial prioritization in the two-
dimensional spatial dataset by comparing registered spatial transcriptomes
from each pair of experimental conditions (uninjured, 7 days, 2 months).
To visualize the intensity of the perturbation response, the spatial AUC was
smoothed by two-dimensional locally weighted regression. In addition, we
performed a one-dimensional locally weighted regression to visualize the in-
tensity of the perturbation response along the rostrocaudal axis of the spinal
cord.

To more carefully dissect the transcriptional basis of the perturbation
response detected by Magellan, we tested for correlation between gene ex-
pression and the AUC of spatial prioritization. Briefly, we filtered the UMI
count matrix within each comparison to include only genes detected in at
least 100 spatial barcodes, and then computed Pearson correlations between
scaled and log-normalized gene expression vectors and the AUCs returned
for each barcode by Magellan. We further identified genes that were differ-
entially correlated with the AUCs at 7 days and 2 months by testing for dif-
ferential correlations using the Fisher z-transformation, adapting code from
the DGCA R package197. We extended this concept by computing module
scores for GO terms for each spatial barcode with the Seurat function Ad-
dModuleScore, as described above, and testing for significant correlations
between GO module scores and the AUCs returned by Magellan. As in the
DE analysis, the expression of genes or GO modules correlated or anticor-
related with the AUC of spatial prioritization was visualized on the two-
dimensional spinal cord using two-dimensional locally weighted regression.

Integration of the Tabulae Paralytica. To integrate all of the four Tab-
ulae into a single framework, we leveraged Tangram170 to to embed single-
nucleus transcriptomes and epigenomes onto the common coordinate system
established by our four-dimensional atlas of the mouse spinal cord. Align-
ment of single-cell barcodes into the spatiotemporal atlas was performed
separately for each experimental condition in the snRNA-seq and multiome
atlases, using the most similar condition in the spatiotemporal atlas as a ref-
erence (e.g., aligning cells from 14 days to the spatiotemporal atlas at 7 days
and cells from 1 month to the spatiotemporal atlas at 2 months). Tangram
was run with the top 500 highly variable genes for each cell type and using
cell type definitions at level 4 of the clustering tree.

This procedure assigned x-, y-, and z-coordinates to each nuclei in the
snRNA-seq and multiome atlases. We then employed Magellan to perform
three-dimensional spatial prioritization on the spatialized single-cell data,
using the coordinates assigned by Tangram for each barcode. Spatialized
cells from each injury severity were compared to those from uninjured mice.
Separately, spatialized cells from old mice were compared to those from in-
jured young mice at the same timepoint. Moreover, we again tested for cor-
relation between gene expression in spatialized cells and the AUC of three-
dimensional spatial prioritization.

Gene modules associated with blood-brain barrier endothelial cell
identity and peripheral endothelial cell identity were obtained from the
literature101, and their expression in spatial barcodes was calculated using
the Seurat function AddModuleScore. Similarly, we used the average ex-
pression of genes associated with the GO term “GO:0031175” (neural pro-
jection development) to construct a circuit reorganization score, as described
above for the snRNA-seq atlas, and visualized the expression of this score
in spatialized neurons from the snRNA-seq atlas. Last, to summarize the ex-
pression of the conserved early response module in neurons, we selected the
top 25 genes that were upregulated in the greatest number of level 4 neuron
subtypes and with the greatest mean log-fold change at 4 days post-injury,
and used the Seurat function AddModuleScore to summarize the expression
of this gene module.

Transcription factor accessibility at 7 days was visualized on the four-
dimensional atlas by first embedding individual nuclei from multiome atlas
onto the three-dimensional coordinate system of the spinal cord, and then
visualizing chromVAR deviations from linked epigenomes for each nucleus.

Statistics, power calculations, group sizes, reproducibility, visu-
alization. Statistical evaluations of repeated measures were conducted
by one-way ANOVA with post hoc independent pairwise analysis as per
Tukey’s HSD. For all photomicrographs of histological tissue, staining ex-
periments were repeated independently with tissue from at least four, and in
most cases six, different animals with similar results.

Data availability. Sequencing data have been deposited to the Gene Ex-
pression Omnibus (GSE234774 [reviewer access token: adspcgiwrvwxnsf],

snRNA-seq and spatial transcriptomics, and GSE230765 [reviewer access
token: gdalmmoiplcbtyt], multiome).

Code availability. Augur, Libra, and Magellan are avail-
able from GitHub (https://github.com/neurorestore/Augur,
https://github.com/neurorestore/Libra,
https://github.com/neurorestore/Magellan).
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Supplementary Fig. 1 | Pilot study of snRNA-seq in the injured mouse spinal cord.
a, Schematic overview of experimental design.
b, Quality control (number of UMIs per cell and number of genes detected per cell) of single-cell libraries from injured and uninjured mouse spinal cords.
c-f, Detection and prevalence of cell doublets in the pilot study.
c, Number of doublets detected in each library by four computational methods for doublet detection.
d, Visualization of doublets detected by each of four computational methods on a UMAP plot of 22,157 cell barcodes from the mouse spinal cord.
e, Overlap between doublets identified by each method, as quantified by the Jaccard index. DoubletFinder calls a largely distinct set of cell barcodes as
doublets, as compared to the other three methods.
f, Number and proportion of doublets detected in each library by the final method for doublet identification, comprising the union of doublet calls from
scDblFinder and scds.
g, UMAP visualization of 18,269 cells, revealing 25 transcriptionally distinct clusters of cells in the injured and uninjured mouse spinal cord.
h, UMAP visualization of 18,269 cells, colored by the experimental condition of origin for each cell (uninjured or SCI).
i, Proportions of eight major cell types of the mouse spinal cord detected in either experimental condition.
j, UMAP visualization of 420,786 cells, including the pilot dataset and sixteen published single-cell studies of the mouse spinal cord, colored by the
study of origin. Left, before data integration with Seurat; right, after data integration.
k, As in j, but showing major cell types inferred by label transfer with Seurat.
l, Proportions of six major cell types, and unassigned cells, recovered by sixteen published single-cell studies of the mouse spinal cord and the pilot
dataset. Datasets are hierarchically clustered by cell type composition and annotated according to the study type.
m, As in k, but showing cells from each study individually.
n-o, Calibration of the label transfer functionality used to assign coarse cell types in published studies.
n, Concordance between cell types automatically assigned by label transfer and manually assigned by the authors of the original study in the Sathya-
murthy et al. dataset.
o, Correlation between the cell type proportions recovered by label transfer and those manually assigned by the authors of the original study in the
Sathyamurthy et al. dataset.
p-q, Analysis of the minimum sequencing depth required to detect cell-type-specific transcriptional changes in the injured mouse spinal cord.
p, Proportion of the complete UMI count matrix recovered after downsampling the number of reads in the injured and uninjured libraries, respectively,
as compared to the complete dataset.
q, Proportion of the complete UMI count matrix recovered in each major cell type after downsampling the number of reads in the injured and uninjured
libraries, respectively, as compared to the complete dataset.
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Supplementary Fig. 2 | Representative histological images across experimental conditions.
a, Histological photomicrographs show two-dimensional views of injured spinal cords stained with glial fibrillary acidic protein (GFAP).
b, Quantification of the SCI lesion epicentre. The extent of spared spinal cord tissue was quantified from coronal sections immunolabeled against GFAP.
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Supplementary Fig. 3 | High-resolution kinematic analysis across experimental conditions.
a, Locomotor performance of mice across timepoints after SCI. Locomotor performance was quantified using principal component analysis applied to
55 gait parameters calculated from kinematic recordings. Small points show individual gait cycles (n > 10 per mouse, n = 4-7 mice per group). Large
points show the mean of each experimental group. The first principal component (PC1) distinguished gaits from mice across different experimental
groups. Analysis of factor loadings on PC1 revealed that the percentage of paw dragging, the extent of foot oscillation, and acceleration of the limb at
swing onset were among the parameters that showed the highest correlation with PC1. Bars report the mean values of these gait parameters.
b, As in a, for mice subjected to different severities of crush SCI.
c, As in a, for mice subjected to different injury mechanisms.
d, As in a, for mice treated with various clinical and experimental interventions.
e, As in a, for old versus young mice.
f, As in a, for male versus female mice.
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Supplementary Fig. 4 | Quality control of the snRNA-seq atlas.
a-i, Quality control statistics for 435,099 single-nucleus transcriptomes from the uninjured and injured mouse spinal cord.
a, Number of unique molecular identifiers (UMIs) per nucleus in individual libraries from each experimental condition.
b, Number of UMIs per nucleus, aggregated across all libraries. Inset text shows the median number of UMIs.
c, Number of UMIs per nucleus in each major cell type.
d, Number of genes detected per nucleus in individual libraries from each experimental condition.
e, Number of genes detected per nucleus, aggregated across all libraries. Inset text shows the median number of genes detected.
f, Number of genes detected per nucleus in each major cell type.
g, Proportion of mitochondrial counts per nucleus in individual libraries from each experimental condition.
h, Proportion of mitochondrial counts per nucleus, aggregated across all libraries. Inset text shows the median proportion of mitochondrial counts.
i, Proportion of mitochondrial counts per nucleus in each major cell type.
j, Number of nuclei passing quality control in each of the 54 libraries comprising the snRNA-seq atlas.
k, Relationship between the number of UMIs and the number of genes detected per nucleus across all 435,099 nuclei.
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Supplementary Fig. 5 | Clustering tree of 180 cell types and subtypes in the snRNA-seq atlas.
a, Clustering tree of the mouse spinal cord, revealing the hierarchical relationships between spinal cord cell types across levels 1 to 3 in the taxonomy,
with cell types at level 3 highlighted. Text at the top of the tree shows the clades of the clustering tree corresponding to the major cell types of the mouse
spinal cord (i.e., level 1 in the taxonomy).
b, As in a, but showing level 4 in the taxonomy.
c, As in a, but showing level 5 in the taxonomy.
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Supplementary Fig. 6 | Annotation of major cell types in the snRNA-seq atlas.
a, UMAP visualization showing expression of key marker genes for the major cell types of the mouse spinal cord.
b, UMAP visualization showing the density of individual nuclei within the UMAP embedding.
c, Number of nuclei from each major (level 1) cell type identified across all experimental conditions.
d, Number of nuclei from each level 2 cell type identified across all experimental conditions.
e, Proportions of nuclei from each level 1 (inner circle) and level 2 (outer circle) across all experimental conditions.
f, UMAP visualizations of each individual experimental condition in the snRNA-seq atlas, colored by level 2 cell type.
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Supplementary Fig. 7 | Annotation of immune cell subtypes in the snRNA-seq atlas.
a, Dot plot showing expression of key marker genes for immune cell subtypes.
b, Number of nuclei from each immune cell subtype identified across all experimental conditions.
c, UMAP visualization showing expression of key marker genes for immune cell subtypes.
d, Sankey diagram showing the proportions of each astroependymal cell subtype across injury severities.
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Supplementary Fig. 8 | Annotation of astroependymal cell subtypes in the snRNA-seq atlas.
a, Dot plot showing expression of key marker genes for astroependymal cell subtypes.
b, Number of nuclei from each astroependymal cell subtype identified across all experimental conditions.
c, UMAP visualization showing expression of key marker genes for astroependymal cell subtypes.
d, Sankey diagrams showing the proportions of each astroependymal cell subtype across timepoints, left, and injury severities, right.
e, Boxplot highlighting the proportions of protoplasmic astrocytes within individual libraries from the timecourse experiment, as compared to all other
astroependymal cell subtypes.
f, Boxplot highlighting the proportion of protoplasmic astrocytes within individual libraries from the severity experiment, as compared to all other as-
troependymal cell subtypes.
g, Boxplot highlighting the proportion of reactive astrocytes within individual libraries from the timecourse experiment, as compared to all other as-
troependymal cell subtypes.
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Supplementary Fig. 9 | Annotation of vascular cell subtypes in the snRNA-seq atlas.
a, Dot plot showing expression of key marker genes for vascular cell subtypes.
b, Number of nuclei from each vascular cell subtype identified across all experimental conditions.
c, UMAP visualization showing expression of key marker genes for vascular cell subtypes.
d, Sankey diagram showing the proportions of each vascular cell subtype across injury severities.
e, Average expression of the BBB dysfunction module in vascular cells across timepoints.
f, Average expression of the BBB dysfunction module in vascular cells across injury severities.
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Supplementary Fig. 10 | Annotation of oligodendrocyte subtypes in the snRNA-seq atlas.
a, Dot plot showing expression of key marker genes for oligodendrocyte subtypes.
b, Number of nuclei from each oligodendrocyte subtype identified across all experimental conditions.
c, UMAP visualization showing expression of key marker genes for oligodendrocyte subtypes.
d, Sankey diagram showing the proportions of each oligodendrocyte subtype across timepoints.

Skinnider, Gautier et al. | Supplementary figures 13



Supplementary Fig. 11 | Annotation of neuron subtypes in the snRNA-seq atlas.
a, Dot plot showing expression of one key marker gene for each level 4 neuron subtype in the mouse spinal cord.
b, Number of nuclei from each level 4 neuron subtype identified across all experimental conditions.
c, UMAP visualization showing expression of classical excitatory-inhibitory and dorsal-ventral marker genes within neurons in the mouse spinal cord.
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Supplementary Fig. 12 | Neuronal susceptibility and resilience to SCI.
a, Boxplot highlighting the proportion of neurons within individual libraries from the severity experiment, as compared to other major cell types.
b, Sankey diagram showing the proportions of each level 4 neuron subtype across injury severities.
c, Boxplot showing the log2-odds ratio comparing the proportions of neurons from each level 4 subtype between the uninjured spinal cord, for all com-
parisons involving the injured spinal cord at 7 days post-injury. Cerebrospinal fluid-contacting neurons are the lone subpopulation to exhibit statistically
significant resilience following SCI. **, p < 0.01; ***, p < 0.001.
d, Scatterplot highlighting an individual comparison from c, showing the proportions of neurons from each level 4 subtype in the uninjured spinal cord,
x-axis, and 7 days after a complete injury, y-axis. Color shows the log2-odds ratio. Cerebrospinal fluid-contacting neurons are highlighted.
e, Proportion, y-axis, and absolute number, point size, of cerebrospinal fluid-contacting neurons recovered from each experimental condition. Dotted
line shows the proportion of cerebrospinal fluid-contacting neurons in the uninjured spinal cord.
f, Representative histological photomicrographs show injured spinal cords across injury severities after staining for NeuN and PKD1L2, a marker of
cerebrospinal fluid-contacting neurons.
g, Quantification of histological data demonstrating increasing proportions of cerebrospinal fluid-contacting neurons across injury severities.
h, Volcano plot showing differentially expressed genes in cerebrospinal fluid-contacting neurons following spinal cord injury, as compared to other neuron
subtypes.
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Supplementary Fig. 13 | Conserved and divergent neuronal responses to SCI.
a, Heatmap showing fold changes for all genes differentially expressed after SCI in at least one level 4 neuron subtype at 1 day, top, and 1 month,
bottom, after injury. Patterns of differential expression are broadly conserved at 1 day, but more subtype-specific at 1 month.
b, Heatmap showing fold changes for selected genes with broadly conserved patterns of differential expression across level 4 neuron subtypes at 1 day
post-injury.
c, Dot plot showing average expression of the circuit reorganization module in each level 4 neuron subtype across timepoints.
d, Dendrogram showing expression of the growth factor Gdnf across levels 1 to 4 of the neuron taxonomy. Point color shows mean expression in each
neuron subtype, while point size reflects the proportion of neurons of that subtype with detectable expression.
e, Boxplots showing average expression of the axon development, left, and dendrite development, right modules in Vsx2-expressing neurons across
timepoints.
f, Timeline of Vsx2ON neuron diphtheria toxin ablation experiments. Two weeks before complete crush SCI, animals received an injection of AAVs
expressing DTR. At eight weeks, animals received daily injections of diphtheria toxin for 7 days. Kinematics were then recorded and tissue was collected
for evaluation.
g, Histological verification of Vsx2ON neuron ablation in the lower thoracic region. Images show loss of Vsx2ON neurons in the thoracic spinal cord,
above and below the level of the crush SCI. Bar graph shows the number of Vsx2ON neurons found in each animal (n = 4 mice per group, independent
samples two-tailed t-test, t = 11.7, p = 2.4 × 10–5).
h, Locomotor performance in the Vsx2ON ablation experiment, as quantified in Supplementary Fig. 2 (n > 10 gait cycles per mouse, n = 4 mice per
group; statistics indicate Tukey HSD tests following one-way ANOVA). n.s., not significant; *, p < 0.05; **, p < 0.01; ***, p < 0.001.
i, Boxplot showing average expression of the circuit reorganization module in each level 4 neuron subtype within the uninjured spinal cord. Vsx2-
expressing neurons display the highest expression of the circuit reorganization module in the uninjured spinal cord.
j, Scatterplots comparing basal expression of the circuit reorganization module in the uninjured spinal cord, x-axis, with the SCI-induced upregulation
of this module at each timepoint after injury, y-axis, for each level 4 neuron subtype. Inset text shows the Pearson correlation. Basal and induced
expression of the circuit reorganization module is maximally correlated at 1 month post-injury, coinciding with the temporal window of opportunity for
natural recovery after SCI.
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Supplementary Fig. 14 | Neurons remain differentiated after SCI.
a, Volcano plots showing differential expression for all level 4 neuron subtypes simultaneously across timepoints. Enlarged points represent the key
marker genes for each neuron subtype shown in Supplementary Fig. 11a. Marker genes shown in grey show no evidence of differential expression
after SCI in their respective neuron subtype.
b, Volcano plot showing differential expression for averaged gene expression modules comprising the top 5, top 10, or top 50 marker genes identified
for each level 4 neuron subtype by unbiased comparisons with all other neurons, simultaneously across all timepoints. The vast majority of marker gene
modules show no evidence of downregulation after SCI in their respective neuron subtype.
c, As in b, but showing differential expression for averaged gene expression modules comprising the top 50 marker genes for each level 4 neuron
subtype, shown separately for each condition in the timecourse experiment.
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Supplementary Fig. 15 | Facilitating and inhibiting molecule expression in the injured spinal cord.
a-j, Dendrograms showing expression of selected facilitating and inhibiting molecules across the cellular taxonomy of the spinal cord. Point color shows
mean expression in each cell type, while point size reflects the proportion of cells with detectable expression.
k, Dendrogram showing cell type prioritizations assigned by Augur across the cellular taxonomy of the spinal cord after treatment with ChABC. The
three level 5 cell types with the highest AUCs are annotated.
l, Upregulation of genes associated with focal adhesion across level 4 neuron subtypes after ChABC treatment. Vertical lines show coefficients estimated
by a linear mixed model within each neuron subtype.
m, Differential expression of individual genes associated with focal adhesion across level 4 neuron subtypes after ChABC treatment. Points show
pseudobulk gene expression values in counts per million. Lines connect each neuron subtype across experimental conditions.
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Supplementary Fig. 16 | Immunomodulation does not confer neuroprotection after spinal cord injury.
a, Dendrogram showing cell type prioritizations assigned by Augur across the cellular taxonomy of the spinal cord after treatment with methylpred-
nisolone. The three level 5 cell types with the highest AUCs are annotated.
b, Dendrogram showing cell type prioritizations assigned by Augur across the cellular taxonomy of the spinal cord after treatment with minocycline. The
three level 5 cell types with the highest AUCs are annotated.
c, Sankey diagram showing the proportions of neurons recovered from the injured spinal cord after treatment with methylprednisolone or minocycline,
as compared to untreated controls.
d, Volcano plot showing the statistical significance of changes in major cell type proportions after treatment with methylprednisolone, as compared to
untreated controls. No statistically significant differences in cell type proportions are detected after treatment.
e, Volcano plot showing the statistical significance of changes in major cell type proportions after treatment with minocycline, as compared to untreated
controls. No statistically significant differences in cell type proportions are detected after treatment.
f, Schematic depicting the procedure by which neurons are assigned to uninjured versus injured transcriptional phenotypes by a machine-learning
classifier.
g, Lollipop plot showing the statistical significance of downregulation for each of the gene modules shown in in h after methylprednisolone or minocycline
treatment.
h, Downregulation of gene modules associated with cellular stress across level 4 neuron subtypes after methylprednisolone or minocycline treatment.
Vertical lines show coefficients estimated by a linear mixed model within each neuron subtype.
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Supplementary Fig. 17 | Sexual dimorphism in the response to SCI.
a, Dendrogram showing cell type prioritizations assigned by Augur across the cellular taxonomy of the spinal cord in comparisons of male and female
mice. The seven level 5 cell types with the highest AUCs are annotated.
b, Sankey diagram showing the proportions of immune cell subtypes recovered from the spinal cords of male versus female mice.
c, Volcano plot showing the statistical significance of changes in immune cell subtype proportions between male and female mice.
d, Boxplot showing the intensity of transcriptional perturbations within level 4 cell types, as quantified by Augur, in all comparisons involving the injured
spinal cord at 7 days post-injury. The transcriptional perturbation between male and female mice is among the most subtle in the snRNA-seq atlas.
e, Sankey diagram showing the proportions of major cell types recovered from the spinal cords of male versus female mice.
f, Volcano plot showing the statistical significance of changes in major cell type proportions between male and female mice. No statistically significant
differences in cell type proportions are detected.
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Supplementary Fig. 18 | Cellular divergence between animal models of SCI.
a, Sankey diagram showing the proportions of immune cell subtypes across crush, contusion, and hemisection injury models.
b, Volcano plot showing the statistical significance of changes in major cell type proportions between crush and hemisection injuries. No statistically
significant differences in cell type proportions are detected.
c, Volcano plot showing the statistical significance of changes in immune cell subtype proportions between crush and hemisection injuries. No statistically
significant differences in cell type proportions are detected.
d, Histological photomicrographs show injured spinal cords across injury models after staining for GFAP and CD45.
e, Quantification of immune infiltration at the lesion epicentre across injury models. The extent of immune infiltration was quantified from coronal sections
immunolabeled for CD45. No comparisons were significant (all p > 0.05, Tukey HSD tests following one-way ANOVA).
f, Boxplots showing the average intensity of transcriptional perturbations in dorsal versus ventral neurons, as quantified by Augur, in comparisons of
mice subjected to crush, contusion, and hemisection injuries. *, p < 0.05; **, p < 0.01; n.s., not significant.
g, Boxplots showing the average intensity of transcriptional perturbations in dorsal versus ventral neurons, as quantified by Augur, in comparisons of
mice subjected to crush injuries of increasing severity. n.s., not significant.
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Supplementary Fig. 19 | Catastrophic failure of tripartite barrier formation in old mice.
a, Dendrogram showing cell type prioritizations assigned by Augur across the cellular taxonomy of the spinal cord in comparisons of young and old mice
at seven days post-injury. The eight level 5 cell types with the highest AUCs are annotated.
b, Sankey diagram showing the proportions of vascular cell subtypes in young and old mice at seven days post-injury.
c, Sankey diagram showing the proportions of astroependymal cells expressing Id3 in young and old mice at seven days post-injury.
d, Average expression of the BBB identity module, left, and the peripheral vascular identity module, right, in capillary endothelial cells from young and
old mice at seven days post-injury.
e, Heatmap showing log-fold changes for all genes differentially expressed in at least one level 4 cell type in comparisons of injured versus uninjured
mice, top, and old versus young mice, bottom.
f, Heterogeneity of differential expression in comparisons of injured versus uninjured mice, top, and old versus young mice, bottom. Each point shows
a gene differentially expressed in at least one level 4 cell type. The x-axis shows the average log2-fold change across all cell types; the y-axis shows
the standard deviation of the log2-fold change across cell types (“response heterogeneity”); point size reflects the total number of cell types in which the
gene is differentially expressed; and point color reflects the proportion of cell types in which the sign of the log2-fold change was the same as the modal
sign (“direction consistency”).
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Supplementary Fig. 20 | Quality control of the multiome atlas.
a-f, Quality control of the ATAC modality.
a, TSS enrichment score versus the number of unique fragments per cell in barcodes from each experimental condition. Solid lines show the thresholds
used for initial quality control of the ATAC modality in the multiome atlas.
b, Aggregate fragment size distributions for barcodes passing initial quality control thresholds in the ATAC modality of the multiome atlas.
c, Number of fragments per nucleus in individual libraries from each experimental condition.
d, TSS enrichment scores per nucleus in individual libraries from each experimental condition.
e, Proportion of reads mapping to blacklist regions per nucleus in individual libraries from each experimental condition.
f, Number of nuclei passing quality control for each individual library in the multiome atlas.
g-o, Quality control of the RNA modality.
g, Number of unique molecular identifiers (UMIs) per nucleus in individual libraries from each experimental condition.
h, Number of UMIs per nucleus, aggregated across all libraries. Inset text shows the median number of UMIs.
i, Number of UMIs per nucleus in each major cell type.
j, Number of genes detected per nucleus in individual libraries from each experimental condition.
k, Number of genes detected per nucleus, aggregated across all libraries. Inset text shows the median number of genes detected.
l, Number of genes detected per nucleus in each major cell type.
m, Proportion of mitochondrial counts per nucleus in individual libraries from each experimental condition.
n, Proportion of mitochondrial counts per nucleus, aggregated across all libraries. Inset text shows the median proportion of mitochondrial counts.
o, Proportion of mitochondrial counts per nucleus in each major cell type.
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Supplementary Fig. 21 | Hierarchical transfer of cell type annotations from the snRNA-seq atlas to the multiome atlas.
a, Benchmarking the accuracy of automated cell type assignment by leave-library-out cross-validation on the snRNA-seq atlas. Boxplot shows per-cell-
type accuracies in each held-out library after systematically varying the number of nearest-neighbors, k; the number of principal components, d; and the
number of soft cluster centroids, K. In addition, we experimented with constraining the potential matches at finer levels of our cellular taxonomy on the
basis of cell types assigned at higher levels (“mode=tree”).
b, Correlation between the accuracy of cell type annotation at the finest level of the clustering tree (level 5) and levels 2, 3, and 4, for each hyperparameter
combination shown in a. The results for level 1 are not shown because accuracy at this level approximated 100c, Impact of varying the the number
of nearest-neighbors, k, and the number of principal components, d, on the accuracy of automated cell type assignment in leave-library-out cross-
validation.
d, Impact of the hierarchical adaptation of cell type annotation transfer, whereby all possible cell types are considered as potential matches at a given
resolution (“independent”), or potential matches are constrained based on the cell type annotation at the previous resolution of the clustering tree (“tree”).
The hierarchical approach consistently improves accuracy, particularly for lower levels of the clustering tree.
e, Performance of automated cell type annotation under the specific parameters used for cell type annotation in the multiome dataset. Top, dendrogram
showing the average accuracy of cell type annotation for the complete cellular taxonomy in leave-library-out cross-validation on the snRNA-seq atlas.
Bottom, confusion matrix at level 5 of the cellular taxonomy.
f, Sankey diagram showing the proportions of major (level 1) cell types in the snRNA-seq versus multiome atlases.
g, Sankey diagram showing the proportions of level 2 cell types in the snRNA-seq versus multiome atlases.
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Supplementary Fig. 22 | Cell types and subtypes in the multiome atlas.
a, UMAP visualization showing nuclei separately for each experimental condition in the multiome atlas, based on gene expression in the RNA modality
and colored by level 2 cell type.
b, UMAP visualization showing expression of key marker genes for major cell types in the RNA modality of the multiome atlas.
c, UMAP visualization showing nuclei separately for each experimental condition in the multiome atlas, based on chromatin accessibility in the ATAC
modality and colored by level 2 cell type.
d, UMAP visualization showing gene activity scores of key marker genes for major cell types in the ATAC modality of the multiome atlas.
e, UMAP visualization of immune cells in the multiome atlas based on gene expression in the RNA modality or chromatin accessibility in the ATAC
modality, and colored by level 2 cell type or experimental condition.
f, As in e, but for astroependymal cells.
g, As in e, but for vascular cells.
h, As in e, but for oligodendrocytes.
i, As in e, but for neurons.
j, Number of nuclei from each major (level 1) cell type identified in the multiome atlas.
k, Number of nuclei from each level 2 cell type identified in the multiome atlas.
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Supplementary Fig. 23 | Peak calling in the multiome atlas.
a, Number of peaks attributed to each major (level 1) cell type by the iterative overlap-merging procedure in ArchR.
b, Number of peaks attributed to each level 2 cell type by the iterative overlap-merging procedure in ArchR.
c, Number of peaks attributed to each cell type throughout the cellular taxonomy of the spinal cord by the iterative overlap-merging procedure in ArchR.
d, Number, top, and proportion, bottom, of promoter, exonic, intronic, or distal peaks when calling peaks at levels 1 to 4 of the cellular taxonomy.
e, Distance to the nearest TSS for peaks called at levels 1 to 4 of the cellular taxonomy.
f, Statistical comparison of distance to the nearest TSS for peaks called at levels 1 to 4 of the cellular taxonomy, as shown in e. Calling peaks for cell
subtypes defined at more granular resolutions leads to improved detection of distal regulatory elements.
g, Distribution of the mean fragment counts per cell, for all peaks called at level 4 of the cellular taxonomy.
h, Distribution of the mean proportion of cells in which each peak is accessible, for all peaks called at level 4 of the cellular taxonomy.
i, Scatterplot showing the relationship between the mean fragment counts per cell and the mean, for all peaks called at level 4 of the cellular taxonomy.
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Supplementary Fig. 24 | Cell-type-specific transcription factors in the multiome atlas.
a, Deviations of the top ten cell-type-specific transcription factors for major (level 1) cell types identified by chromVAR, shown for each individual barcode
in the multiome atlas.
b, Median deviations of the top five cell-type-specific transcription factors for level 2 cell types identified by chromVAR.

Skinnider, Gautier et al. | Supplementary figures 33



34 Skinnider, Gautier et al. | Supplementary figures



Supplementary Fig. 25 | Cell type- and subtype-specific transcription factors in the multiome atlas.
Cell-type-specific transcription factors discussed in the main text. Left, UMAP visualizations of chromVAR motif deviations for cells subset to the relevant
major (level 1) cell type, a-l, or for all cells in the dataset, m. Right, dendrograms showing mean and median chromVAR motif deviations per cell type
for levels 1-4 of the clustering tree.
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Supplementary Fig. 26 | Regulatory programs underlying tripartite barrier formation.
a, Volcano plot showing correlations between transcription factor binding motif accessibility, in the ATAC modality, and expression of the blood-brain
barrier dysfunction score, in the RNA modality, across all vascular cells. The top three correlated and anti-correlated motifs are annotated.
b, Scatterplots highlighting relationships between expression of the blood-brain barrier dysfunction score and transcription factor binding motif accessi-
bility for selected motifs discussed in the main text. Points are colored by the density of individual nuclei.
c, Volcano plots showing differentially accessible transcription factor binding motifs in the other cell types that establish the tripartite barrier.
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Supplementary Fig. 27 | Conserved and divergent regulatory programs in injured neurons.
a, Top 25 transcription factor binding motifs with conserved patterns of up- or downregulation across level 4 neuron subtypes at 7 days post-injury.
Top, boxplot showing the estimated effect of SCI on transcription factor binding motif accessibility across all level 4 neuron subtypes. Bottom, heatmap
showing the estimated effect of SCI on transcription factor binding motif accessibility within each level 4 neuron subtype individually.
b, Identification of transcription factor binding motifs with significant variation across neuron subtypes in their patterns of accessibility at 2 months post-
injury. The x-axis shows the standard deviation of coefficients estimated by linear mixed models for each neuron subtype independently, while the y-axis
shows the statistical significance of the standard deviation compared to linear mixed models fit with randomized neuron subtype assignments.
c, Heatmap showing the estimated effect of SCI on transcription factor binding motif accessibility across level 4 neuron subtypes for the significantly
variable motif shown in b.

Skinnider, Gautier et al. | Supplementary figures 37



Supplementary Fig. 28 | Evolutionary conservation and acceleration of differentially accessible regions.
a, Line charts showing the median phyloP score of the top-n differentially accessible peaks, for values of n between 50 and 10,000, within major cell
types of the spinal cord at 7 days and 2 months after SCI. Vertical lines highlight the top-1,000 differentially accessible peaks within each cell type.
b-c, Mean phyloP scores over all nucleotides within each of the top 1,000 differentially accessible peaks in each major cell type at 7 days, b, and 2
months, c, after SCI. Vertical line shows the median phyloP score for all peaks in the dataset.
d-e, Mean phyloP scores over all nucleotides within each of the top 1,000 peaks that are opening versus closing in neurons at 7 days, d, and 2 months,
e, after SCI. Vertical line shows the median phyloP score for all peaks in the dataset.
f, Mean phyloP score over all accessible peaks in nuclei from each level 4 neuron subtype in the multiome atlas, split by experimental condition. Ventral
excitatory projection neurons are highlighted.
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Supplementary Fig. 29 | Quality control of the 2D spatial atlas.
a-d, Quality control statistics for 36 sections profiled by spatial transcriptomics (a, legend showing the experimental condition and slide number for
each section; b, mean number of UMIs per barcode; c, mean number of genes detected per barcode; d, mean proportion of mitochondrial counts per
barcode). Shaded areas show the standard deviation. Sections are colored by the slide on which each section was sequenced.
e-g, Aggregate distributions of quality control statistics over all sections (e, number of UMIs per barcode; f, number of genes detected per barcode; g,
proportion of mitochondrial counts per barcode).
h, Relationship between the number of UMIs and number of genes detected per spatial barcode.
i-k, Quality control statistics visualized on the common coordinate system of the spinal cord, separately for each experimental condition (i, mean number
of UMIs per barcode; j, mean number of genes detected per barcode; k, mean proportion of mitochondrial counts per barcode).
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Supplementary Fig. 30 | Definition and quality control of lesion compartments.
a, Schematic overview of the procedure for definition of lesion compartments on the common coordinate system of the spinal cord.
b, Proportion of spatial barcodes assigned to each lesion compartment within each slide.
c-e, Distributions of quality control statistics (c, number of UMIs per barcode; d, number of genes detected per barcode; e, proportion of mitochondrial
counts per barcode) for spatial barcodes within each lesion compartment.
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Supplementary Fig. 31 | Shared and distinct programs of gene expression across lesion compartments.
a, Left, total number of differentially expressed genes detected within each lesion compartment at 7 days and 2 months after SCI. Right, legend showing
the position of each lesion compartment, as in Fig. 6c.
b-c, Volcano plots showing differentially expressed genes for all lesion compartments at 7 days, b, and 2 months, c. The top three genes per lesion
compartment, as ranked by the product of the log2-fold change and the –log10 p-value, are annotated.
d-e, Heatmap showing log2-fold changes for all genes differentially expressed in at least one lesion compartment at 7 days, d, and 2 months, e.
f-g, Heatmap showing log2-fold changes for the top five genes differentially expressed in each lesion compartment at 7 days, f, and 2 months, g.
h-i, Visualization of selected differentially expressed genes specific to individual lesion compartments at 7 days, h, and 2 months, i, on the two-
dimensional coordinate system of the injured spinal cord.
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Supplementary Fig. 32 | Cell type deconvolution of the 2D spatial atlas.
a, Major cell types assigned to each spatial barcode, visualized for each experimental condition on the two-dimensional coordinate system of the injured
spinal cord.
b, Sankey diagram showing the cellular composition of each lesion compartment at 7 days, for major (level 1) cell types.
c, Sankey diagram showing the cellular composition of each lesion compartment at 2 months, for level 1 cell types.
d, Sankey diagram showing the cellular composition of each lesion compartment at 2 months, for level 2 cell types.
e, Sankey diagram showing the evolution of the cellular composition of the entire injured spinal cord between 7 days and 2 months, for level 1 cell types.
f, Sankey diagram showing the evolution of the cellular composition of the entire injured spinal cord between 7 days and 2 months, for level 2 cell types.
g, Visualization of the deconvolution weights assigned by RCTD for selected level 2 cell types at each timepoint, on the two-dimensional coordinate
system of the injured spinal cord.
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Supplementary Fig. 33 | Spatial prioritization of the 2D spatial atlas.
a, Schematic overview illustrating the concept of spatial prioritization, as captured in Magellan.
b-d, Spatial prioritizations assigned by Magellan to each pairwise comparison of experimental conditions in the 2D spatial atlas (b, 7 days versus
uninjured; c, 2 months versus uninjured, d, 7 days versus 2 months). Bottom, AUCs of spatial prioritization visualized on the two-dimensional coordinate
system of the injured spinal cord. Top, average AUCs of spatial prioritization along the rostrocaudal axis, highlighting prioritization of the lesion site.
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Supplementary Fig. 34 | Molecular basis of spatial prioritization at the gene level.
a-c, Volcano plots showing correlations between the AUCs assigned by Magellan at each spatial barcode and transcriptome-wide gene expression
across the same spatial barcodes (a, 7 days versus uninjured; b, 2 months versus uninjured; c, 7 days versus 2 months). Inset pie charts show the
proportions of all tested genes that are significantly correlated with the spatial prioritizations.
d, Heatmap showing Pearson correlations between spatial prioritizations and gene expression for each pairwise comparison of experimental conditions,
for the top 40 most recurrently correlated genes across all comparisons.
e, Heatmap showing Pearson correlations between spatial prioritizations and gene expression for each pairwise comparison of experimental conditions,
for the top 40 most variably correlated genes across all comparisons.
f, Visualization of selected genes prioritized by their correlation to spatial prioritizations on the two-dimensional coordinate system of the injured spinal
cord.
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Supplementary Fig. 35 | Molecular basis of spatial prioritization at the gene module level.
a-c, Volcano plots showing correlations between the AUCs assigned by Magellan at each spatial barcode and the average expression of genes asso-
ciated with a given GO term (“GO modules”) across the same spatial barcodes (a, 7 days versus uninjured; b, 2 months versus uninjured; c, 7 days
versus 2 months). Inset pie charts show the proportions of all tested GO modules that are significantly correlated with the spatial prioritizations.
d, Heatmap showing Pearson correlations between spatial prioritizations and GO module scores for each pairwise comparison of experimental condi-
tions, for the top 40 most recurrently correlated GO modules across all comparisons.
e, Heatmap showing Pearson correlations between spatial prioritizations and GO module scores for each pairwise comparison of experimental condi-
tions, for the top 40 most variably correlated GO modules across all comparisons.
f, Visualization of selected GO modules prioritized by their correlation to spatial prioritizations on the two-dimensional coordinate system of the injured
spinal cord.
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Supplementary Fig. 36 | Molecular basis of differential spatial prioritization at the gene level.
a, Scatterplots highlighting genes with differential correlations to spatial prioritizations between pairwise comparisons of experimental conditions.
b, Visualization of selected genes prioritized by their differential correlation to spatial prioritizations between comparisons on the two-dimensional
coordinate system of the injured spinal cord.
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Supplementary Fig. 37 | Molecular basis of differential spatial prioritization at the gene module level.
a, Scatterplots highlighting GO modules with differential correlations to spatial prioritizations between pairwise comparisons of experimental conditions.
b, Visualization of selected GO modules prioritized by their differential correlation to spatial prioritizations between comparisons on the two-dimensional
coordinate system of the injured spinal cord.
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Supplementary Fig. 38 | Quality control of the 3D spatial atlas.
a-d, Quality control statistics for 16 sections profiled by three-dimensional spatial transcriptomics (a, legend showing the experimental condition and slide
number for each section; b, mean number of UMIs per barcode; c, mean number of genes detected per barcode; d, mean proportion of mitochondrial
counts per barcode). Shaded areas show the standard deviation. Sections are colored by the slide on which each section was sequenced.
e-g, Aggregate distributions of quality control statistics over all sections in the 3D spatial atlas (e, number of UMIs per barcode; f, number of genes
detected per barcode; g, proportion of mitochondrial counts per barcode).
h, Relationship between the number of UMIs and number of genes detected per spatial barcode in the 3D spatial atlas.
i-k, Quality control statistics visualized on the three-dimensional common coordinate system of the spinal cord, separately for each experimental
condition (i, mean number of UMIs per barcode; j, mean number of genes detected per barcode; k, mean proportion of mitochondrial counts per
barcode).
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Supplementary Fig. 39 | Lesion compartments in the 3D spatial atlas.
Expression of marker genes associated with distinct lesion compartments across the 3D spatial transcriptomic atlas at 7 days, including spared but
reactive neural tissue (Slc12a5, a) the fibrotic scar (Col4a2, b), and the astrocyte barrier (Gfap, c), as shown in Fig. 8b but here visualized separately
for each gene.
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Supplementary Fig. 40 | Inhibitory and facilitating molecules in the 3D spatial atlas.
Expression of selected inhibitory and facilitating molecules across the 3D spatial transcriptomic atlas at 7 days. a, Cspg4; b, Cspg5; c, Ncan; d, Acan;
e, Lama1.
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Supplementary Fig. 41 | Cell type marker gene expression in the 3D spatial atlas.
Expression of selected cell type marker genes across the 3D spatial transcriptomic atlas at 7 days. a, Aqp4 (astrocytes); b, C1qc (peripheral immune
cells); c, Rbfox3 (neurons); d, H2-aa (border-associated macrophages); e, Dnah12 (ependymal cells); f, Slc17a6, excitatory neurons; g, Slc32a1
(inhibitory neurons); h, Flt1 (vascular cells).
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Supplementary Fig. 42 | Cell type deconvolution of the 3D spatial atlas.
Visualization of the deconvolution weights assigned by RCTD for selected level 2 cell types at 7 days, on the two-dimensional coordinate system of
the injured spinal cord. a, Astrocytes; b, ependymal cells; c, dorsal neurons; d, ventral neurons; e, newly forming oligodendrocytes (NFOL); f, mature
oligodendrocytes (MOL); g, myelin-forming oligodendrocytes (MFOL); h, peripheral immune cells.
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Supplementary Fig. 43 | Molecular basis of three-dimensional spatial prioritization at the gene and gene module levels.
a-d, Volcano plots showing correlations between the AUCs assigned by Magellan to each spatialized barcode from the snRNA-seq and transcriptome-
wide gene expression across the same snRNA-seq barcodes (a, mild; b, moderate; c, severe; d, complete). Inset pie charts show the proportions of all
tested genes that are significantly correlated with the spatial prioritizations.
e, Heatmap showing Pearson correlations between spatial prioritizations and gene expression for the top 40 most recurrently correlated genes across
injury severities.
f, Heatmap showing Pearson correlations between spatial prioritizations and gene expression for the top 40 most variably correlated genes across injury
severities.
g, As in e, but for gene modules.
h, As in f, but for gene modules.
i, Expression of selected genes from f across injury severities, visualized on the 3D spatial transcriptomic atlas (i, Iqgap; j, C4b).
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Supplementary Fig. 44 | Early-conserved and late-diverging neuronal responses to SCI in the 3D spatial atlas.
a, Expression of the early conserved neuronal response module in spatialized neurons from the snRNA-seq atlas, visualized on the coordinate system
of the 3D spatial transcriptomic atlas.
b, Expression of the circuit reorganization module in spatialized neurons from the snRNA-seq atlas, visualized on the coordinate system of the 3D
spatial transcriptomic atlas.
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Supplementary Fig. 45 | Three-dimensional mapping of chromatin accessibility.
Accessibility of motifs associated with tripartite barrier formation in spatialized vascular cells from the multiome atlas, visualized on the coordinate system
of the 3D spatial transcriptomic atlas. a, Bach1; b, Fos; c, Lin54; d, Rarg.
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Supplementary Fig. 46 | Loss of blood-brain barrier transcriptional identity in old mice.
Expression of genes that distinguish peripheral endothelial cells from cells of the blood-brain barrier in spatialized vascular cells from young versus old
mice, visualized on the coordinate system of the 3D spatial transcriptomic atlas.
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Supplementary Fig. 47 | A rejuvenative gene therapy reestablishes the tripartite barrier to restore walking.
a, Left, experimental design of a gene therapy intervention to promote the formation of the tripartite barrier, reproduced from Fig. 8a. Right, a second
chronophotography series showing walking in old mice without (top) and with (bottom) a gene therapy intervention to promote the formation of the
tripartite barrier.
b, Composite tiled scans of GFAP and CD45 in horizontal sections from representative old and treated mice.
c, Horizontal sections from representative old and treated mice identifying a restoration of Sox9ONId3ON cells in the astrocyte border region in treated
mice.
d, Locomotor performance in the gene therapy experiment, as quantified in Supplementary Fig. 2 (n > 10 gait cycles per mouse, (n = 5 mice per group;
statistics indicate Tukey HSD tests following one-way ANOVA). *, p < 0.05; **, p < 0.01; ***, p < 0.001.
e, Left, schematic overview of the classification pipeline using high-resolution kinematics data from young and old mice. Right, experimental conditions
assigned to individual steps in old mice that received gene therapy by a machine-learning model trained on kinematics data from untreated animals.
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Chapter 5

Discussion

5.1 A Novel Method for Single-Cell Data Analysis

We introduced a groundbreaking method for the analysis of single-cell data. Our developed tool,

named "Augur," offers the ability to prioritize cell types based on their response to perturbations.

Augur has played a pivotal role in our group’s research, particularly in the context of spinal cord injury

rehabilitation. With this tool, we identified key neuronal subpopulations that facilitate the recovery

of walking following such injuries(Kathe et al., 2022). Additionally, Augur guided the development of

a regenerative strategy to restore walking after a complete spinal cord injury by identifying neurons

with a high propensity to regrow past the lesion center(Squair et al., 2023).

5.2 Benchmarking Bioinformatics Methods for Gene Expression Analysis

We conducted a comprehensive benchmark of bioinformatics methods used to detect differentially

expressed genes in single-cell data. Our findings revealed a concerning rate of false positives when

using the default methods commonly employed in the field. To validate this discovery, we screened

genes that were erroneously identified as differentially expressed in RNAscope experiments. We

emphasized that the performance of statistical methods in single-cell data analysis is strongly

dependent on their ability to account for the intrinsic variability of biological replicates. This

principle is critical in determining the biological accuracy of differential expression methods.
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5.3 Establishment of the Tabulae Paralytica - Atlases of Spinal Cord In-

jury

Building on the knowledge gained in Chapters 1 and 2, Chapter 3 presents the creation of the

"Tabulae Paralytica." This comprehensive resource comprises four molecular and cellular atlases

of spinal cord injury (SCI). These atlases include a single-nucleus transcriptome atlas of over half

a million cells, a multi-omic atlas that combines transcriptomic and epigenomic measurements

within the same nuclei, and two spatial transcriptomic atlases that capture the spatiotemporal

dimensions of the injured spinal cord.

These atlases have been instrumental in advancing our understanding of SCI at an unprece-

dented level of resolution. They have enabled us to uncover several new principles governing

responses to SCI. We uncovered an inherent trade-off faced by neurons, wherein they must choose

between the activation of cellular stress responses and circuit-reorganizing transcriptional programs

in response to injury. Along with this finding we highlighted the intrinsic capacity of a specific

neuronal subpopulation to transform into circuit-reorganizing neurons after injury, offering new

possibilities for regenerative strategies.

We highlight the necessity to coordinate the formation of a tripartite neuroprotective barrier

between immune-privileged neural tissue and extra-neural lesion environments for neurological

recovery from SCI. This requirement becomes even more critical in the process of aging, where a

catastrophic failure of the tripartite barrier leads to overwhelming immune infiltration and catas-

trophic neuronal death into neural tissue, precluding neurological recovery. Following this discovery

we devised a gene therapy strategy that reactivated border-forming cells and improved the neuro-

logical recovery in old mice.

5.4 Future directions

The work presented in this thesis is a critical resource that will serve as a cornerstone for our

future and present research. The Tabulae Paralytica establishes a comprehensive understanding

of spinal cord cell populations and their responses to injury that has been instrumental in guiding

our exploration into various aspects of spinal cord injury, including hemodynamic instability and

specific regions such as the cervical area.

Future work will focus on identifying biomarkers which can be used as a tool to identify lesion

severity to guide the design of personalized regenerative strategies to repair the injured spinal cord.

Towards this, we plan to extend our comprehensive atlases using a combinatorial approach, varying

different injury severities and timepoints at the hyperacute phase post injury.

Additionally, we are now focusing our efforts to develop a cross species atlas that can be used to
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identify conserved and divergent transcriptional programs across a range of animal species ranging

from animals which possess the spontaneous capacity to regenerate (e.g. zebrafish, salamanders),

to species which possess extremely poor regenerative capabilities (non-human primates, humans).

We anticipate that this comparative atlas will identify novel potential therapeutic targets which can

be leveraged to harness the regenerative capability of the injured mammalian nervous system.
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