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In the context of automatic visual inspection of infrastructures by drones, Deep Learning (DL) models are used to 
automatically process images for fault diagnostics. While explainable Artificial Intelligence (AI) algorithms can 
provide explanations to assess whether the DL models focus on relevant and meaningful parts of the input, the task 
of examining all the explanations by domain experts can become exceedingly tedious, especially when dealing with 
a large number of captured images. In this work, we propose a novel framework to identify misclassifications of DL 
models by automatically processing the related explanations. The proposed framework comprises a supervised DL 
classifier, an explainable AI method and an anomaly detection algorithm that can distinguish between explanations 
generated by correctly classified images and those generated by misclassifications. 
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1. Introduction 
Inspection of infrastructures by drones is 
emerging as a viable option to monitoring their 
condition. By processing images collected by 
drones with Deep Learning (DL) models, the 
accuracy of detecting defects and degrading 
conditions in infrastructure components can be 
significantly improved. This, in turn, leads to 
increased efficiency in implementing targeted 
maintenance interventions. DL models are indeed 
capable of delivering good performance; 
however, they can be biased and may achieve 
accurate results by relying on non-causal 
shortcuts  (Geirhos et al. 2020).  
Different types of explainability techniques have 
been proposed to identify the elements of the 
input that contribute the most to the output of the 
DL model(Samek et al. 2021). With the help of 
these explanations, domain experts can identify 
instances where the DL model is making 
inferences based on irrelevant parts of the input, 
thereby indicating that the output should not be 
relied upon.  However, the manual procedure of 
evaluating the explanations is inefficient and 

time-consuming, requiring each explanation to be 
analyzed by domain experts. In (Lapuschkin et al. 
2019) the unsupervised spectral relevance 
analysis (SpRAy) method is proposed to semi-
automatically post-process explanations. It has 
been shown to effectively  identify clusters of 
similar explanations, thereby  reducing the expert 
effort by focusing on the cluster prototypes alone.  
In this work, we propose a novel framework to 
automatically process explanations of a 
supervised DL model in order to identify its 
misclassifications and shortcuts.  
2. Method 
In this research, we automatically process the 
explanations to identify the unusual ones by 
applying a semi-supervised anomaly detection 
algorithm. In the proposed framework, after 
applying a supervised DL model, the images in 
the validation dataset are labelled as correctly or 
incorrectly classified by the DL model. Due to 
the high accuracy of DL models, the number of 
images labelled as incorrect is typically small, 
resulting in an imbalanced problem. In the 
subsequent step, explanations of images of the 
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validation dataset are obtained by applying 
CartoonX (Kolek et al. 2022a), an algorithm that 
generates relevance maps based on Rate 
Distortion Explanations (Kolek et al. 2022b). 
CartoonX extracts the most important features of 
the input in the wavelet domain and highlights 
them in the original image. 
To process explanations, we apply the deep Semi-
Supervised Anomaly Detection (Deep SAD) 
(Ruff et al. 2019) algorithm to generate a compact 
representation of explanations corresponding to 
correctly classified images, while also discerning 
explanations of incorrectly classified images. It is 
worth noting that in the proposed framework, a 
Deep SAD model is developed for each class of 
the classification problem. Finally, domain 
experts are requested to manually reclassify only 
those images whose explanations, as per the Deep 
SAD method, are dissimilar to typical 
explanations of correctly classified images. 
3. Results 
We evaluate the performance of the developed 
framework using a MobileNetV3 (Howard et al. 
2019) DL model, whose task is to diagnose faults 
in insulators’ shells based on images captured by 
drones. Table 1 presents the results obtained by 
applying Deep SAD to the images in the test 
dataset assigned to the class of broken insulators 
shells by the DL model. The performance metric 
considered is the classification accuracy, which 
represents the number of correctly classified 
images divided by the total number of images 
assigned by the DL model to the broken shell 
class. By reclassifying images with explanations 
dissimilar to those observed when the broken 
insulator shells are correctly classified, the 
classification accuracy increases from 89% to 
95%. Domain experts are specifically asked to 
review only 20% of the test images, among which 
36% are found to be  incorrectly classified by the 
DL model. Additionally, among the remaining 
64% of the images identified by Deep SAD as 
having explanations not similar to those of broken 
insulator shells, some shortcuts are discovered. 

Table 1. Results of the application of Deep SAD 
to explanations. 

Initial accuracy of DL model 89.20% 
Final accuracy of DL model after revision 94.87% 
Accuracy improvement of DL model 5.67% 
Images fraction that is revised by experts 19.52% 

 

Figure 1 illustrates an example image along with 
the corresponding CartoonX explanation. The 
explanation highlights the pixels that the DL 
model focused on obscuring the parts of the image 
that were not considered for classification. In this 
example, a shortcut is evident: the DL model 
correctly classifies the image as a broken insulator 
shell, but it mistakenly focuses on the background 
instead of the actual damage on the insulator shell. 
The consistent results obtained demonstrate that 
the proposed explanations-based framework 
effectively assists domain experts in identifying 
misclassifications and shortcuts of the DL model.  

 
Figure 1: Example of a correct classification obtained 
by using a shortcut. 
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