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Abstract 
 

Recently, single-particle cryo-electron microscopy emerged as a technique capable of determining protein 

structures at near-atomic resolution and resolving protein dynamics with a temporal resolution ranging 

from second to milliseconds. This thesis describes the development of a novel method, microsecond time-

resolved cryo-electron microscopy, that extends the time resolution to the microsecond regime. Following 

thorough characterization, the method is leveraged to produce biological insights by studying the 

microsecond dynamics of a viral system.  

 

Chapter 3 describes the development and demonstrates the experimental feasibility of microsecond time-

resolved cryo-electron microscopy. Its extraordinary temporal resolution is achieved by revitrification, the 

local melting of a cryo-sample with a heating laser and subsequent cooling and vitrification due to rapid 

heat transfer, within a few microseconds. Notably, this is achieved within the vacuum of an electron 

microscope. After characterizing the physical processes and their timescales, transient protein 

configurations induced by electron beam damage are trapped and imaged in a proof-of-principle 

experiment.  

 

Chapter 4 provides a detailed description of the typical phenomena and practicalities encountered during 

microsecond revitrification experiments using microsecond time-resolved cryo-electron microscopy. 

Insights into microsecond nucleation and crystallization of water are described and interpreted to form a 

guiding principle to reproduce the experiments with different experimental equipment. The novel 

approach is easily scalable to the scope necessary for single-particle cryo-electron microscopy and 

integrates seamlessly into the conventional cryo-EM workflows. 

 

Chapter 5 describes the application of methodology from structural biology to confirm that protein 

structures and virus structures are conserved during rapid melting and vitrification. Even though samples 
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crystallize before melting, the investigated biomolecules can be resolved to resolutions comparable to 

conventional cryo-electron microscopy. During these experiments, further qualitative observations 

regarding revitrified cryo-samples are made. Foremost, revitrified cryo-samples exhibit different beam 

induced motion, suggesting structural changes in the vitreous ice due to rapid revitrification. Moreover, 

particles can clump and reshuffle suggesting that the vitreous ice film is trapped in a disequilibrium which 

opens the possibility to study technical phenomena like preferred orientation.  

 

Chapter 6 details the application of microsecond time-resolved cryo-electron microscopy to resolve the 

dynamics of a biological system with state-of-the-art instruments. Cowpea chlorotic mottle virus particles 

are exposed to a sudden change in pH triggering conformational changes on the microsecond scale. 

Transient conformations are trapped and imaged with microsecond time-resolved cryo-electron 

microscopy elucidating the mechanics of the virus capsid protein detrimental to its life cycle and biology. 
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Zusammenfassung 
 

Über die letzten Jahre hat sich die Kryo-Elektronenmikroskopie (genauer: die Einzelpartikelmethode) als 

Technik etabliert, die sowohl Proteinstrukturen mit atomarer Auflösung als auch deren Dynamik auf einer 

Zeitskala von Sekunden bis zu Millisekunden bestimmen kann. Diese Dissertation beschreibt Ausdehnung 

auf Mikrosekundenbereich durch die Entwicklung einer neuen Methode, die Kryo-

Elektronenmikroskopie mit Mikrosekundenzeitauflösung. Diese Technik wird nach einer umfassenden 

Charakterisierung auf die Biologie angewandt, um die Dynamik eines Virussystems auf der 

Mikrosekundenskala zu erforschen.  

 

Kapitel 3 beschreibt die Entwicklung und demonstriert die experimentelle Realisierbarkeit der Kryo-

Elektronenmikroskopie mit Mikrosekundenzeitauflösung. Ihre bahnbrechende Zeitauflösung wird durch 

Wiederverglasung, das Schmelzen einer Kryo-Probe mit einem Laser gefolgt von dem schnellen Abkühlen 

und Verglasen durch Wärmetransport, ermöglicht. Erstaunlicherweise ist dieses Experiment im 

Hochvakuum eines Elektronenmikroskops realisierbar. Nachdem die physikalischen Prozesse und ihrer 

Zeitskalen charakterisiert sind, werden in einer Machbarkeitsstudie transiente Proteinstrukturen, erzeugt 

durch Elektronenstrahlschaden, eingefroren und abgebildet. 

 

Kapitel 4 bietet eine detaillierte Beschreibung der typischen Phänomene und Herangehensweisen, die 

während der Experimente gefunden wurden. Um die Reproduktion der Experimente mit variierender 

Ausrüstung zu ermöglichen, wird eine Reihe von Leitprinzipien entwickelt. Dies geschieht durch die 

Beschreibung und Interpretation von Einblicken in die Nukleation und Kristallisation des glasigen 

Wassers innerhalb von Mikrosekunden. Glücklicherweise ist der Ansatz leicht skalierbar und lässt sich 

nahtlos in die typischen Arbeitsabläufe der Einzelpartikel-Kryo-Elektronenmikroskopie integrieren. 
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Kapitel 5 beschreibt die Anwendung von Methoden aus der Strukturbiologie, um zu bestätigen, dass 

Proteine und Viren während der schnellen Wiederverglasung strukturell intakt bleiben. Obwohl Proben 

vor dem Schmelzen kristallisieren, können die untersuchten Biomoleküle zu einem Grad aufgelöst werden, 

der mit der herkömmlichen der Kryo-Elektronenmikroskopie vergleichbar ist. Während dieser 

Experimente werden weitere qualitative Funde gemacht. Zunächst stellt sich heraus, dass die 

Wiederverglasung strukturelle Veränderungen im gefrorenen Eis hervorbringt, die sich in einer 

unterschiedlichen elektronenstrahl-induzierten Bewegung spiegelt. Darüber hinaus werden Biomoleküle 

in neuartigen Anordnungen gefunden, was darauf hindeutet, dass sich der dünne Wasserfilm in einem 

Ungleichgewicht befindet. Dies bietet die Möglichkeit technische Phänomene wie beispielsweise 

Orientierungs-Bias zu studieren. 

 

Kapitel 6 beschreibt die Anwendung der Kryo-Elektronenmikroskopie mit Mikrosekundenzeit-auflösung 

um die Dynamik eines biologischen Systems mit hochmodernen Instrumenten zu untersuchen. 

Viruspartikel des Cowpea Chlorotic Mottle Viruses werden einer plötzlichen pH-Veränderung ausgesetzt, 

was zu Konformationsänderungen innerhalb von Mikrosekunden führt. Transiente Konformationen 

können mit Hilfe der neuen Methode eingefroren und abgebildet werden, was ermöglicht einige der 

Mechanismen, die für den Lebenszyklus und die Biologie des Virus relevant sind, strukturell aufzuklären. 

 

 

 

 

 

 

 

Schlüsselwörter: Kryo-Elektronenmikroskopie, zeitaufgelöste Kryo-Elektronenmikroskopie, Laser-erwärmung, 

Proteindynamik, Proteinstrukturbestimmung. 
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Chapter 1: Introduction 
 

 

1.1 The Study of Proteins 

Proteins play a critical role in sustaining life, serving a diverse range of functions. They can provide 

structural support for tissues such as bone, horn, hair, and shells or might fulfil various active and dynamic 

roles as enzymes, transporters, regulators, messengers, antibodies, or the root cause of disease.1 2 Active 

proteins can be considered as nano-scale machines that might enable us one day to precisely control or 

even repurpose their biological functions for medicine or bioengineering.3 While promising, our 

comprehension of their operational principles is driven by the disciplines of structural biology or protein 

dynamics and has remained largely incomplete, especially when accounting for more complex, native 

biological environments.2 3 Before discussing the state and limitations of these fields, it is essential to offer 

a concise historical overview, enabling us to fully appreciate their remarkable trajectory, potential, and 

current limitations. 

 

In 1819, Joseph Proust isolated the first amino acid, leucine, from wheat flour.4 Its constitution was finally 

understood in 1891 while the role of amino acids as the building block of proteins remained unclear 

throughout the remainder of the century.5 Remarkably, the last amino acid to be discovered, threonine, 

was identified in 1935 by William Rose.6  

 

By 1833, Anseleme Payen and Jean Persoz had successfully extracted the first protein, diastase, and studied 

its function.7 They named what turned out to be an enzyme after its critical function in sugar production 

which, according to their understanding, was the separation of sugar from starch.7 However, in 1835, Jöns 

Berzelius instead proposed catalytic properties of diastase converting starch in to sugar.8 Elemental analysis 

by his colleague Gerardus Mulder on a range of common biomolecules led both to the erroneous 

conclusion that all studied molecules consisted of identical primary moieties.9 Hence, the term protein in 

the meaning of primary (constituent of life) was coined.8 In 1902, Franz Hofmeister and later that same 

day Hermann/Emil Fischer proposed that proteins are polypeptides, amino acids linked by peptide 

bonds.10 This proclamation established the concept of a protein’s primary structure, sparking further 

interest in protein structures and ultimately laying the foundation for structural studies on proteins.10  
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Linus Pauling used chemical intuition in bond chemistry to correctly predict secondary structures of 

proteins.11 Curiously, polypeptide chains tend to arrange into a small set of motives known as alpha helices, 

beta sheets, beta turns and omega loops.11 12 Secondary structures usually form spontaneously as 

intermediates before a protein can fold into its functional shape called tertiary structure.12 

 

From 1949 onwards, Frederick Sanger embarked on a decade-long study that culminated in the first 

complete sequencing of a protein, bovine insulin. This achievement finally confirmed the concept 

proposed by Franz Hofmeister in 1902.13 Sanger's discovery, revealing the clearly defined sequences of 

insulin A and B, led him to propose that any protein could be uniquely defined by its sequence of amino 

acids and postulate the foundations for the central dogma of molecular biology.12 13 

 

In 1958, a significant milestone was achieved when Max Perutz and John Kendrew solved the structure 

of hemoglobin and myoglobin, respectively, through X-ray crystallography.14 15 16 John Kendrew 

commented on the structure of myoglobin: “Perhaps the most remarkable features of the molecule are its 

complexity and its lack of symmetry. The arrangement seems to be almost totally lacking in the kind of 

regularities which one instinctively anticipates, and it is more complicated than has been predicted by any 

theory of protein structure. Though the detailed principles of construction do not yet emerge, we may 

hope that they will do so at a later stage of the analysis.”15 As detailed later in this work, understanding the 

principles of construction would take a lot more effort and time than expected. 

 

Nevertheless, this monumental advance led to a stunning increase in protein structures solved with 

hallmark structural research continuing well into the 21st century. In 1985 the first integral membrane 

protein, the photosynthetic reaction center, was solved.17 In 2000, the structure of the ribosome was solved 

to 2.4 Å18 and, in 2001, the structure of RNA Polymerase and its role in DNA transcription was unveiled.19 

Complementary techniques such as nuclear magnetic resonance spectroscopy for the structure 

determination of smaller molecules and Neutron diffraction allowing the location of hydrogen atoms were 

established as routine methods for structure determination.20 21 Still, X-ray crystallography has remained 

the leading technique in terms of pure number of structures solved and deposited onto the Protein Data 

Bank.22 Recently, single-particle cryo-electron microscopy (cryo-EM) with its origins in electron 
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crystallography has emerged as a powerful complementary technique for structure determination.23 While 

generally more costly than X-ray crystallography, it allows to circumvent the need for a protein crystal 

which in many cases presents a major obstacle in advancing structural research.24 

 

All the forementioned advances have collectively contributed a stunning number of over 200,000 protein 

structures deposited in the Protein Data Bank as of 2023.25 An even more remarkable breakthrough was 

engineered in 2020 when scientists from DeepMind shocked the word of science by solving the question 

pondered by John Kendrew in 1958. Using deep neural networks, they achieved the reliable prediction of 

protein structures solely from their amino acid sequences.26 This achievement holds the promise of solving 

the structure of the remaining estimated two billion proteins by computational means.27 

 

Hopefully, this brief historical review illustrates the exponential advances in structural biology which 

promise incredible developments in biology and medicine. However, the second key to leveraging our 

understanding of proteins and exerting control over biology lies within the discipline of protein dynamics.28 

Before sketching the state, challenges and current limitations of protein dynamics, I would like to take the 

opportunity to introduce single-particle cryo-electron microscopy which is a promising technique for the 

study of protein dynamics and forms one of the two pillars this work is built upon. 
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1.2 Single-Particle Cryo-Electron Microscopy 

The general idea behind single-particle cryo-electron microscopy is to embed proteins of interest in a thin 

film of vitreous ice and image them at high resolution in a transmission electron microscope. After 

collecting a large number of recorded micrographs and treating them statistically, the protein structure can 

be solved. In sequence, the three key steps of cryo-EM are sample preparation, data collection and data 

treatment which each had to overcome their historical challenges.23 

 

During its operation, an electron microscope necessitates a high vacuum within its column, thereby 

presenting a challenge for hydrated samples, such as proteins immersed in an aqueous buffer solution.29 30 

Starting in 1981, Jacques Dubochet successfully achieved the preparation of thin vitreous ice films, 

wherein proteins of interest were able to maintain their structural integrity while being protected from the 

vacuum environment, owing to the very low vapor pressure of glassy water.31 32 His methodology would 

become the blueprint for sample preparation, wherein the thin film is created by either spraying the protein 

solution onto a grid or blotting it with a blotting paper. The grid is then promptly immersed into a cryogen, 

ensuring the film’s vitrification.31 32 33 

 

Biological molecules and films of vitreous ice are generally stabilized by weaker interactions and are 

therefore easily damaged by the electron beam and induced secondary effects.34 Richard Henderson 

established that electrons are the best feasible probe for imaging biomolecules considering the ratio of 

information extracted versus induced sample damage.35 Electron doses that prevent significant structural 

damage are so small that images inherently have a very low signal-to-noise ratio.35 Moreover, the general 

limitations of electron microscopy such as shot noise, radiation damage from inelastic scattering, detector 

noise, “background structure” noise due to the vitreous ice film and sample drift can add considerable 

noise (as in Fig. 1 a). While the advent of direct detectors and the continuous improvement of 

reconstruction algorithms have pushed the typical resolution of a cryo-EM map to a few Å, the necessity 

to image a large number of particles and to treat them as statistical ensemble persists.23 35 36 
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Achieving atomic resolution for weak-phase objects such as biomolecules requires three conditions. First, 

Friedrich Zemlin found that images taken at different defocus values can be synthesized allowing all spatial 

frequencies to be sampled.37 Second, Joachim Frank demonstrated that high spatial frequency information 

can be recovered if particles contain enough information to be grouped and averaged according to their 

orientation (as in Fig. 1 b).38 Naturally, this puts a lower technical limit on the molecule size that can be 

resolved with cryo-EM.35 Finally, from a stochastic point, this averaging is possible as the noise is zero-

mean in Fourier space implying that the average of many noisy images will converge to the original signal.39 

With these three conditions fulfilled a molecule of interest can be reconstructed by averaging different 

orientations using the projection slice theorem.40 Unlike in X-ray crystallography, a starting structure is not 

necessary to obtain a high-resolution density map (as in Fig. 1c) allowing to avoid human biases. 

 

Figure 1. Examples of Cryo-Electron Microscopy. (a) Noisy cryo-EM micrograph containing 

proteins. (b) Averaged particles for different orientations at 6 Å. (c) Cryo-EM map of 50S Ribosome at 

2 Å. 

 

The growing importance of cryo-EM to structural biology as a complementary alternative to x-ray 

crystallography can be illustrated with the example of the SARS-CoV-2 spike protein. Without the need 

for a crystal, the structure in its pre-fusion conformation was solved in February 2020, just a few months 

after the virus’ identification, contributing to the rapid development of vaccines.41 One might only 

speculate how much more progress could have been made if it was possible to observe the spike protein’s 

dynamic role directly.  

a b c
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1.3 Resolving Protein Dynamics 

Understanding a proteins dynamic nature is important since proteins are not critical to life not just due to 

their structure, their function is often determined by their dynamic motive.42 Currently, most of our limited 

understanding of any protein’s function in a biological process is inferred indirectly based on snapshots 

of static structures or the interpretation of results from chemical reactions.28 42 43 

 

Myoglobin is again a perfect case study to illustrate the history and typical techniques for studying protein 

dynamics: The very moment the structure was solved in 1958, questions about its dynamic nature arose.15 

Myoglobin’s structure, as an oxygen-storing protein, did not allow an open pathway to the binding site 

without rearrangement as this pathway is typically blocked in crystal structures.44 This seemingly innocent 

question kicked off a series of studies spanning a wide range of different techniques with investigations 

carried out to this day: 

 

Spectroscopic techniques were quickly employed, with pump-probe spectroscopy studying how 

myoglobin rebinds carbon monoxide and oxygen after laser photolysis.45 46 Rebinding was identified to be 

a multi-step process with different rates suggesting larger than expected heterogeneity in myoglobin’s 

functional conformations.45 46 

 

Mutagenesis, a technique where parts of the protein structure are altered genetically, was used in several 

studies to investigate functional aspects of myoglobin’s structural dynamics.47 48 Here, the importance of 

the solvent in its impact on protein dynamics was investigated as well.49 50 

 

Crystallography can provide indirect information about a protein’s structural flexibility by the refinement 

of asymmetric Debye-Waller factors of individual or correlated atoms as studied with X-ray diffraction in 

myoglobin.51 Analogously, neutron diffraction data was used to extend the dynamic model of myoglobin 

by obtaining information about the displacement of individual hydrogen atoms.52 53 However, the side 

effects of crystal packing generally have to be taken into account in crystallographic studies, highlighting 

the need for complementary techniques to study protein dynamics in a more natural environment.54 

 



 
 

15	

Time-resolved X-ray crystallography has been at the forefront of gathering additional insights into the 

dynamics of myoglobin: With picosecond time resolution at 1.8 A per frame, transient conformational 

changes were resolved elucidating the short-lived 140 ps intermediate and the dramatic motions involved 

in the undocking of CO.55 Ultrafast experiments with an X-ray free electron laser investigated light-induced 

the restructuring of myoglobin described as a “proteinquake” with a time resolution of a few hundred 

femtoseconds.56 

 

This short example of myoglobin hopefully illustrates that understanding a protein’s dynamic structure is 

usually orders of magnitude more challenging compared to solving its static structure. While myoglobin’s 

structure is considered to be solved since 1958, its dynamic nature is investigated to this day. In fact, the 

case has been made that there is no single protein whose function is fully understood at an atomistic and 

deterministic level.55 Fundamentally, this can be attributed to this chain of three reasons. 

 

First, protein dynamics are difficult to describe by a general, reductionist framework due to a large number 

of system dependent complexities and peculiarities. For example, proteins can undergo spontaneous 

conformational changes that drastically change their dynamic behavior and function.57 Some proteins 

exhibit different degrees of intrinsic disorder such as non-foldable regions, semi-foldable regions or 

missing residues which vary with experimental conditions and again can strongly impact any observable 

dynamics.58 In vivo, proteins are exposed to a wide range of possibly different post-translational 

modifications.59 Unlike a simple single static protein view, inferring protein dynamics seems to require a 

more probabilistic and wholistic description facilitated by combining many experimental and 

computational techniques.60 

 

Computational probing of protein dynamics has been insightful and impressive but has remained largely 

complementary to experiments. One major limitation is the restriction to short timescales with the 

microsecond regime being the typical practical limit.61 Another limitation is our incomplete understanding 

of the force fields involved in the dynamics such as the solvent or protein-specific effects.62 63 The stunning 

computational advances in protein folding were possible due to a vast experimentally produced training 
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datasets.25 26 Applying this approach to study protein dynamics would likely require large training datasets 

of dynamics generated by experimental methods.  

 

Experimental insights require techniques with high spatial resolution that can also access timescales 

ranging from femtoseconds to seconds.64 65 As the case of myoglobin illustrates, many complementary 

methods such as time-resolved X-ray crystallography and spectroscopy are necessary to build a coherent 

yet limited and largely indirect picture of a proteins dynamic nature.28 42 Following this chain of reasoning, 

a more extensive arsenal of direct techniques with recent additions like High-Speed AFM seems to be 

necessary to propel the field of protein dynamics forwards.66 

 

Recently, cryo-electron microscopy has been added to the study of biological dynamics. As early as 1989, 

intermediates in membrane fusion were imaged on the second timescale by manually mixing sample 

solutions before freezing.67 Advances in technology that propelled cryo-EM in its importance for protein 

structure solution also led to its reemergence as a promising technique for resolving protein dynamcis.68 

Unlike in crystallography, proteins are embedded in glassy ice displaying a wide range of configurations 

that correspond much more closely to their natural state.69 Nowadays, the possibility of heterogenous 

populations occurring within one sample is a blessing as they can be separated and solved computationally 

thereby providing insight into populations and rate constants that allow researchers to model snapshots 

of the free-energy landscape.69 

 

Since then, a wide range of time-resolved techniques has been developed that allow going beyond the time 

resolution of a few seconds afforded by chemically mixing two reagents on the grid before plunge freezing: 

Nigel Unwin pioneered “fast on-grid mixing”, the first cryo-EM technique reaching millisecond temporal 

resolution for proteins. By spray-mixing acetylcholine onto a free-falling grid with torpedo ray postsynaptic 

membranes just before plunging into liquid ethane, he managed to resolve the open channel form of the 

acetylcholine receptor with a temporal resolution better than 5 milliseconds.70 

 

More recently, a general-purpose approach to on-grid mixing has been developed. Using piezoelectric 

dispensers, two solutions can be deposited and mixed on the surface of a specialized self-blotting grid.71 
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The reaction induced by mixing is arrested due to vitrification when the grid reaches liquid ethane trapping 

short-lived intermediates. By mixing 50S and 30S ribosomal subunits intermediates such as 50S-50S dimers 

and the 70S complex could be resolved.72 Further, conformational changes could be induced and resolved 

by mixing calcium ions with the calcium-gated potassium channel MthK.72 On top of allowing time-

resolved cryo-EM studies, it promises further quality-of-life improvements such as possibly addressing 

orientation bias or reducing the sample volumes consumed in preparation.71 72 

 

A different approach is “microfluidic mixing”: Here, conformational changes are triggered by rapidly 

mixing two reagents in a microfluidic device wherein its geometry allows controlling the mixing times in 

a range of 10 – 1000 ms.73 After leaving the channel, the mixture is sprayed onto a plunging grid which 

arrests the reaction within a few milliseconds. Studies into the three-component system of the ribosome, 

elongation factor G and ribosome recycling factor revealed intermediate complexes that formed, their 

relative populations and the timescale for ribosome recycling.74 

 

Ultimately, the current time resolution of cryo-EM is determined by the vitrification speed during plunging 

with the current practical limitations being a few miliseconds.68 71 However, the second pillar of this work, 

the field of time-resolved transmission electron microscopy, has developed methods that can achieve up 

to femtosecond temporal-resolution at atomic resolution.75 76  
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1.4 Time-Resolved Electron Microscopy 

Time-resolved transmission electron microscopy is based on the idea of combining the sub-nanometer 

resolution afforded by a TEM with modifications improving its temporal resolution.75 Fundamentally, 

there are four ways to improve the time resolution of a TEM. 

 

First, the electron source can be modified to change the timescale of electron emission. Historically, 

Takaoka and Ura were first to modify the electron source to allow for a pulsed extraction voltage.77 During 

operation, the extraction voltage was lowered to prevent any significant emission while a rapid and short 

increase in extraction voltage of the extractor anode allowed to generate electron pulses of 30 

microseconds.76 In 1987, Oleg Bostanjoglo followed a different approach where the filament was irradiated 

by a laser generating electron pulses of a few nanoseconds.78 Here, the temperature of the thermionic 

emitter is lowered to prevent significant emission until a short laser pulse can generate an electron pulse 

by increasing the filaments temperature or by using the photoelectric effect.78 More recently, the group of 

Ahmed Zewail managed to achieve femtosecond temporal resolution by conducting stroboscopic 

experiments with femtosecond lasers.79 If a reversible phenomenon can be excited and probed millions of 

times, the statistical treatment of all the signals from all the probing events can result in atomic resolution.79 

 

Another approach is to modify the beam path to control the timescale of the electron flow through the 

microscope. Historically, this was first accomplished by modifying a beam blanker to deflect the beam.80 

Generally, this approach promises better ease of use and wider accessibility as a conversion from 

conventional to pulsed operation is more straight forward.81 To improve spatial and temporal resolution 

a wide range of designs such as microwave cavities or micro-electro-mechanical plates have been proposed 

or employed.81 Compared to modifying the electron source, it seems more challenging to reach similar 

results due to a lower beam quality from the sweeping of the beam, a somewhat limited beam current and 

possible pump-probe synchronization jitter.80 81 

 

Third, modifications to the sample can slow down the process or reaction of interest. Preparing a sample 

to change on the timescale of the instrument seems to be extremely difficult as, in general, there isn’t a 

“one fits all” approach. Possibly, one of the most promising examples are the rapid freezing approaches 
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presented in the previous section which are, as mentioned previously, limited to millisecond temporal 

resolution.71 73  

 

Finally, faster detectors could allow to time-resolve rapid processes. Typically, electron detectors are 

developed by companies due to their expensive and complex research and development requirements. 

Currently, a state-of-the-art 4096 by 4096 pixel direct electron detector such as the Falcon 4i operates with 

a few 100 frames per second potentially allowing for millisecond time resolution.82 Smaller STEM detectors 

such the Celeritas XS recently reached readout rates of 87,000 frames per second with 256 by 64 pixels 

demonstrating that a microsecond time resolution is indeed possible. To be competitive with the 

previously described approaches, fundamental improvements to electronics and TEMs are necessary 

which relegate faster detectors to a long-term solution.83  

 

Time-resolved TEM has largely been applied to a variety of questions in materials physics. Defect-

modulated phonons were imaged on the femtosecond timescale.84 A prominent area of research are phase 

transitions like mapping charge density wave domains during the excitation of a tantalum disulfide 

transition or the observation of transient structures during the phase transition of vanadium dioxide.85 86 

Crystal growth or reaction morphologies have been studied in the rapid solidification of a Al-Si alloy and 

the nanothermite reaction process of Al/CuO nanoparticles when heated by a laser pulse respectively.87 88 

 

Engineering applications such as the micro-second time resolution of dislocation formation, twin 

nucleation, crack formation and crack propagation in pure copper with a high-rate straining stage are being 

developed as well.89 Especially, the additional possibility to combine these findings with the 

crystallographic orientation obtained by electron diffraction of individual grains seems promising.89 

 

Compared to materials science, the applications of ultra-fast transmission electron microscopy in biology 

have been relatively restricted. By using photoinduced near field effect electron microscopy (PINEM), the 

photon absorption by electrons in the presence of evanescent fields around nano-scale objects, ultrafast 

imaging of biological samples was demonstrated.90 Initially, objects of study would be protein vesicles and 

E.coli cells, where the laser polarization dependence of the PINEM effect for biological samples was 
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demonstrated as well.91 In a follow up, eukaryotic cancer cells or membrane vesicles in the presence of the 

Epidermal Growth Factor (EGF) and its receptor protein (EGFR) were studied with PINEM as well.92 It 

was found that the binding of EGF to its receptor (EGFR) seems to strongly impair the photon 

absorption.92 More recently, PINEM was used to resolve the T cell surface structure reorganization after 

stimulation.93 

 

In time-resolved cryo-EM experiments, nanosecond pulsed electron diffraction was used to observe the 

structural dynamics of amyloid fibrils in their hydrated environment.94 This proof-of-concept experiment 

demonstrated the detection of picometer-scale movements on a nanosecond timescale that amyloid fibrils 

undergo when subjected to the laser-induced temperature jump.94 

 

Fundamentally, the reasons that ultrafast transmission electron microscopy had trouble delivering on the 

dream of direct movies of protein dynamics are the very same core issues cryo-EM faced in its infancy: 

Biological samples are very sensitive to electron beam damage and images tend to have low signal to noise. 

Where cryo-EM has seconds to extract a noisy image, time-resolved TEM has only the time of a short 

pulse for image formation. Typically, time-resolved transmission electron microscopy has solved this with 

stroboscopic experiments, an approach ill-suited to proteins and their fragile and chaotic nature to be 

excited and probed millions of times in a reversible manner. In contrast, using the statistical multi-particle 

approach from single-particle cryo-electron microscopy as a basis and applying laser methodology from 

time-resolved transmission electron microscopy has no such fundamental limitations.  
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1.5 Outline 

This thesis describes the synthesis of methods, further detailed in Chapter 2, from structural biology and 

time-resolved transmission electron microscopy which leads to a structural study in biology and culminates 

in a pioneering investigation of viral protein dynamics on the microsecond-scale. 

 

In Chapter 3, we characterize the discovery of microsecond melting and revitrification of cryo-samples by 

laser irradiation within a transmission electron microscope. Surprisingly, samples do not evaporate in the 

vacuum of the microscope allowing us to demonstrate the microsecond disassembly of GroEL in liquid 

induced by electron beam damage. 

 

In Chapter 4, the phase transitions involved in the microsecond melting and revitrification of cryo-samples 

are investigated. Crucially, we learn that the approach is scalable such that the methods employed in 

conventional cryo-EM can be applied seamlessly. Interestingly, we discover that samples crystallize while 

heating within a few microseconds before melting and revitrifiying.  

 

In Chapter 5, we combine the scalability with statistical methods from single-particle cryo-EM to verify 

that melting and revitrification conserves protein and virus structures within the spatial resolution of a few 

Angstroms. Notably, laser heating seems to structurally change the vitreous ice film resulting in a different 

beam induced motion. 

 

All this foundational work culminates in a state-of-the-art cryo-EM study with microsecond time 

resolution on a biological system described in Chapter 6. A meticulously prepared ensemble of cowpea 

chlorotic mottle virus particles is exposed to a pH jump during melting and revitrification. It undergoes 

conformational changes that are directly resolved on the microsecond timescale elucidating the mechanics 

of the virus capsid protein which are detrimental to its life cycle and biology. 

 

Finally, the conclusions, ongoing research and future prospects of the thesis are laid out in Chapter 7.  
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Chapter 2: Methods 
 

 

2.1 Cryo-Electron Microscopy Experiments 

As mentioned previously, cryo-electron microscopy consists of a costly workflow involving many steps. 

Unlike melting and revitrification, the cryo-workflow is not described in such detail that an unfamiliar 

reader can follow. For that purpose, a short introduction to the methodology is presented which relied on 

a wide range of instruments which were made accessible to us from different laboratories and facilities at 

EPFL. Quantitative details regarding protein solutions and plunging conditions can be found in the 

corresponding appendices. Qualitatively, the cryo-EM workflow developed to complete the work 

presented consists of producing a protein solution, cryo-sample preparation, sample screening, data 

collection and computational data treatment. 

 

Generally, a large fraction of any cryo-EM workflow is protein production and purification which was not 

carried out in-house in the context of this work. Protein solutions were made accessible from three 

sources. The proteins used in Chapter 3 and Chapter 4, recombinant GroEL and extracted apoferritin, 

were bought in lyophilized shape from suppliers and reconstituted in the wet lab. The samples used in 

Chapter 5 and Chapter 6, recombinant apoferritin and cowpea chlorotic mottle virus were sample 

donations in aqueous buffer solutions from EPFL labs and external sources respectively. 

 

Protein buffers were produced with reagents provided by the Protein Production and Structure Core 

Facility (PTPSP), an EPFL institution. Protein concentrations were measured with a UV Visible 

NanoDrop Spectrophotometer, PTPSP equipment. For the experiments presented in Chapter 6, specific 

buffers were exchanged with centrifugal concentrators in a refrigerated centrifuge, equipment provided by 

PTPSP. 

 

Cryo-EM grids were vitrified using a Vitrobot Mark IV, an instrument accessible through the 

Interdisciplinary Center for Electron Microscopy (CIME) and the Dubochet Center for Imaging (DCI), 

EPFL microscopy facilities. This instrument offers the flexibility to adjust various parameters during the 
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plunge freezing process. A glow discharged grid is held by tweezers and kept in a chamber where humidity 

and temperature are controlled. Under these conditions, the sample solution is manually pipetted onto the 

grid which is then plunged mechanically by the machine into liquid ethane. Many parameters such as 

sample volume, the blotting time, the blotting force or waiting time before blotting are usually varied in 

search for an ideal sample. Another parameter during sample preparation is the choice of grid where a 

wide range of geometries and materials can be employed. As described in Chapters 3 and 4, this work is 

constrained by the necessity of a gold film to allow for rapid laser heating. Hence, all presented work is 

carried out with 1.2/1.3 or 2/2 UltrAuFoil grids.  

 

Sample Screening is the step before data collection where the relationship between sample production 

parameters and sample quality is evaluated using a transmission electron microscope to optimize sample 

quality iteratively. For all experiments, samples were evaluated using a modified JEOL JEM-2200FS with 

standard alignment procedures.1 

 

The Cryo-EM data collection for Chapter 3, 4 and 5 was conducted on a modified JEOL JEM-2200FS.1 

It operates a Schottky-emitter at 200 kV and is equipped with an in-column omega energy filter and a K3 

direct detector. One sample can be loaded via a cryogenic side entry holder into the microscope and all 

aspects of operation are controlled manually. As data quality depends strongly on alignment, a full 

alignment was performed before each data collection cycle. For optimal alignment, magnification shift, 

gun shift, gun tilt, beam shift, beam tilt, condenser lens placement and condenser lens astigmatism, 

objective lens astigmatism, intermediate lens astigmatism, beam shift and beam tilt pivot points, Zemlin-

tableau alignment and energy filter configuration were optimized iteratively in manual operation.2 Before 

collection, areas with suitable ice thickness and particle distributions were identified manually. During a 

typical manual data collection session, an average of 100 micrographs can be obtained before the 

deposition of gas molecules from the column causes an increase in sample thickness that renders the data 

unusable. Using this equipment and the aforementioned procedures, protein structures can be resolved to 

around 3-4 Å under ideal conditions.3 
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The Cryo-EM data collection for Chapter 6 was conducted on a state-of-the-art microscope, a Titan Krios 

G4, at the Dubochet Center for Imaging (DCI) in Lausanne. It operates a cold field emission gun at 300 

kV and is equipped with an SelectrisX Energy Filter and a Falcon IV direct detector. Here, support from 

staff scientists is provided and the collection efficiency is greatly improved due to recent advances in cryo-

EM, such as coma-free shift, more stable stages, improved collection algorithms and autoloader cassettes 

allowing up to 12 samples inside the microscope.4 As the microscope has an automated alignment and 

collection software, the main challenge is an efficient, robust configuration and diligent supervision. A 

typical session would result in about 10.000 micrographs with collection time allocated by the facility being 

the limiting factor. Cryo-EM under these state-of-the-art experimental conditions can nowadays deliver 

protein structures at near-atomic resolution.5 

 

Data treatment and reconstructions in Chapter 5 and 6 are computationally expensive steps.6 They were 

carried out on workstations running CryoSPARC.7 This software platform facilitates the multistep 

workflow taking a large number of multi-frame micrographs and ideally returning a high quality cryo-EM 

density map.6 Intermediate steps generally follow this sequence: Muti-frame micrographs are motion 

corrected and their CTF is fitted.7 8 After excluding low quality micrographs such as heavily contaminated 

areas, misfitted or misaligned micrographs, particles are picked. 7 8 To this date picking is a major hurdle 

in cryo-EM data treatment with many approaches such as manual picking, blob picking (picking 

Gaussians), template picking (requiring an initial model) or deep learning-based picking.9 10 Picked particles 

are then typically grouped via a wide range of approaches such as 2D or 3D classification wherein the 

promising groups are used for the reconstruction of a 3D Volume.11 Additional analysis such as 

investigating structural flexibility, structural variability or estimating local resolution is also possible within 

CryoSPARC.12 
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2.2 Stroboscopic Experiments 

In Chapter 3, time-resolved transmission electron microscopy is used to measure the timescale of laser-

melting and revitrification. Qualitatively, nanosecond diffraction patterns of a holey gold foil were 

collected at different points in time to trace the temperature evolution of the sample heated by µs laser 

pulses using a stroboscopic approach.13 This investigation can be structured into experimental setup, 

measurement process and analysis of diffraction patterns. 

 
Adapted from Jonathan M. Voss, Oliver F. Harder, Pavel K. Olshin, Marcel Drabbels, Ulrich J. Lorenz, Chem. Phys. Lett., 2021, 778, 138812. 

Figure 2. (a) Schematic of the time-resolved electron microscope. (b) Micrograph of grid square. Scale 

bar 5 µm. (c) Diffraction pattern from area marked with red dot. Scale bar, 5nm-1. (d) Areas used to 

determine the diffraction signal (green) and background (blue). (e) Temporal evolution of diffraction spot 

intensity. 

 

The experimental setup (as in Fig. 2a) requires the addition of two lasers to the transmission electron 

microscope. A nanosecond UV laser beam is guided onto the Schottky emitter. The output of a continuous 

laser is chopped by an acousto-optic modulator before being directed onto the sample. The sample, a gold 

foil grid (as in Fig. 2b) is kept in a cryogenic sample holder at 100 K.  

Generating of electron pulses via direct photoemission requires suppressing of the continuous emission. 

For this, the temperature of the emitter is lowered such that electron emission can only occur by irradiation 

with a UV laser pulse (266 nm, 1 ns, 200 nJ). An electron pulse generated by photoemission (~1 ns, 104 
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electrons) is elastically scattered from a selected sample area that is simultaneously irradiated with a 

synchronized heating laser pulse (532 nm, 20 µs, 13 mW). The stroboscopic diffraction pattern of the gold 

foil (as in Fig. 2c) emerges from 8000 pulses at a 1kHz repetition rate when acquiring with the electron 

camera. To complete one scan, the delay time between electron pulse and laser heating is increased step 

wise from before time zero to 50 µs. For better statistics, 5 complete scans were recorded. 

 

Performing one or even several scans on samples with a vitreous ice film is not possible as crystallization 

and evaporation under repeated irradiation by a heating laser is not reversible. For that reason, a plain 

holey gold foil is chosen as a proxy-measurement. To avoid irreversible deformations in the gold foil, the 

power of the heating laser is lowered to 13 mW, less than typically required for the revitrification of cryo-

samples. While not suitable to determine absolute temperatures, the reliability of this approximation to 

determine heating and cooling rates has recently been confirmed independently by single shot electron 

diffraction.14 

 

The analysis of diffraction patterns relies on the Debye-Waller factor, which attenuates the intensity of a 

diffraction spot attenuates exponentially with increasing temperature.15 For analysis, the intensities of the 

gold reflections (331), (420) and (422) are monitored (green rectangles in Fig. 2d) and integrated. To 

subtract the background, the intensity of the neighboring areas (blue rectangles in Fig. 2d) is averaged. On 

the small scale of this experiment, not all diffraction spots are suitable as specific grains in a thin film can 

move in or out of diffraction condition under thermal strain. Further, reflections with poor signal to noise 

ratio or irreversible changes in intensity were discarded. 

 

The diffraction intensities were normalized by estimating the electron beam intensity, which can vary 

within the few hours necessary to complete this stroboscopic experiment. To estimate the intensity of the 

electron beam for each scan, a spline was fitted through the time-resolved diffraction patterns unaffected 

by the laser heating (diffraction patterns collected before time zero or after 40 µs). For one delay time, the 

intensities were averaged and weighted by the electron beam intensity of the scan. Finally, the relative 

diffraction intensity, log(I/I0), is obtained by accounting for the temperature dependence of the Debye-
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Waller factor resulting in the transients shown in Fig. 2e. Similarly, the standard error for one delay was 

weighted by the electron beam intensity of the scan.  

 

To obtain heating and cooling rates, the transients are fit piecewise with Newtonian heating (f1) and cooling 

curves (f2), 

 

 

 

 

where 𝜏heating, is the heating time, and 𝑎 and 𝑏 are fit parameters. 

 

This approach allows to determine the laser heating time and the subsequent cooling time of 1.2 µs and 

3.6 µs, respectively. However, for complementary understanding, especially regarding absolute 

temperatures, heat transfer simulations are a necessary tool. 
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2.3 Finite-Element Heat Transfer Simulations 

In Chapters 3 and 4, we use heat transfer simulations to gain deeper and more intuitive understanding of 

laser heating and revitrification. They were performed using COMSOL Multiphysics16. A detailed, 

quantitative description can be found in the Appendix of Chapters 3 and 4, respectively.  

 

  

 

 

 

 

 

 

 

 

 

 

 

 

Adapted from Jonathan M. Voss, Oliver F. Harder, Pavel K. Olshin, Marcel Drabbels, Ulrich J. Lorenz, Structural Dynamics 8, 054302 (2021). 

Figure 3. Sample geometries for heat transfer simulations. (a) Top view of the simulation geometry. 

(b) Side view of the simulation geometry with the holey gold film covered on both sides with water. (c) 

Side view of the simulation geometry for samples in which multilayer graphene is added on top of the 

holey gold film.  

 

Fig. 3a illustrates the modeled geometry. A 200 mesh TEM gold grid (38.5 μm wide and 15 μm thick bars, 

86.8 μm × 86.8 μm viewing area) supports a holy gold film with a thickness of 50 nm. To reduce 

computational cost, the simulated area is restricted to a central grid square surrounded by parts of 

neighboring grid squares. As illustrated in Fig. 3b, a vitreous ice film of 160 nm thickness is not just placed 

within the holes in the foil but uniformly on top and below. To reduce computational cost further, 

graphene was not included in Chapter 3 as its impact on heat transfer was determined to be negligible. 
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Note however, that graphene impacts evaporative cooling as water resting on graphene has only half the 

surface area exposed to vacuum.  

 

Once defined, the geometry is meshed into volume elements where classical heat transfer equations are 

solved locally at each time step.17 The distribution in volume per element is varied locally as it represents 

the local spatial resolution and computational cost. Hence, in areas of interest, elements reach lengths of 

a few nm while other areas can be up to 10 µm. Typically, simulations run for 50 µs with time-steps of 

around 0.1 µs having been found to conserve numerical stability.   

 

As inputs, material properties, laser heating, evaporative cooling, starting conditions and boundary 

conditions have to be given. Materials and their relevant properties such as heat capacity and heat 

conductivity, are taken from literature for graphene18 19 20 and gold21 22. As values for supercooled water 

have not been measured for the entire temperature range due to rapid crystallization in “no man’s land”, 

the heat capacity is approximated by measurements of supercooled water in silica nanopores.23 The 

corresponding thermal conductivity is approximated by the room temperature value, which is close to the 

amorphous ice at cryogenic temperatures.24 

 

Laser heating is simulated by defining a 2D heat source on the surface of the gold film, with the heat 

following a 2D Gaussian distribution originating at the central hole of the grid square. Its FWHM and 

magnitude are given by the spot size and the laser power used experimentally with thin film calculations 

correcting for fractional absorption of the laser light. Analogous, evaporative cooling is simulated as a 2D 

heat sink depending on the local temperature in the local trapezoid.25 26 27 

 

As initial condition, the temperature was set to 100K. In the simulation, the cross-section of each grid bar 

at the outer limit of the simulated area has its temperature enforced to 100K to approximate the remainder 

of the grid acting as a quasi-infinite heat sink during the experiment. Notably, the heating does not affect 

the temperature outside the irradiated cell, as the grid bars are massive heat sinks. 
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Finally, results are saved and readout in a space saving manner: Aside from volumes of interest, no data is 

saved. Within volumes of interest, the volume averaged, the minimum and the maximum temperature are 

stored and can be readout after the simulation finishes.  

 
Adapted from Jonathan M. Voss, Oliver F. Harder, Pavel K. Olshin, Marcel Drabbels, Ulrich J. Lorenz, Structural Dynamics 8, 054302 (2021). 

Figure 4. Visualized Results. (a) Heat map of grid square with point of interest marked by blue dot. (b) 

Temperature evolution sampled at blue point of interest for different laser powers. 

 

In the context of this work, the heat transfer simulations serve three purposes. First, they allow to confirm 

experimental results independently, such as the timescales of heating and cooling determined by time-

resolved cryo-EM. Second, they give better intuitive and qualitative understanding of what changes in 

experimental conditions such as a different grid geometry, substitution of materials or ice thickness would 

entail. Third, they allow us to predict the outcome of potential experiments by reading out temperatures, 

timescales and evaporation rates. 

 

To extend the range or accuracy of the simulation, one improvement could be made. Evaporative cooling 

is implemented without accounting for the loss of mass. Once the water is boiled off completely, 

evaporative cooling should subside inducing further rapid heating. This change seems to be costly to 

implement with no prospective payoff aside from satisfying curiosity. 
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2.4 Ex-Situ UV-Irradiation 

In Chapter 6, cryo-samples contain a photoactive compound (NPE-caged-proton) that needs to be 

activated by UV irradiation to drive pH-dependent protein dynamics.29 For this purpose, an ex-situ UV 

Irradiation Setup was built using a UV laser and a LINKAM cryo-stage for correlative microscopy. Ex-

situ irradiation provides greater flexibility in choice of laser or laser spot size as exchanging a laser, aligning 

it into the microscope and measuring parameters such as spot size is considerably more time consuming 

within the microscope.  

 

Figure 5. Experimental Setup for Ex-Situ UV-Irradiation. (a) View of the irradiation setup with a 

UV laser (266 nm), optics and the LINKAM cryo-stage in a protective enclosure. (b) Side view of 

LINKAM cryo-stage during a test irradiation with a photodiode (355 nm). 

 

As depicted in Figure 5, the laser setup is enclosed by a protective laser box. TEM grids that have been 

plunge frozen beforehand are meticulously positioned within a cassette, which is then loaded onto a 

LINKAM cryo-stage, ensuring they remain within a protective atmosphere of nitrogen vapor cryogenic 

temperatures. These circumstances require the Dewar to be refilled every 15 minutes to maintain the 

atmosphere and temperatures. 

 

 

a b
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Figure 6. Schematic for Ex-Situ UV-Irradiation. Schematic view of the irradiation setup and the beam 

path taken by the UV laser light. The beam is guided up by two mirrors, defocused by a plano-concave 

lens (F=-30 mm) and then guided vertically onto the center of the sample/grid. 

 

As depicted in Figure 6, a UV-laser (Bright Solutions Wedge 266 nm, laser power 35 mW, pulse width 1.5 

ns, repetition rate 10 kHz) is directed normally onto the sample area of the cryo-stage using a plano-

concave lens (Thorlabs LC4252, ø= 25.4 mm, F=-30 mm, AR Coated) and three dichroic UV-mirrors. 

The spot size in the sample plane (7.1 mm ±0.1 mm, knife-edge scan) can be adjusted via the placement 

of the plano-concave lens to comfortably exceed the size of a cryo-grid (around 3 mm) and allow quasi-

uniform irradiation of the sample.  

 

Photoactivation depends on the number of incident photons which was controlled by irradiation time 

while leaving other parameters such as spot size in sample plane, repetition rate or laser power invariant. 

Further chemical constraints depending on the photoactive compound have to be considered. NPE-

caged-proton, for instance, can form intermediates that cannot be activated by UV. To drive significant 

pH changes with NPE-caged-proton, this setup required irradiation times ranging from 5 to 30 minutes. 
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In this setup, the pH was calibrated by irradiating 3 ul pearls of frozen sample solution emerged in liquid 

nitrogen and placing them on pH strips afterwards to melt. During the few seconds it takes the vitreous 

droplet to melt, moisture will be collected on the sample introducing a systematic measurement error 

which can be neglected due to the logarithmic nature of the pH scale. Experimentally, much higher 

irradiation times were determined than reported in literature for aqueous solution.28 29 In the context of 

cryogenic samples this difference can be explained by a lower quantum efficiency in vitreous ice compared 

to liquid water. 

 

Ex-Situ irradiation has major advantages compared to irradiation inside the microscope but further 

improvements should be made to enhance reliability: The sample transfer required additional steps where 

the samples have to be physically handled leaving room for error, contamination and sample damage. This 

could be addressed by mechanizing/automating part of the process or by switching to clipped grids 

designed to prevent damage to the foil. Progressively, this could be supported by optical elements (e.g. 

glasses or a small optical microscope) to increase visibility of the grid. 

 

Lastly, identifying of ways to clean a grid would allow us to counteract contamination and reduce the 

fraction of grids that have to be discarded in the following steps. One way would be to introduce a washing 

stage where the liquid nitrogen is poured onto the grid. While effective, this step carries the downside of 

potential physical damage, already a major issue. An alternative is cleaning by dipping in liquid nitrogen 

such as during the autoloading process in a Titan Krios which would require additional 

mechanization/automation.  
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Chapter 3: Rapid Melting and Revitrification as an Approach to Microsecond 

Time-Resolved Cryo-Electron Microscopy1 

 

 

 
3.1 Introduction 

Proteins perform a range of tasks that are quintessential for life. They are involved in harvesting energy, 

maintaining homeostasis, catalyzing metabolic reactions, reproduction, and sensing stimuli. As nanoscale 

machines, proteins are dynamic systems whose free energy surface determines their motions and 

characteristic timescales.1 Backbone motions and side-chain rotations involve transitions between minima 

separated by small barriers and typically occur on picosecond to nanosecond timescales, leading to fast, 

small-amplitude fluctuations of the protein structure.2 In contrast, the dynamics associated with the activity 

of a protein frequently involve large-amplitude motions of entire domains that occur on a timescale of 

microseconds to milliseconds.1 2 

Much of our knowledge about protein function derives from static structures at atomic resolution, which 

frequently allow one to infer function, particularly if structures of different functional states can be 

obtained.3 - 6 However, in the absence of real-time observations, our understanding of proteins is 

necessarily incomplete. Directly observing proteins as they perform their tasks, in real time and at atomic 

resolution, holds the promise of fundamentally advancing our grasp of these nanoscale machines.1 

 

X-ray crystallography has long been the most important tool in structural biology.7 Recently, the advent 

of bright x-ray pulses has also made it possible to carry out time-resolved experiments, even with ultrafast 

time resolution.8 9 However, the requirement of a crystalline sample poses a specific challenge for studying 

the dynamics of proteins, as the crystal packing hinders large-amplitude motions.10 11 12 In contrast, single-

 
1 Reproduced with small adaptations from Jonathan M. Voss, Oliver F. Harder, Pavel K. Olshin, Marcel Drabbels, Ulrich J. Lorenz, Chem. Phys. Lett., 2021, 
778, 138812.  
 
Personal contribution to this chapter: Together with Jonathan Voss, I learned the preparation of cryo-samples, the handling of cryo-equipment and the 
operation of a cryo-electron microscope from Davide Demurtas at CIME. With Jon, I also discovered the experimental approach of rapidly melting and 
revitrifiying cryo-samples in the vacuum of an electron microscope allowing us to avoid the enclosing graphene. Together, we collected the presented cryo-
EM data. Lastly, I supported the preparation of this manuscript.  
 
I’d like to stress, that the characterization of the time-scales of the laser-heating without the presence of vitreous ice had been carried out by Jonathan Voss, 
Christoph Schillai and Pavel Olshin before I joined the team.  
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particle cryo-electron microscopy (cryo-EM) 13 - 19 enables the observation of biological specimens in their 

frozen hydrated state.20 21 The revolution that the field has recently undergone has also created new 

opportunities for obtaining time-resolved information.22 23 In time-resolved cryo-EM, dynamics are 

induced by mixing two reactants 24 25 26 or exposing the sample to a short light pulse.27 28 Short-lived 

intermediates are then trapped in vitreous ice by promptly plunge freezing the sample. However, with a 

time resolution of several milliseconds 22, which is ultimately limited by the timescales for plunging (~5 

ms)28 and vitrification (~1 ms) 21, this technique is currently too slow to capture many relevant processes. 

 

Here, we propose a novel approach for carrying out time-resolved cryo-EM with microsecond time 

resolution. The concept (Fig. 1a–e) is based on rapidly melting a vitrified sample in situ with a heating laser 

(Fig. 1a). Once in their native liquid environment at room temperature (Fig. 1b), the embedded particles 

are subjected to an external stimulus that induces dynamics (Fig. 1c). For example, a second laser pulse 

can be used to photoactivate a caged compound and liberate ATP or a small peptide that interacts with 

the protein.29 30 In the simplest case, the heating laser itself can be used to create a temperature jump to 

initiate conformational dynamics. At a well-defined point in time, the heating laser is switched off to induce 

rapid revitrification and trap the particles in their transient configurations (Fig. 1d), so that they can be 

subsequently characterized with established cryo-EM techniques (Fig. 1e).  

 

It is not obvious that implementing such a scheme should be possible. Usually, warming up a cryo sample 

is scrupulously avoided in order to prevent devitrification. Here, we demonstrate that this obstacle can be 

overcome. We employ cryo samples with a holey gold film 31 supported by a gold mesh. For some 

experiments, we additionally sandwich the sample between two sheets of few layer graphene, as illustrated 

in Fig. 1f (Note S1 and Fig. S1), so as to reduce evaporation of the liquid water in the vacuum of the 

microscope.32 The sample is heated in situ with a laser pulse of tens of microseconds duration (532 nm, 

24 μm FWHM spot size), which we obtain by chopping the output of a continuous laser with an acousto-

optic modulator (Note S3 and Fig. S2).33 The gold film and graphene sheets strongly absorb at the laser 

wavelength and serve as the heat source to melt the ice. In contrast, neither the proteins nor the ice absorb 

the laser radiation, which prevents photodamage to the specimen. In all experiments, we have centered 

the heating laser onto the area under observation.  
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Fig. 1. Experimental concept and sample geometry. (a–e) Illustration of rapid in situ melting and 

revitrification for time-resolved cryo-EM. (a) A cryo sample is melted in situ with a heating laser. (b) Once 

the sample is liquid and has reached room temperature, dynamics of the embedded particles are induced 

with an external stimulus, e.g. a short second laser pulse that releases a caged compound such as ATP or a 

peptide. (c) While the particle undergoes conformational changes, the heating laser is switched off at a 

given point in time so that the sample rapidly cools and revitrifies. (d) The particle is trapped in its transient 

configuration and can be subsequently imaged with conventional cryo-EM techniques (e). (f) Illustration 

of the sample geometry. A cryo sample supported by a holey gold film is enclosed between two graphene 

layers, which prevent evaporation in the vacuum of the microscope as the sample is melted in situ with a 

laser pulse. 
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3.2 Results and Discussion 

Rapid in situ melting and vitrification 

We first demonstrate that it is indeed possible to melt a cryo sample in situ and subsequently achieve rapid 

vitrification. To this end, we intentionally prepare crystalline ice samples, which allows us to directly verify 

the success of the experiment. Fig. 2a shows a thin ice sheet held at 100 K that is suspended over a hole 

of the gold film and enclosed between graphene layers. Bend contours are visible, indicating that the ice 

sheet is crystalline. This is confirmed by the diffraction pattern, which exhibits the signature of hexagonal 

ice (Fig. 2b).21 When we irradiate the sample with an individual 20 μs laser pulse with a power of 25 mW, 

the diffraction pattern remains largely unchanged (Fig. 2c), indicating that the sample has not melted. Laser 

pulses of up to 63 mW yield the same result (Fig. 2d–g).  

 

However, a single pulse with a power of 75 mW provides sufficient heat to induce melting (Fig. 2h). Most 

of the ice sheet now exhibits homogeneous contrast, with the diffraction pattern revealing the signature 

of vitreous ice (Fig. 2i, selected area marked by the green circle in Fig. 2h).21 In the top left of the sample, 

a small void has formed. We observe such voids if defects in the graphene sheets allow liquid water to 

evaporate. The lighter contrast on the right side of the sample indicates an area where some ice has 

remained crystalline, as a selected area diffraction pattern reveals (Fig. 2i inset, selected area indicated with 

a grey circle in Fig. 2h). Evidently, at this laser power, the ice sheet barely reaches the melting point and 

remains partially crystalline. Incrementally increasing the laser power thus provides an in situ calibration of 

the power required for melting.  

 

For the experiment illustrated in Fig. 3a–d, the threshold laser power for melting and vitrification was first 

calibrated in a different area of the sample. When we use this power to heat the crystalline sample in 

Fig. 3a,b, melting and vitrification is achieved with a single laser pulse (Fig. 3c,d). The uniform contrast 

suggests that here, the ice film suspended across the hole has completely vitrified. We note that the laser 

power needed to induce melting is lower than in Fig. 2, where the sample is in close proximity to the bars 

of the TEM grid. Heat transfer simulations agree with this observation, showing that the required power 

increases closer to the bars (Note S4 and Fig. S3). 
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Fig. 2. Determination of the laser power required for in situ melting and vitrification. 

(a) Micrograph and (b) selected area diffraction pattern of a thin film of hexagonal ice. (c–g) The sample 

is irradiated with individual laser pulses of 20 µs duration. As the laser power is increased up to 63 mW, 

the diffraction pattern remains largely unchanged, indicating that melting has not occurred. (h,i) A single 

pulse with a power of 75 mW provides sufficient heat to melt the sample, which then rapidly vitrifies after 

the end of the laser pulse. Scale bars, 300 nm and 4 nm-1. 
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Fig. 3. In situ melting and vitrification with a single laser pulse. (a) Micrograph and (b) selected area 

diffraction pattern of a thin film of hexagonal ice. (c,d) After calibration of the laser power in a different 

area, the sample is successfully melted and vitrified with a single laser pulse. Scale bars, 300 nm and 4 nm-1. 
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Characterization of the temperature evolution and time resolution 

For the purpose of time-resolved cryo-EM experiments, it is crucial to have a detailed understanding of 

the temperature evolution of the sample, which ultimately determines the attainable time resolution. We 

therefore characterize the heating and cooling dynamics in situ with time-resolved electron microscopy 

(Note S5 and Fig. S2).34 - 38 We heat the sample in Fig. 4a, which is held at 100 K, with a 20 µs laser pulse 

(13 mW). To probe its temperature at a specific point in time, we record a time-resolved diffraction pattern 

of a selected area of the gold film with a 1 ns electron pulse (~104 electrons).  

 

The diffraction intensity of the gold film decreases exponentially with temperature and therefore provides 

a suitable probe of the sample temperature (Debye-Waller behavior 39). We then repeat the experiment 

stroboscopically (1 kHz repetition rate) to probe the temperature at different points in time. Since a thin 

layer of ice would not be stable under illumination with thousands of laser pulses, we perform the 

experiment in the area shown in Fig. 4a, which is not covered by ice. Nevertheless, the temperature 

evolution of the bare gold film provides a good approximation of the heating and cooling dynamics of a 

cryo sample. As discussed in detail below, simulations confirm that the presence of a thin ice film barely 

alters the temperature evolution. Moreover, the ice and the underlying gold film have near-identical 

temperatures.  

 

Fig. 4b shows a diffraction pattern of the holey gold film collected from the area marked with a red dot in 

Fig. 4a, onto which we have also aligned the heating laser. As the laser warms the sample, the diffraction 

intensity decreases quickly, as shown for the (331), (420), and (422) reflections in Fig. 4c. After only a few 

microseconds, the temperature in the selected area stabilizes, increasing only slightly over time. When the 

heating laser is switched off at 20 µs, the sample promptly recools as it dissipates heat towards its 

surroundings, which have remained at cryogenic temperature. From exponential fits (solid red curve, 

Note S6,7), we obtain heating and cooling times of 1.2 µs and 3.6 µs, respectively. Similar timescales are 

obtained in different areas of the sample (orange and yellow dots in Fig. 4a and Fig. S4e,f). 
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Fig. 4. Characterization of the temperature evolution of the sample under illumination with 

microsecond laser pulses. (a) Micrograph of the sample in an area that is free of ice. Heating and cooling 

timescales of the gold film were measured at three different positions (dots), onto which the laser was 

focused. Scale bar, 5 µm. (b) Selected area diffraction pattern of the area marked with a red dot in (a). Scale 

bar, 5 nm-1. (c) Temporal evolution of the intensity of the (331), (420), and (422) reflections in (b) under 

irradiation with a 20 μs laser pulse (dots). Heating and cooling times of 1.2 µs and 3.6 µs, respectively, are 

determined from fits with exponential functions (solid curve). The error bars represent the standard error. 

(d) A simulation of the temperature evolution of the sample in (c) yields similar heating and cooling times 

of 1.0 µs (solid red curve). In the presence of a layer of vitreous ice (blue curves), heating and cooling 

times increase, while the maximum temperature at which the sample stabilizes barely changes. 
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Heat transfer simulations (Note S4 and Fig. S3) reproduce these timescales reasonably well, yielding 1.0 µs 

heating and cooling times (Fig. 4d, solid red curve). If we add a thin layer of vitreous ice, its temperature 

(blue curves) closely follows that of the underlying gold film, with which it is in close contact. With 

increasing ice thickness, the heating and cooling times become longer. However, the temperature at which 

the sample stabilizes during the laser pulse barely changes. We find that the sample temperature plateaus 

at 300 K for a laser power of 35 mW (Fig. 4d), which is in reasonable agreement with the experimentally 

determined power that induces melting. 

 

It may appear counterintuitive that melting a cryo sample in situ should result in vitrification, since heating 

up a vitreous sample ordinarily causes irreversible crystallization.40 The characterization of the temperature 

evolution reveals that this is made possible by the high heating and cooling rates of nearly 108 K/s, which 

is more than two orders of magnitude faster than what is required to outrun crystallization and achieve 

vitrification.41 42 Several factors enable such fast cooling. The tightly focused laser beam heats the sample 

only locally, so that after the laser pulse, the heat can be rapidly dissipated to adjacent areas that have 

remained at cryogenic temperature.  

 

Our simulations also reveal that the bars of the specimen grid play an important role in this respect. Due 

to their large heat capacity, they barely warm up and therefore act as an effective heat sink. Crucially, the 

cooling rate also determines how fast the dynamics of embedded particles can be arrested, which occurs 

when the sample is cooled below the glass transition temperature of water at 137 K.43 44 We conclude that 

for ice thicknesses suitable for cryo-EM, our approach yields a time resolution of 5 μs or better, three 

orders of magnitude faster than what is currently possible with time-resolved cryo-EM.22 Importantly, this 

matches the time resolution of cryo-EM to the characteristic timescale on which the relevant dynamics of 

most proteins occur.1 2 Snapshots of the dynamics at different points in time can then be acquired by 

simply changing the duration of the heating laser pulse. 
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Proof of principle experiment 

As a proof of principle, we study the rapid disassembly of the GroEL protein complex 45 in response to 

structural damage that we induce through electron beam irradiation. It is well-known that proteins are 

heavily damaged during cryo-imaging with typical electron doses.46 47 However, the cryogenic matrix traps 

fragments in place and thus limits structural degradation, which would otherwise render high-resolution 

imaging impossible.46 47 In a liquid environment, however, structural changes can freely occur. Melting a 

cryo sample in situ after it has been exposed to a significant electron dose should therefore allow the 

damaged proteins to unravel. 

 

Fig. 5a shows a cryo sample of GroEL on a holey gold film, imaged with a dose of 14 electrons/Å2. Here, 

we have illuminated only the top part, so that particles in the unexposed area do not incur any beam 

damage and can serve as a control. For simplicity, the sample is not enclosed between graphene sheets. 

Even though this allows some water to evaporate during laser heating, it is still possible to carry out 

experiments with laser pulse durations of tens of microseconds without evaporating the entire sample. In 

order to allow dynamics of the beam-damaged GroEL to occur, we melt the sample with a 10 µs laser 

pulse, after which it revitrifies, arresting the particles in their transient configurations (Fig. 5b).  

 

The irradiated area (dashed line) appears lighter than the remainder of the sample, a phenomenon that we 

consistently observe, but that is absent without electron beam exposure. This suggests that this area has 

thinned as volatile radiolysis products trapped in the ice 47 were liberated during the melting process (see 

also Fig. S5). The proteins are no longer visible in this area, indicating that they have disintegrated, leaving 

only fragments that offer little contrast. A few larger fragments are visible near the edge of the irradiated 

area (red arrows). The proteins in the bottom part of the image, which had not been exposed to the 

electron beam, have remained intact. This demonstrates that the disintegration of GroEL particles we 

observe is caused by electron beam irradiation and not the melting and revitrification process.  
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Fig. 5. Microsecond time-resolved cryo-EM of the rapid disassembly of GroEL following electron 

beam damage. (a) Micrograph of GroEL on a holey gold film. Only the top part is illuminated with the 

electron beam (14 electrons/Å2) in order to limit beam damage to particles in that area. The lines sketch 

the outline of the hole of the gold film. (b) The sample is melted with a 10 µs laser pulse in situ, allowing 

the damaged GroEL particles to unravel. After the laser pulse, the sample revitrifies, trapping particles in 

their transient configurations. The dashed line delineates the sample area that was irradiated in (a). The 

red arrows highlight protein fragments that are visible at the boundary of the irradiated area. (c,d) The 

experiment in (a,b) is repeated with a 50 µs laser pulse. (e,f) The electron beam damage inflicted on the 

GroEL particles is reduced by lowering the electron dose to 1.4 electrons/Å2. Melting the sample with a 

laser pulse of 10 µs (e) and 20 µs duration (f) traps the particles in different stages of the disassembly 

process. In the insets, the contrast has been adjusted to make the particles more easily visible. Scale bar, 

250 nm. 

 

The effect of exposure to the electron beam appears to extend beyond the irradiated area. In its immediate 

vicinity, the particle density is lower, and partially disassembled proteins as well as fragments are visible 

(red arrows). A possible explanation is that melting liberates highly reactive radiolysis products trapped in 

the ice, such as OH and H radicals, protons, and solvated electrons.47 The diffusion lengths of these species 

within the laser pulse duration of 10 µs are hundreds of nanometers 48, suggesting that they will reach 

intact GroEL particles and damage them. It is also possible that convective flow of the water film occurs 

as areas of different thickness equilibrate. With increasing duration of the heating laser pulse, convection 

seems to play a larger role since the spatial distributions of intact particles and fragments are increasingly 

reshuffled, as shown for a 30 µs laser pulse in Fig. S5. After irradiation with a 50 µs laser pulse (Fig. 5c,d), 

the ice thickness is almost homogeneous across the hole in the gold film, with intact particles and 

fragments visible in both the exposed and unexposed areas (Fig. 5d, insets).  

 

We note that the disintegration of the proteins observed in Fig. 5d does not result from the laser 

irradiation, but is only present if the sample has first been exposed to the electron beam. This is evidenced 

by Fig. S6, which shows a neighboring hole of the gold film that had not been irradiated by the electron 

beam. The particles in this hole are intact, even though they were exposed to a near-identical laser intensity 
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and reached a similar temperature (the FWHM of the Gaussian laser spot, which is centered on the sample, 

is more than an order of magnitude larger than the distance separating the holes).  

 

Lowering the electron dose reduces the damage inflicted on the GroEL particles, so that their 

disintegration proceeds more slowly, allowing us to take snapshots of different stages. If we irradiate the 

sample with only 1.4 electrons/Å2 (Fig. S7), the particles do not disintegrate entirely when the sample is 

melted with a 10 µs laser pulse (Fig. 5e). Instead, a large number of damaged proteins and fragments 

remain visible in the exposed area. Increasing the laser pulse duration to 20 µs allows the disassembly to 

proceed further (Fig. 5f). Few particles remain that resemble intact GroEL, while the size of the fragments 

has further decreased. We note that we have adjusted the laser power with the procedure described in Fig. 

2, so that we can be certain that the plateau temperature of the sample exceeds the melting point of ice. 

Moreover, heat transfer simulations show that for the particular sample geometry used here, evaporative 

cooling limits the plateau temperature, so that it should not exceed room temperature for the laser powers 

employed (Fig. S8).  
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3.3 Conclusions and Outlook 

We have demonstrated that it is possible to rapidly laser melt and revitrify a cryo sample in situ, so that 

particle dynamics can occur in liquid for a well-defined amount of time. This opens up the perspective of 

carrying out microsecond time-resolved cryo-EM experiments. In a proof of principle experiment, we 

have observed the disassembly of GroEL following electron beam damage, which reveals a surprising 

insight about cryo-imaging. Even at a dose as low as 1.4 electrons/Å2, damage to the particles is so 

extensive that once the vitreous ice matrix that preserves their shape is melted, they completely 

disintegrate. These initial results suggest that our method may be applicable to a wider range of processes.  

 

For instance, it is straightforward to implement temperature jump experiments by adjusting the laser 

power to heat the sample well above room temperature, which should make it possible to study folding 

and unfolding dynamics. Another possibility is to trigger dynamics with an additional laser pulse once the 

sample reaches room temperature. In the case of a photoactive protein, the laser pulse itself can initiate 

the dynamics. 8 49 Alternatively, it can provide a biomimetic trigger by dissociating a photo-activated caged 

compound to release ions, ATP, or small peptides, or to induce a pH jump.29 30 50 Such experiments could 

be simplified by activating the photorelease compounds already in the vitreous state of the sample. Since 

the proteins are unable to undergo dynamics in the vitreous ice matrix, the trigger can only become active 

once the sample is melted. We have in fact demonstrated such a scheme in the experiments of Fig. 5, 

where the trigger, electron beam irradiation, was applied before in situ melting.  

 

Precise control of the sample temperature will be crucial for such experiments to succeed. The laser power 

needed to reach a given sample temperature can be calibrated in situ by determining the threshold power 

for melting (Fig. 2). Fortunately, small variations in the thickness of the ice layer do not change the plateau 

temperature of the sample (Fig. 4d). This is particularly true for samples not enclosed in graphene, for 

which evaporative cooling stabilizes the temperature.  
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Chapter 4: Microsecond melting and revitrification of cryo samples2  

 

 

4.1 Introduction 

Proteins enable living systems to process energy, self-regulate, respond to stimuli, grow, and reproduce. 

As nanoscale machines, they are inherently dynamic systems that undergo conformational rearrangements 

as they perform their tasks.1–4 The characteristic timescales involved typically range from microseconds to 

milliseconds.5,6 While cryo-electron microscopy (cryo-EM)7–10 is rapidly becoming the preferred method 

in structural biology,11 its time resolution is currently too low to observe such fast dynamics, leaving our 

understanding of protein function fundamentally incomplete.6 In time-resolved cryo-EM, dynamics are 

usually induced by rapidly mixing two reactants or exposing the sample to a short stimulus, such as a pulse 

of light, after which the sample is rapidly plunge-frozen to trap the particles in short-lived states.12–16 

However, the time required for plunge-freezing limits the time resolution of this technique to several 

milliseconds,16,17 too slow to observe many relevant processes. 

 

We have recently demonstrated a novel approach to time-resolved cryo-EM with microsecond time 

resolution, three orders of magnitude faster than previously possible.18,19 Our method involves melting a 

cryo sample with a laser beam for a duration of tens of microseconds or longer, which provides a tunable 

time window during which a stimulus can cause the particles to undergo conformational dynamics. When 

the heating laser is switched off, the sample revitrifies within just a few microseconds,18 trapping the 

particles in their transient configurations, which can be subsequently imaged with the electron beam. A 

short laser pulse can serve as a suitable stimulus to induce dynamics, either by directly triggering a 

photoactive protein or by releasing a caged compound, such as ions, ATP, or peptides.20,21 Some types of 

stimuli, such as the release of caged compounds, may already be applied before the sample is melted. Since 

the particles are unable to undergo conformational dynamics while they are trapped in the vitreous ice 

matrix, the stimulus only becomes active once the sample is melted. 

 
2 Reproduced with small adaptations from Jonathan M. Voss, Oliver F. Harder, Pavel K. Olshin, Marcel Drabbels, Ulrich J. Lorenz, Structural Dynamics 8, 
054302 (2021).  
 
Personal contribution to this chapter: I prepared the cryo-samples, and handled the cryo-equipment. With Jonathan Voss, I discovered the characteristic pattern 
of crystalline ice surrounding revitrified areas and collected the presented diffraction patterns, micrographs and cryo-EM data. Lastly, I supported the 
preparation of this manuscript.  
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4.2 Results 

Figure 1 presents a demonstration of such a melting and revitrification experiment that makes use of the 

well-established phenomenon that particles incur electron beam damage during cryo imaging.22,23 Vitreous 

ice is believed to fix fragments in place, thereby preserving the structure of the particles during imaging.22,23 

In contrast, melting the sample should allow fragments to diffuse apart. In our experiment, we study a 

cryo sample of apoferritin on a holey gold film24 (Figure 1a).  

 

The sample is irradiated with the electron beam, which induces fragmentation and thus acts as a stimulus 

for structural changes to occur (Figure 1b). Laser melting the sample (Figure 1c) should then allow the 

damaged particles to unravel in liquid (Figure 1d) and permit us to trap them in partially disassembled 

configurations when the heating laser is switched off and the sample rapidly revitrifies (Figure 1e). The 

experiment confirms this expectation. In the composite micrograph of Figure 1f, we have illuminated the 

sample only in the top left and bottom right with a dose of 5 and 10 electrons/Å2, respectively, thus 

damaging only the proteins in these areas. We subsequently melt and revitrify the sample in situ with a 15 

µs laser pulse25 (532 nm, 63 mW, 24±1 µm spot size, see Supplementary Note S1 and Figure S1), after 

which we record the micrograph in Figure 1g.  

 

The regions previously exposed to the electron beam (dashed circles) have visibly thinned, likely due to 

the evaporation of radiolysis products23 that were liberated when the ice was melted. The particles in these 

areas have disassembled during the short time when the sample was liquid, leaving only fragments that 

offer little contrast. As evident in details of the areas marked with squares, disassembly is more extensive 

at higher electron dose (Figure 1i,j). In contrast, particles in the unexposed parts remain intact (Figure 1h). 
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Figure 1. Rapid melting and revitrification of cryo samples, experimental concept and 

demonstration. (a) Illustration of the geometry of the cryo sample, which is supported by a holey gold 

film. (b–e) Experimental concept. (b) Apoferritin particles are irradiated with the electron beam, which 

alters their structure and thus serves as a stimulus for dynamics to occur. (c) The cryo sample is melted in 

situ by heating with a laser, (d) allowing the structure of the particles to freely evolve. (e) Once the laser is 

switched off, the sample rapidly revitrifies and particles are arrested in their transient configurations, which 

can be subsequently imaged with conventional cryo-EM techniques. Cartoon of apoferritin adapted from 

Ref. 24 (f–j) Proof-of-principle demonstration. (f) Composite micrograph of a cryo sample of apoferritin, 

in which only the two circular areas in the top left and bottom right have been exposed with a dose of 5 

and 10 electrons/Å2, respectively. Scale bar, 200 nm. (g) The sample is melted in situ with a 15 µs laser 

pulse and revitrifies. Particles that were illuminated with the electron beam prior to melting have unraveled 

during the short period when the sample was liquid, while those in the unexposed areas remain intact. (h–

j) Details of the square areas marked in (f,g). Scale bar, 50 nm. 
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The success of melting and revitrification experiments crucially depends on the ability to accurately adjust 

the laser power, so that the sample reaches the desired temperature during the laser pulse. As shown in 

Figure 2, we calibrate the laser power in situ by heating a cryo sample with laser pulses of increasing power 

until it reaches the melting point of ice. The micrograph in Figure 2a shows a cryo sample on a holey gold 

film, where the hole that is visible is located in the center of a square of the gold mesh supporting the 

sample.  

 

Figure 2b shows that irradiation with a 10 µs laser pulse of 14 mW power leaves the sample unchanged. 

Here and in the following experiments, the laser beam is centered onto the area under observation. In 

contrast, a 19 mW laser pulse induces devitrification (Figure 2c), as is observed when a cryo sample is 

warmed above a temperature of 150 K (Ref. 26). When we heat the sample with pulses of increasing 

power, the ice crystals can be seen to grow (Figure 2d–f). Finally, at a laser power of 46 mW, the sample 

melts and revitrifies (Figure 2g,n), allowing us to identify the power at which the sample reaches the 

melting point of ice.18 To heat the sample to a specific temperature exceeding the melting point, the laser 

power can be adjusted by comparison with heat transfer simulations, as discussed below. 

 

Figure 2h–m shows diffraction patterns of a second identical cryo sample, recorded after heating it with 

pulses of the same laser powers as above (see also Figure S2). The diffraction patterns confirm that the 

sample transforms from vitreous ice (Figure 2i) to a mixture of cubic and hexagonal ice (Figure 2j–m). 

Finally, Figure 2n displays a diffraction pattern of the revitrified sample in Figure 2g, in which diffraction 

spots originating from ice crystals are notably absent. 
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Figure 2. Phase behavior of cryo samples heated with laser pulses of increasing power. (a–g) 

Micrographs of a cryo sample under exposure to laser pulses of increasing power. (a) The sample (b) 

remains vitreous after heating with a 10 µs laser pulse of 14 mW power, but (c) crystallizes at a power of 

19 mW. (d–f) The crystal morphology changes as the power is increased in steps to 35 mW. (g) A single 

pulse of 46 mW power melts the sample, causing it to revitrify when it cools after the end of the laser 

pulse. (h–m) Diffraction patterns of a second identical cryo sample under exposure to laser pulses of the 

same powers as in (a–f). (n) Diffraction pattern of the revitrified sample in (g). Scale bars, 500 nm and 5 

nm-1. 
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As illustrated in Figure 3, the phase behavior of the cryo sample under laser irradiation also provides a 

convenient means to verify in situ that the sample has reached the desired temperature in an individual 

melting and revitrification experiment as well as to make adjustments of the laser power on the fly. 

Figure 3a shows a low magnification micrograph of a cryo sample after irradiation with a 10 µs laser pulse 

(46 mW). As above, the laser beam has been centered onto the square of the gold mesh. The laser spot 

size is indicated with a green circle. In a time-resolved cryo-EM experiment, the laser power is typically 

adjusted to quickly heat the sample to room temperature. Here, we have instead chosen a laser power that 

will just barely heat the sample above the melting point in the center of the laser focus, as established with 

the procedure detailed in Figure 2. As discussed in the following, this choice facilitates the interpretation 

of our experiments. An enlarged view of the area marked with a square in Figure 3a reveals a spatial 

variation of the phase behavior of the sample (Figure 3b). As desired for a time-resolved cryo-EM 

experiment, the sample has melted and revitrified in the center of the laser focus (small solid circle).  

 

In contrast, crystallization is apparent in the surrounding areas (large dashed circle), suggesting that further 

from the laser focus, where the sample has not been heated above the melting point, it has devitrified. At 

even larger distances closer to the grid bars, the sample has remained vitreous, having apparently not 

exceeded the crystallization temperature. The spatial variation of the phase behavior is also evident in 

micrographs (Figure 3c–h) and diffraction patterns (Figure 3i–n) of the areas marked with colored squares 

in Figure 3b. Near the center of the laser focus and close to the bars of the gold mesh, the homogeneous 

contrast of the micrographs (Figure 3c,h) and diffuse rings of the diffraction patterns (Figure 3i,n) confirm 

the presence of vitreous ice. In contrast, the areas in between exhibit crystals, which increase in size closer 

to the laser focus (Figure 3d–g) and whose diffraction patterns identify mixtures of cubic and hexagonal 

ice (Figure 3j–m).  
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Figure 3. Phase behavior of a cryo sample in a melting and revitrification experiment. 

(a) Micrograph of a cryo sample after irradiation with a 10 µs laser pulse (46 mW). The green circle 

indicates the laser position and spot size (24 µm FWHM). Scale bar, 10 µm. (b) Enlarged view of the 

region marked with the white square in (a). Melting and revitrification has occurred in all but one of the 

holes in the area marked with the small solid circle, while the sample has crystallized within the bounds of 

the large dashed circle. The rest of the sample has remained vitreous. Scale bar, 5 µm. (c–h) Micrographs 

and (i–n) diffraction patterns of the regions marked with colored squares in (b). Scale bars, 500 nm and 5 

nm-1. 
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The phase behavior of the cryo sample as well as the crystal morphology in the devitrified areas can be 

understood when considering a time-temperature transformation diagram of supercooled water, as shown 

in Figure 4. Irradiation of the sample (~100 K) with a laser pulse rapidly heats the vitreous ice above its 

glass transition temperature (136 K), so that it melts into a supercooled liquid.27 As the temperature rises 

further, the crystallization time of this metastable liquid decreases dramatically. The estimated 

crystallization time28,29 (black curve, see also Note S2 and Figure S3) reaches a minimum of about 5 µs 

around 225 K. Due to the rapid crystallization between 150–235 K, this temperature range is frequently 

referred to as “no man’s land,” where the characterization of supercooled water has largely remained 

elusive.30–34 Rapid crystallization in “no man’s land” notably causes the formation of cubic ice in the cryo 

sample of Figure 2c when it is heated with a microsecond laser pulse of less than half the power needed 

to reach the melting point. We note that the crystallization times are estimated for pure water samples and 

therefore provide only a qualitative indication of the actual crystallization rates in our cryo samples. In the 

experiment of Figure 3, the laser power was adjusted such that the sample reaches the melting point only 

at the center of the laser focus. Correspondingly, we observe that only a small region of about 9 µm 

diameter revitrifies. Heat transfer simulations confirm that its size closely matches that of the area whose 

temperature exceeds the melting point by the end of the laser pulse, as discussed in more detail below. 

The crystallization of the surrounding areas likely does not occur while the sample cools, since the cooling 

rate of >107 K/s is much higher than is needed to outrun crystallization, as previously shown,18 which 

allows the sample to revitrify in the center of the laser focus. Instead, it appears that crystallization already 

occurs during laser heating, as the sample traverses “no man’s land.” Only those areas that are subsequently 

heated above the melting point will then become liquid again and revitrify after the heating laser is switched 

off. The interpretation that crystal formation occurs during laser heating is also consistent with the spatial 

variation of the size of the crystallites that we observe in the crystalline regions (Figure 3d–g). Below 

225 K, the crystallization process is characterized by fast nucleation, but slow crystal growth. The opposite 

holds above this temperature, where nucleation slows dramatically, and crystallization is dominated by fast 

crystal growth (Figure S3).35 Sample areas closer to the laser focus heat up more rapidly and therefore 

spend less time at temperatures below 225 K, where nucleation rates are high. A smaller number of nuclei 

is thus formed that can subsequently grow to a larger size once the temperature exceeds 225 K, in 

agreement with our observations 
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Figure 4. Time-temperature transformation diagram of supercooled water. The black curve 

indicates the crystallization time of supercooled water, which is estimated from experimental nucleation43 

and growth44 rates (see Note S2). It exhibits a minimum of 5 µs at about 225 K, in a region of the phase 

diagram of water commonly referred to as “no man’s land,”30–34 where rapid crystallization hinders the 

characterization of supercooled water. Crystallization is dominated by rapid crystal growth above 225 K, 

while nucleation dominates at lower temperatures.35 The solid blue lines indicate transition temperatures,27 

while the dashed red lines denote the boundaries of “no man’s land.”26,45 
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Simulations of the temperature evolution of the sample in the experiment of Figure 3 corroborate our 

interpretation of the observed phase behavior and provide further insight (Note S3 and Figure S4). In 

agreement with the experiment, the temperature in the holes closest to the laser focus barely exceeds the 

melting point at the end of the 10 µs laser pulse (46 mW, as in the experiment, see also Figure S5a). The 

corresponding temperature distribution of the cryo sample is depicted in Figure 5a, with the laser spot 

indicated by a green circle.  

 

While the sample in the holes closest to the laser focus has reached a temperature of 273 K, regions close 

to the bars of the specimen grid have remained at the initial temperature of 100 K. The regular pattern of 

holes in the gold film support manifests itself in lower sample temperatures at the sites of the holes. As 

we discuss in Figure S5b, adding a layer of graphene to the sample removes these local temperature 

gradients. An enlarged view of the area marked with a white square is shown in Figure 5b, with the 273 K 

isotherm highlighted in white. Notably, the size of the area enclosed by the isotherm closely matches that 

of the revitrified area in our experiment, suggesting that the revitrified area corresponds to the region that 

melts during the laser pulse. The dashed circle in Figure 5b indicates the boundary of the crystalline region 

that we observe in the experiment. This boundary, for which the simulation predicts a temperature of 

about 170 K, is likely defined by the complex crystallization kinetics of the rapidly heated sample.  

 

The temperature evolution of the sample and its phase behavior change in a characteristic fashion when 

the heating laser power is increased further. While the ice film in the holes closest to the laser focus (blue 

dot in Figure 5b) heats up more rapidly (Figure S5a), evaporative cooling limits the plateau temperature at 

which it stabilizes (blue curve in Figure 5c). Even at three times higher laser power, the temperature barely 

exceeds 300 K. This demonstrates that evaporative cooling can provide a negative feedback that stabilizes 

the plateau temperature for widely varying laser intensities, which facilitates control of the sample 

temperature. This negative feedback can be tuned by altering the sample geometry. For example, by 

reducing the hole size of the gold film from 2 µm to 1 µm, the sample temperature increases by about 25 

K at the highest laser powers (yellow curve). Much higher temperatures can be reached by adding a 

graphene layer between the holey gold film and the vitreous ice (red curve).36 This is desirable, for example, 

for the purpose of temperature jump experiments. 
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Figure 5. Heat transfer simulations of a melting and revitrification experiment. (a,b) Temperature 

distribution of a cryo sample after irradiation with a 10 µs laser pulse (46 mW, 24 µm spot size, indicated 

with a green circle). Scale bar, 10 µm. The white line in (b) indicates the isotherm at 273 K and the dashed 

circle represents the boundary of the crystalline region from the experiment in Figure 3b, at which the 

simulation predicts a temperature of 170 K. (c) Plateau temperature of the sample (at the position of the 

blue dot in (b)) as a function of laser power for different sample geometries. (d) Diameter of area that 

melts as a function of the laser power (probed at the position of the blue dot in (b)). The curve serves as 

a guide for the eye. 
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 With increasing laser power, the diameter of the area that is melted and revitrified increases, as shown in 

Figure 5d. The temperature reached in the holes closest to the laser focus increases from 273 K to 298 K 

as the laser power is doubled. At the same time, the diameter of the revitrified area increases from 12 µm 

to 22 µm. This is borne out experimentally in Figure 6, which shows identical cryo samples after irradiation 

with 15 µs laser pulses of increasing power. Here, the revitrified holes are highlighted in red. As the laser 

power is increased from 63 mW to 79 mW, the diameter of the revitrified area increases from 10 µm to 

22 µm. 

 

 

Figure 6. The size of the revitrified area increases with laser power. (a–c) Micrographs of cryo 

samples irradiated by a 15 µs laser pulse of increasing power. Areas that melted and revitrified are 

highlighted in red. Scale bar, 4 µm. 
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4.3 Discussion and Outlook 

Our experiments show that the phase behavior of the cryo sample provides a convenient means to infer 

details of its temperature evolution during a rapid melting and revitrification experiment. The laser power 

required for such an experiment can be calibrated in situ by determining the power needed to melt a 

devitrified area. By comparison with simulations, the power can then be increased, so as to heat the sample 

to a desired temperature above the melting point of ice. The success of an experiment can be immediately 

verified by the presence of a revitrified area surrounded by a crystalline region, in which the sample has 

not melted.  

 

The diameter of the revitrified area is characteristic of the temperature distribution of the sample at the 

end of the laser pulse, which can be compared with simulations to reconstruct the entire temperature 

evolution of the sample. The diameter of the revitrified area can also be used to quickly assess in situ 

whether experiments on different areas of the grid have been carried out under identical conditions, 

allowing one to adjust the laser power on the fly if required. Our heat transfer simulations demonstrate 

that evaporative cooling provides a negative feedback that stabilizes the plateau temperature that the 

sample reaches. Small changes in the power or alignment of the laser, as well as slight variations of the 

heat transfer properties between different areas, will therefore only lead to minor errors in the temperature.  

 

By changing the sample geometry, evaporative cooling can be tuned either to limit the maximum 

temperature of the sample or enable temperature jump experiments. Intriguingly, our experiments suggest 

that crystallization occurs during laser heating as the sample traverses “no man’s land.” Time-resolved 

experiments with microsecond electron pulses37 should allow us to verify this assumption by observing 

the phase behavior of water in real time.38–41 Such experiments also offer the opportunity to study the 

crystallization kinetics of supercooled water, which is a rich topic in its own right.31–34 We note that the 

transient formation of cubic ice during the laser melting process does not pose a problem for preserving 

the structure of the embedded proteins. In fact, it has recently been shown that high-resolution structures 

of particles can be obtained in devitrified samples.42  
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Chapter 5: Microsecond melting and revitrification of cryo samples: protein 

structure and beam-induced motion3  

 

 

5.1 Introduction 

Cryo-electron microscopy has been undergoing a stunning development in recent years, fueled by the 

introduction of a number of crucial innovations. Improved sample preparation methods 1 2 3 4, ever more 

powerful electron microscopes 5 6, faster and more sensitive electron detectors 7, and more sophisticated 

computational tools 8 9 have recently made it possible to obtain reconstructions of proteins at atomic 

resolution.5 6 At its current rate of growth, cryo-EM is predicted to rival x-ray crystallography as the most 

popular method in structural biology in just a few years.10 11 Another exciting frontier in cryo-EM is the 

study of dynamics, which can reveal insights into the function of a protein beyond the information that is 

available from a static structure.12 13 14 Conformational sorting with advanced computation tools can be 

used to map out the free energy surface that a protein explores under equilibrium conditions in great 

detail.15 16 17  

 

However, short-lived intermediates or transient states as well as fast out-of-equilibrium processes are more 

difficult to access. Time-resolved cryo-EM enables the study of such processes in principle, where 

dynamics are typically initiated with a light pulse 18 19 or through rapid mixing.20 21 22 The sample is plunge 

frozen as the dynamics occur, trapping intermediates that can be subsequently imaged.13 14 22 23However, 

the time resolution of this approach is several milliseconds and is fundamentally limited by the timescale 

of plunge freezing, about 1 ms.14 19 It is therefore too slow to capture many relevant processes, in particular 

the domain motions of proteins that are typically associated with their activity and that frequently occur 

on the microsecond to millisecond timescale.24 25  

 
3 Reproduced with small adaptations from Oliver F. Harder, Jonathan M. Voss, Pavel K. Olshin, Marcel Drabbels, Ulrich J. Lorenz, Acta Crystallogr D Struct 
Biol 78, (2022).  

 
Personal contribution to this chapter: I prepared the cryo-samples, handled the cryo-equipment, finetuned the microscope alignment for high resolution data 
collection and discovered the need for magnification distortion correction. I conducted the experimental demonstration, collected the cryo-EM data and carried 
out preliminary data treatment, reconstructions in CryoSPARC, to verify structural conservation upon revitrification. Lastly, I supported the preparation of 
this manuscript.  
 



 
 

79	

We have recently established a novel approach to time-resolved cryo-EM that affords microsecond time 

resolution.26 27 We illuminate a cryo sample with a focused laser beam to locally melt it and thus allow 

particle dynamics to briefly occur in liquid. After tens of microseconds, the heating laser is turned off and 

the sample rapidly cools and revitrifies, arresting the particles in their transient configurations, in which 

they can be subsequently imaged. Importantly, the time resolution of our approach is determined by the 

timescale of vitrification, which occurs within just a few microseconds.27 Our method thus affords a time 

resolution that is three orders of magnitude higher than in conventional time-resolved experiments 14 19, 

which makes it possible to study a wide range of fast dynamics that have previously remained inaccessible. 

 

Here, we add crucial details to the characterization of our method. While we have previously shown that 

the melting and revitrification process leaves the proteins intact 26 27, we here corroborate this finding by 

demonstrating that reconstructions obtained from conventional and revitrified cryo samples are 

indistinguishable within the spatial resolution of our instrument. Moreover, we analyze how the 

revitrification process alters the properties of the ice, showing that revitrified samples exhibit similar 

amounts of beam-induced motion as conventional samples, albeit with small differences in the drift 

behavior. 
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5.2 Methods 

Cryo samples were prepared on UltrAuFoil R1.2/1.3 300 mesh grids (Quantifoil). The grids were rendered 

hydrophilic through 10 minutes of plasma cleaning in an ELMO glow discharge system operating with 

negative polarity, 0.8 mA plasma current, and 0.2 mbar residual air pressure. Approximately 3–3.5 µl of 

sample solution were applied to the foil side of the grids – either 1.70 mg/ml mouse heavy chain apoferritin 

in 20 mM HEPES buffer with 300 mM sodium chloride at pH 7.5 (Figure 1), 0.33 mg/ml mouse heavy 

chain apoferritin in 20 mM Tris buffer with 150 mM sodium chloride at pH 7.4 (Figure 2,3), or 11.5 mg/ml 

CCMV in 0.1 M sodium acetate buffer with 1 mM Na2EDTA and 1 mM NaN3 at pH 5.0 (Figure 2,3). 

The samples were plunge frozen with a Vitrobot MarkIV (Thermo Fisher Scientific) that was operated at 

100 % relative humidity and a temperature of 22 °C, using a blotting time of 3–4 s. For imaging, the 

apoferritin and CCMV grids were loaded into either a Gatan 626 or a Gatan Elsa single tilt cryo-transfer 

specimen holder, respectively. 

 

Experiments were performed with a JEOL 2200FS transmission electron microscope that we have 

modified for time-resolved experiments, as previously described.28 The microscope is operated at 200 kV 

accelerating voltage and is equipped with an in-column Omega-type energy filter and a K3 direct electron 

detector (Gatan). Microsecond laser pulses for in situ melting and revitrification of the sample are obtained 

by chopping the output of a continuous laser (532 nm) with an acousto-optic modulator. The laser is 

reflected off a mirror located above the upper pole piece of the objective lens and strikes the sample at 

close to normal incidence. The laser beam is focused to a spot size of 24±1 µm FWHM, as measured by 

a knife-edge scan in the sample plane. 

 

Micrographs were zero-loss filtered with a 10 eV slit width. The electron detector was operated in counting 

mode to acquire 30-frame movies with a total dose of 60 electrons/Å2 and 2 and 3 s exposure times for 

apoferritin and CCMV, respectively. Micrographs were recorded with a pixel size of 0.9750 Å and 0.8514 

Å for apoferritin and CCMV, respectively. Defocus values were in the range of 0.5–2.5 µm. 

 

All images were corrected for the magnification distortion 29, which we determined from micrographs of 

a gold calibration standard (Ted Pella, product #673) with the mag_distortion_estimate_1.0.1 script.29 
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Single-particle reconstructions (see Fig. S1 for workflows) were carried out with cryoSPARC version 

3.2.0.8 The conventional apoferritin dataset consisted of 167 images. After patch motion correction and 

patch CTF estimation, 109 micrographs with CTF fits below 6.5 Å were selected. Following blob picking 

and inspection, particles were sorted into 30 classes, and 5 were used as templates to pick 146,763 particles 

from the micrographs. Of the picked particles, 81,332 were selected and sorted into 50 classes with a 160 

Å circular mask. After removal of junk, 76,144 particles from 38 classes were selected and subjected to 

another round of 2D classification (50 classes, 140 Å mask). From this round of sorting, 55,183 particles 

across a total of 13 classes were selected. After ab initio reconstruction (O symmetry) and heterogeneous 

refinement (O symmetry) into 2 classes, the high-resolution class (49,885 particles) was homogeneously 

refined using O symmetry, resulting in a 4.57 Å map. 

 

The revitrified apoferritin dataset was comprised of 100 micrographs taken from 6 melted and revitrified 

areas on 1 grid. After patch motion correction and patch CTF estimation, 70 images with CTF fits under 

5.5 Å were chosen. Following blob picking and inspection, particles were sorted into 30 classes, and 27 

were used as templates to pick 93,800 particles from the micrographs. Next, 58,792 particles were selected 

and sorted into 50 classes with a 160 Å circular mask. After removal of junk, 53,783 particles from 33 

classes were chosen and again subjected to another round of 2D classification (50 classes, 140 Å mask). A 

total of 40 classes, corresponding to 49,476 particles, were selected. After ab initio reconstruction (O 

symmetry) and heterogeneous refinement (O symmetry) into 2 classes, the high-resolution class (45,953 

particles) was homogenously refined using O symmetry, resulting in a 4.25 Å map. 

 

 

The conventional CCMV dataset consisted of 269 images. After patch motion correction and patch CTF 

estimation, 97 micrographs with CTF fits below 6.0 Å were selected. Following blob picking and 

inspection, particles were sorted into 30 classes, and 27 were used as templates to pick 36,783 particles 

from the micrographs. Of the picked particles, 6,616 were selected and sorted into 50 classes with a 320 

Å circular mask. After removal of junk, 6,554 particles from 21 classes were selected. After ab initio 

reconstruction (I symmetry) and heterogeneous refinement (I symmetry) into 2 classes, the high-resolution 

class (3,560 particles) was homogeneously refined using I symmetry, resulting in a 4.98 Å resolution map. 
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The revitrified CCMV dataset consisted of 391 images taken from 22 melted and revitrified areas on 7 

grids. After patch motion correction and patch CTF estimation, 120 images with CTF fits below 6.5 Å 

were chosen. After blob picking and inspection, particles were sorted into 30 classes, and 10 were used as 

templates to pick 42,201 particles from the micrographs. Of the picked particles, 7,866 particles were 

selected and sorted into 50 classes with a 320 Å circular mask. After removal of junk, 7,240 particles from 

16 classes were selected. After ab initio reconstruction (C1 symmetry) and heterogeneous refinement (I 

symmetry) into 2 classes, the high-resolution class (5,029 particles) was homogeneously refined using I 

symmetry, resulting in a 5.20 Å resolution map. 

 

Single-particle reconstructions were visualized with ChimeraX.30 The volumes of apoferritin in Figure 2 

are displayed with contour levels of 0.20 and 0.15 for the conventional and revitrified samples, respectively. 

The molecular model from PDB 6V21 31 was placed into the density through rigid body fitting. The details 

in Figure 2 show the density within 3.3 Å of residues 13–42 of chain C. The volumes for CCMV are 

displayed with contour levels of 0.100 and 0.115, for the conventional and revitrified samples, respectively. 

The molecular model from PDB 1CWP 32 was placed into the density through rigid body fitting. Details 

are shown for the density within 3.3 Å of residues 76–86 and 142–153 of chains A, B, and C. 

 

Drift trajectories of apoferritin and CCMV were determined with local motion correction in cryoSPARC. 

The average displacement of the particles as a function of dose (Figure 3) was calculated using only the 

particles that were included in the reconstructions in Figure 2. We note that if we include all particles, the 

result is qualitatively the same. 
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5.3 Results and Discussion 

Figure 1a,b illustrates the sample geometry and experimental approach. Cryo samples are prepared on 

UltrAuFoil R1.2/1.3 300 mesh gold grids 1, and the melting laser (532 nm, 24±1 µm spot size in the sample 

plane) is centered on a grid square (Figure 1a). Under illumination with a 20 µs laser pulse, the sample 

rapidly melts in the vicinity of the laser focus and subsequently revitrifies, arresting the motions of the 

embedded particles (Figure 1b). 

 

Figure 1c–f displays micrographs of a typical experiment with a cryo sample of mouse apoferritin. 

Figure 1d shows a low magnification view of the grid square before laser irradiation, and Figure 1c a 

micrograph collected from the hole marked with a grey arrow. The sample is then illuminated in situ with 

a 20 µs laser pulse (205 mW), with the laser beam aligned to the central hole, which is marked with a 

crosshair. As indicated in Figure 1e, a circular area around the center of the laser focus has melted and 

revitrified (dashed semicircle).  

 

In contrast, the adjacent regions, in which the temperature has remained below the melting point of water, 

have crystallized.26 We then collect micrographs from holes within the revitrified area, such as that of 

Figure 1f, which reveals intact apoferritin particles. We note that in order to ensure a comparable 

temperature evolution in all melting and revitrification experiments, the laser power (typically about 

165 mW) was always adjusted to obtain a revitrified region of similar size to that in Figure 1e. 26 We note 

that while aligning the laser, the sample is exposed to a dose of about 10-3 electrons/Å2 before it is melted 

and revitrified. This dose is too low to induced any detectable amount of beam damage. 
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Figure 1. Rapid melting and revitrification of cryo samples, concept and experimental 

demonstration. (a) Illustration of the geometry of the cryo sample, which is prepared on a holey gold 

film supported by a gold mesh. The sample is irradiated in situ with a laser beam that is centered onto a 

grid square. (b) In the vicinity of the laser focus, the sample rapidly melts, allowing embedded particles to 

undergo equilibrium dynamics in the liquid phase. When the laser is switched off, the sample rapidly 

revitrifies, trapping the particles, so that they can be subsequently imaged. (c–f) Micrographs of a cryo 

sample of apoferritin (c,d) and of the same sample after melting and revitrification with a 20 µs laser pulse 

(e,f). The laser focus is aligned to the central hole, which is marked with a crosshair. The outline of the 

revitrified area is indicated in (e) with a dashed semicircle. Adjacent regions have crystallized. Scale bars, 

50 nm in (c) and 5 µm in (d). 
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Single-particle reconstructions confirm that the melting and revitrification process preserves the structure 

of apoferritin.31 Figure 2a compares the density map obtained from a conventional cryo sample (left, 4.57 

Å resolution) with that obtained after melting and revitrification (right, 4.25 Å resolution). We note that 

the resolution is consistent with that previously obtained on a similar instrument.33 Individual helices are 

clearly resolved in both reconstructions. As evident in the details shown on the left and right, some side 

chain density is visible, which is slightly more pronounced in the higher resolution map obtained from the 

revitrified samples.  

 

Within the resolution afforded by our instrument, the structures are indistinguishable. This result is 

confirmed by a second set of experiments on cryo samples of CCMV, an icosahedral plant virus 32 34 (Figure 

2b). We obtain near-identical reconstructions of CCMV with a resolution of 4.98 Å and 5.20 Å for the 

conventional (left) and the revitrified cryo samples (right), respectively. Secondary structural elements of 

the viral capsid are well resolved, which is also evident in the details of the density in the vicinity of the 

quasi three-fold symmetry axis. We note that the viral RNA inside the capsid is disordered and therefore 

not resolved. We conclude that the melting and revitrification process leaves the particles intact and that 

within the spatial resolution of our experiment, it does not alter their structure. 

 

Evidently, rapid melting and revitrification does not expose the particles to any mechanical forces or other 

processes that damage their structure. This conclusion is supported by a consideration of the different 

elements of the experiment, including the nature of the interaction between the laser beam and the 

particles, the melting and revitrification steps, as well as the interactions that the particles encounter while 

the sample is liquid. 

 



 
 

86	

 

Figure 2. Comparison of single-particle reconstructions obtained from conventional and 

revitrified cryo samples. (a) Reconstructions of apoferritin from a conventional cryo sample (left, 4.57 Å 

resolution) and a melted and revitrified cryo sample (right, 4.25 Å). Details are shown for the densities of 

an alpha helix that has been fitted with PDB model 6V21.31 (b) Single-particle reconstructions of CCMV 

from a conventional cryo sample (left, 4.98 Å) and a melted and revitrified cryo sample (right, 5.20 Å). 

Details of the densities of the capsid are shown in the vicinity of the quasi three-fold symmetry axis. The 

densities have been fitted with PDB model 1CWP.32 The structures from conventional and revitrified 

samples are indistinguishable within the resolution of our instrument.  
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The interaction of the particles with the 532 nm laser beam is only indirect, since neither the particles nor 

the vitreous ice film absorb visible light, which prevents any type of photodamage. Instead, the laser heats 

the holey gold film of the specimen grid, which then melts the vitreous ice through fast heat diffusion. We 

have previously shown that the sample temperature can be controlled to prevent heat denaturation of the 

particles. In particular, evaporative cooling provides a negative feedback that stabilizes the sample 

temperature.26 27 

 

While the sample is liquid, the particles may interact with the interface between the water film and the 

vacuum of the microscope. Interactions with the air-water interface have previously been shown to lead 

to particle denaturation.35 However, the number of such collisions on the timescale of our experiment, 

tens of microseconds, is significantly lower than during the plunge-freezing process, where the time 

between blotting and vitrification is on the order of a second. Furthermore, it has previously been 

concluded that during this time, a layer of unraveled proteins forms at the aqueous surface that protects 

particles from reaching the interface.36 37 We therefore expect the number of collisions that lead to 

denaturation to be small as long as the thickness of the sample remains large enough. 

 

The rapid revitrification of the sample after the laser pulse should certainly not damage the particles, since 

it is well established that vitrification preserves the structure of a protein. In fact, the significantly higher 

cooling rate in our experiment 27, compared with that typically reached during plunge freezing14 19, should 

be better suited to trap the room temperature structure of proteins. The melting step resembles the 

revitrification process in that it occurs on the same timescale of a few microseconds, just with the 

temperature evolution reversed.27 One notable difference, however, is that cubic ice forms during the early 

stages of laser heating, which only melts once the temperature exceeds 273 K.26 While the formation of 

cubic ice crystals could conceivably damage the proteins, this does not appear to be the case. In fact, it has 

recently been shown that the structure of proteins in devitrified cryo samples is unchanged and that 

devitrification can even be used to reduce sample drift and improve resolution.38 
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Figure 3. Comparison of sample drift in conventional and revitrified cryo samples. (a) Average 

cumulative specimen drift of apoferritin in a conventional cryo sample (grey) and a melted and revitrified 

cryo sample (purple). (b) Average cumulative specimen drift of CCMV in a conventional cryo sample 

(grey) and a melted and revitrified cryo sample (purple).  
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While we conclude that the structure of the proteins is not altered, an important related question is whether 

melting and revitrification changes the properties of the ice. In particular, it is important to establish how 

it affects the beam-induced motion that occurs during imaging and that limits the obtainable spatial 

resolution. Such motion arises when mechanical stresses in the vitreous ice, which have built up during 

plunge freezing, are released under electron irradiation.1 2 39 40 41 42 43 Figure 3a shows that the average 

cumulative drift of the apoferritin particles, which is displayed as a function of the electron dose, follows 

a typical behavior for both the conventional (grey) and revitrified cryo samples. They initially drift quickly, 

before slowing to a lower and constant drift rate after a dose of 10–20 electrons/Å2. The revitrified 

samples exhibit a slightly larger initial drift, but a smaller asymptotic drift rate. Their average cumulative 

drift therefore drops below that of the conventional samples after 15 electrons/Å2. It is 1.5 Å lower at a 

dose of 60 electrons/Å2, for a total drift of 10 Å. Qualitatively similar, although less pronounced 

differences are observed for the beam-induced motion of the CCMV samples (Figure 3b). The cumulative 

drift of the rivitrified samples drops below that of the conventional samples after 30 electrons/Å2 and is 

1.3 Å lower at a dose of 60 electrons/Å2, for a total drift of 15 Å. 

 

We conclude that revitrified samples exhibit comparable amounts of beam-induced motion to 

conventional samples, an observation that can shed new light on the mechanism that causes stress buildup 

in the ice during vitrification. It has been proposed that this stress results from the large temperature 

difference during plunge freezing between the holey gold film and the grid bars. Because of their large 

heat capacity, the bars cool more slowly and thus exert a compressive force on the vitreous ice film once 

they contract.42 43 Since melting and revitrification is highly localized and the grid bars remain at cryogenic 

temperatures throughout the entire process, this mechanism alone cannot easily explain the beam-induced 

motion of the revitrified samples.26 27 Our results are also seemingly at odds with the previous observation 

that drift increases with vitrification speed, which has been ascribed to the fact that faster cooling provides 

less time for stresses in the ice to dissipate during plunge freezing.42 44 Since the cooling rate during 

revitrification is almost two orders of magnitude higher, one would therefore expect the beam-induced 

motion to become even more pronounced. We speculate that this is not the case since revitrification 

removes stresses that arise from large-scale deformations of the entire grid during plunge freezing 42 43, 

which compensates for the additional local stress induced by the high cooling rate. 
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5.4 Conclusion 

Our experiments demonstrate that rapid melting and revitrification of cryo samples leaves embedded 

particles intact, providing a central piece of evidence that our approach is suitable to study the dynamics 

of proteins on the microsecond timescale. We find that proteins do not undergo structural changes within 

the spatial resolution afforded by our instrument. However, subtle structural differences, such as a side 

chain adopting a different conformation, may become apparent at higher resolution, a possibility that we 

have begun to explore.  

 

Temperature-resolved cryo-EM experiments have long established that for some proteins, different 

conformational ensembles are obtained when the sample is cooled to a lower temperature before 

vitrification.45 46 Functional states present at physiological temperatures may even be depopulated during 

the plunge freezing process if the conformational transitions involved are fast relative to the cooling rate.47 

Melting and revitrification may provide a tool to investigate such effects systematically and even repopulate 

high-temperature states that are inaccessible at lower vitrification speeds. We also expect that the 

significantly faster cooling rate in our experiments should lead to a higher glass transition temperature 

(Angell, 2008)48 and thus cause subtle changes in the structure of the water network surrounding the 

proteins, which should become evident at atomic resolution.5 6 

 

Our experiments also open up new possibilities for studying the vitrification process in real time 49 and 

how it leads to the buildup of stress that results in beam-induced motion. By suitably modulating the laser 

power, the cooling rate can be varied by more than three orders of magnitude, and the temperature 

evolution of the sample can be precisely controlled. This has been difficult to achieve with plunge freezing, 

where the complex fluid dynamics of the cryogen and its vapor phase as well as the heterogeneous heat 

transfer properties of the sample lead to widely varying vitrification speeds, even across a single specimen 

grid.44 Even though we observe only small differences in the beam-induced motion of revitrified samples, 

our initial results suggest that it may be possible to release stress through irradiation with a sequence of 

laser pulses. 
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In the future, we envision using the microsecond melting and revitrification approach to study the 

dynamics of proteins, as outlined previously.27 Several approaches are available for initiating dynamics. 

The intensity of the melting laser can be increased to heat the sample to elevated temperatures and thus 

induce a temperature jump, or a second laser pulse can be employed to directly trigger a photoactivated 

process. Alternatively, caged compounds can be used to provide a range of biomimetic stimuli by inducing 

a pH jump 50 or releasing ATP, ions, or even small peptides.51 52 Conveniently, these compounds can 

already be released with the sample still in the frozen state. Since the matrix of vitreous ice prevents the 

motions of the proteins, dynamics will only occur once the sample is melted. By revitrifying different areas 

of the sample after different amounts of time, reconstructions can then be obtained of several time points, 

so as to capture the complete structural evolution of the particles. 
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Chapter 6: Fast Viral Dynamics Revealed by Microsecond Time-Resolved Cryo-

Electron Microscopy4  

 

 

6.1 Introduction 

Cowpea chlorotic mottle virus is an icosahedrally symmetric plant virus in the Bromoviridae family that 

infects cowpea plants (Vigna unguiculata).1 As with most viruses, CCMV faces the challenge of safely 

packaging its genetic material for transport, but then releasing it at the appropriate time to infect the host. 

As illustrated in Fig. 1, CCMV is thought to achieve this by detecting a change in its chemical environment 

upon entering the host cell, which causes its capsid to swell, increasing in diameter by about 10 %.2 This 

extended state, which is unstable and disassembles, releases the viral RNA, thus infecting the host.3 The 

capsid swelling is triggered by a decrease in the concentration of divalent ions and a simultaneous increase 

in pH upon entry into the host cell. This causes calcium ions to vacate their binding sites on the capsid 

interior, where they are complexed by several negatively charged sidechains.3 4 Once the calcium ions are 

no longer present to compensate these negative charges, electrostatic repulsion causes the capsid to 

expand.3 4 5 In the absence of divalent ions, the virus can also be artificially contracted by lowering the pH 

below 5, which protonates the negatively charged residues and thus removes their repulsion.6 

 

 

 

 

 
4 Reproduced with small adaptations from Harder, O.F., Barrass, S.V., Drabbels, M., Lorenz, U.J. Fast viral dynamics revealed by microsecond time-resolved 
cryo-EM. Nat Commun 14, 5649 (2023).  
 
Personal contribution to this chapter: I conducted all the experimental work consisting of wet chemical preparation of virus solutions at different pH, precise 
addition of photoacid, cryo-sample preparation, structure determination of initial samples with single particle cryo-EM, ex-situ UV irradiation to activate the 
photoacid and in-situ revitrification. I collected all the high-resolution datasets, conducted preliminary data analysis in CryoSPARC, identified and visualized 
the apparent structural differences in CHIMERA. 
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Figure 1. Illustration of the entry of CCMV into the plant cell. The virus in its contracted state (green) 

enters the plant cell through damaged sites in the cell wall. Once inside the cytoplasm, the virus experiences 

a decrease in the concentration of divalent ions and an increase in pH, which causes its capsid to swell. 

The extended state, which is unstable and disassembles, then releases the viral RNA, thus infecting the 

host. 
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Our understanding of how the CCMV capsid functions has remained incomplete due to a lack of direct 

observations of the fast motions of this intricate nanoscale machine, or methods that would enable such 

observations. A comparison of the contracted and expanded virus structures6 suggests that the mechanics 

of the capsid motion must involve several large-scale translations and rotations of the capsid proteins. 

However, it is unclear whether they occur in a concerted or asynchronous fashion. 3 5  

 

Moreover, it is unknown how fast these motions are. The pH induced contraction of a another icosahedral 

virus, Nudaurelia Capensis ω, was observed to be complete after 10 ms, but is thought to be significantly 

faster.7 This suggests that the capsid motions of CCMV would be too fast to be captured by traditional 

time-resolved cryo-EM, which affords only millisecond time resolution.8 Ultrafast x-ray crystallography9 

10, while sufficiently fast, is likely not suitable either to study these dynamics, since the crystal environment 

would hinder the large-amplitude motions involved.10 11  

 

The difficulty of observing the fast motions of the CCMV capsid exemplifies the broader challenge of 

observing proteins as they perform their tasks. This has largely remained elusive, which has left our 

understanding of protein function fundamentally incomplete.12 In order to enable such observations, we 

have recently proposed microsecond time-resolved cryo-EM13–17, which affords a time resolution of about 

5 µs or better13 and enables near-atomic resolution reconstructions.17 
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6.2 Results 

Here, we employ microsecond time-resolved cryo-EM to observe the pH jump induced contraction of 

CCMV and elucidate its capsid mechanics. The experimental approach is illustrated in Fig 2a-d. Cryo 

samples of extended CCMV at pH 7.6 (containing no divalent ions) are prepared in the presence of a 

photoacid (NPE-caged proton). The pH of the cryo sample is then lowered to 4.5 by releasing the 

photoacid through UV irradiation (266 nm). Even though the fully contracted state of CCMV is the most 

stable at this low pH 18 (Fig. 2e), the matrix of vitreous ice surrounding the particles prevents their 

contraction, locking them in their extended configuration.  However, when we rapidly melt the sample 

with a laser beam (532 nm, Fig. 2b), the particles begin to contract as soon as the sample is liquid (Fig. 2c). 

After 30 µs, we then switch off the heating laser, and the sample cools and revitrifies within microseconds, 

trapping the particles in their partially contracted configurations (Fig. 2d), which we subsequently image. 

 

Figure 3a shows a single-particle reconstruction of CCMV in its extended state (4.1 Å resolution). The 

sample was plunge-frozen at pH 7.6, after which the pH was lowered to 4.5 by releasing the photoacid. 

The capsid has a diameter of 32 nm (Materials and Methods), with the disordered RNA in its interior not 

resolved. The reconstruction is indistinguishable from one obtained without first lowering the pH 

(Supplementary Fig. 2a). This confirms that the vitreous ice matrix has prevented the particles from 

contracting, even though the negatively charged residues whose repulsion keeps the capsid inflated are 

likely protonated due to the high proton conductivity of vitreous ice.19 In contrast, a sample prepared at 

pH 5.0 yields the structure of the fully contracted state with a diameter of 28 nm (Fig. 3c). The resolution 

of 1.6 Å is considerably higher than that of the extended state, which is more flexible and prone to partial 

disassembly. 
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Figure 2. Microsecond time-resolved cryo-EM of the contraction of CCMV - experimental 

concept. (a) The expanded form of CCMV is prepared at pH 7.6 and plunge frozen in the presence of a 

photoacid (NPE-caged proton). The pH of the cryo sample is then lowered to 4.5 by releasing the 

photoacid through UV irradiation. At such a low pH, the contracted state of the capsid (e) is more stable. 

However, contraction cannot occur since the virus is trapped in the vitreous ice. (b) The sample is rapidly 

melted through irradiation with a laser beam. (c) Once the sample is liquid, the capsid starts to contract. 

(d) The laser is switched off, which causes the sample to cool and revitrify within microseconds, trapping 

the virus in partially contracted configurations, which are subsequently imaged. (e) A reconstruction of the 

fully contracted virus is separately obtained from a sample prepared at pH 5. 
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Figure 3. Single-particle reconstructions of different stages of the contraction of CCMV and 

variability analysis. (a-c) Comparison of the expanded state (plunge frozen at pH 7.6), the partially 

contracted configuration obtained with a 30 µs laser pulse, and the fully contracted state (prepared at pH 

5.0). Before acquiring micrographs of the expanded state, the pH of the cryo sample was lowered to 4.5 

by releasing a photoacid through UV irradiation. The particles nevertheless remain expanded because the 

surrounding matrix of vitreous ice prevents their contraction. (d) Cross section of an overlay of the three 

reconstructions (filtered to 8 Å), highlighting that the structure obtained after 30 µs of laser irradiation 

(blue) corresponds to a partially contracted configuration. (e) Variability analysis (cryoSPARC 4.0.1 20) of 

the extended, partially contracted, and fully contracted configurations (21,675 randomly selected particles 

of each). The particle distribution is shown as a function of the first two components, which are 
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predominantly associated with the diameter change of the particle (component 1) and with motions of the 

capsid proteins (component 2). The particle distribution is divided into 30 slices along the first component, 

and a reconstruction is obtained for each. 

 

When we prepare CCMV in its extended state and lower the pH to 4.5, melting and revitrification of the 

sample allows the particles to partially contract. A reconstruction from a revitrified sample (Fig. 3b, 8.0 Å 

resolution) features a particle diameter of 31 nm, which lies in between that of the extended and the 

contracted configurations. This is also evident in Fig. 3d, which shows a cross section of the three 

reconstructions overlayed. Since the particles do not contract in samples that are UV irradiated, but do 

not contain any photoacid (Supplementary Fig. 2b), we conclude that the contraction is induced by the 

pH jump. 

 

The partially contracted CCMV particles obtained after revitrification feature substantial conformational 

heterogeneity, which limits the resolution of the reconstruction in Fig. 3b to 8.0 Å. This is confirmed by 

a variability analysis (cryoSPARC 4.0.1).20 Figure 3e displays the distribution of the particles in the 

extended, intermediate, and contracted configurations (21,675 randomly selected particles of each) as a 

function of the first two variability components. The first component predominantly corresponds to a 

change in particle diameter, while the second is associated with motions of the capsid proteins. The three 

configurations appear as distinct clusters, with the extended and partially contracted ensemble closer to 

each other and partly overlapping. Interestingly, the variability analysis in Fig. 3e suggests that the reaction 

path may be curved, indicating that different motions involved in the contraction process occur on 

different timescales. 
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An analysis of the translations and rotations of the capsid proteins confirms that contraction involves 

different timescales. We divide the particle distribution in Fig. 3e into 30 equally spaced slices along the 

first variability component and perform a reconstruction for each (Supplementary Fig. 4). We then dock 

atomic models of the extended configuration into slices 1–12 (extended and partially contracted particles) 

and of the contracted configuration into slices 25–30 (fully contracted particles), from which we determine 

the motions of the capsid proteins (Supplementary Methods). Figure 4a illustrates these motions, with the 

icosahedral capsid shown in its extended form. The 180 identical capsid proteins are arranged in 12 

pentamers and 20 hexamers. The asymmetric unit (highlighted) contains three subunits A, B, and C 

(magenta, green, and blue, respectively). Figure 4b displays the particle diameter as a function of the slice 

number, with the diameter measured along the five-fold symmetry axis (indicated in Fig. 4a). In slices 1–

5, which contain extended particles, as well as in slices 25–30, which contain fully contracted particles, the 

diameter is constant. In contrast, a continuous distribution of diameters is found for the partially 

contracted particles in slices 8–12, with the particle diameter in slice 12 about halfway between the fully 

extended and contracted configurations. This wide distribution highlights the conformational 

heterogeneity of the ensemble obtained after melting and revitrification. Evidently, the particles contract 

at different speeds.  
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Figure 4. Analysis of the capsid motions involved in the contraction of CCMV. (a) Geometry of the 

icosahedral capsid (extended form). The asymmetric unit (highlighted) contains three protein subunits A, 

B, and C (magenta, green, and blue, respectively). Five-, three-, and two-fold symmetry axes are indicated 

with a star, triangle, and ellipse, respectively. Arrows indicate the rotation axes of the capsid proteins. (b-

d) Analysis of the motions of the capsid proteins. The particle distribution in Fig. 3e is divided into 30 

slices along the first component, and reconstructions are obtained for each. Atomic models are then 

docked into the density, from which the motions of the capsid proteins are extracted for each slice. (b) 

Particle diameter as a function of slice number. (c) Rotation angles of the capsid pentamers and hexamers. 

(d), Angles of the superimposed rotation of the A, B, and C subunits around the rotation axes indicated 

with arrows in (a). 
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The contraction of CCMV is accompanied by a simultaneous anticlockwise rotation of the pentamers and 

hexamers, which are both rotated by about 5 degrees in the fully contracted state. Figure 4c displays the 

rotation angles as a function of slice number. It reveals that the pentamers rotate about twice as fast as the 

hexamers, adopting a rotation angle of over 3 degrees in slice 12, while the hexamers reach only about 1.5 

degrees. This rotation of the capsomeres is accompanied by a superimposed rotation of the capsid subunits 

around the axes indicated with black arrows in Fig. 4a. This rotation causes the capsomeres to adopt a 

domed structure in the contracted state. Figure 4d reveals that subunits A–C rotate with similar speeds. 

However, whereas subunit A has already reached its final rotation angle of ~7 degrees in slice 12, subunits 

B and C have completed only about half their rotations of ~11 and ~13 degrees, respectively. Clearly, 

while the different motions of the capsid proteins occur simultaneously, they are associated with different 

timescales. 

Our experiments elucidate the capsid mechanics of the pH jump induced contraction of CCMV. Given 

the large amplitude of the motions involved, the contraction is surprisingly fast, with some particles 

completing half the contraction within the time window imposed by the 30 µs laser pulse. The process 

thus resembles a collapse that is triggered when the electrostatic repulsion is removed that keeps the capsid 

inflated. While this collapse is a concerted process, the associated translations and rotations of the capsid 

subunits occur on slightly different timescales, which results in a curved reaction path. Our analysis also 

reveals a large spread in the speed with which the particles contract. This is an expected result since the 

contraction occurs in a dissipative medium. For the same reason, conformational heterogeneity will likely 

be a feature of most protein dynamics than can be observed with microsecond time-resolved cryo-EM. It 

is therefore advantageous to design experiments such that they start from a homogeneous ensemble. As 

we have shown here, conformational sorting 21,22 will be crucial to obtain detailed structural information 

and elucidate reaction paths. We note that CCMV exists in three virions, which each package a different 

RNA strand 23,24 and will therefore likely contract at slightly different speeds. A further contribution to the 

observed spread in contraction speeds will likely arise from small variations in the temperature evolution 

of the revitrified area.13 



 
 

106	

While we have previously characterized our technique with the help of proof-of-principle experiments, we 

here show that microsecond time-resolved cryo-EM can be successfully employed to study fast protein 

dynamics that occur in vivo. We demonstrate a general approach for triggering such dynamics with the help 

of photorelease compounds.14 Instead of uncaging the compound while the sample is liquid, we already 

do so with the sample still in its vitreous state. This offers the advantage that much larger changes in the 

chemical environment of the embedded particles can be induced, in particular for caged compounds with 

small quantum yields. Our experiments confirm that while the particles remain trapped in the matrix of 

vitreous ice, they cannot react to this stimulus, but will only begin to undergo conformational dynamics 

once the sample is melted with the laser beam. It should be possible to extend this principle to a wide 

range of other stimuli that can be applied with photorelease compounds, including caged small molecules, 

ATP, ions, amino acids, or peptides.25,26 This suggests that microsecond time-resolved cryo-EM will be 

broadly applicable and that it has the potential to elucidate the dynamics of a wide variety of proteins that 

previously were too fast to be observed. 

 

It is difficult to conceive how a similarly detailed view of the fast structural dynamics of the CCMV 

contraction could have been obtained with any other technique. This is particularly true for methods that 

do not offer a sufficiently high time resolution and are therefore limited to observing proteins at 

equilibrium. For example, an ordinary conformational analysis of a cryo sample prepared under 

equilibrium conditions would be unable to access the partially contracted transient configurations that we 

observe. This highlights the need for fast observations of protein dynamics under out-of-equilibrium 

conditions. In fact, it is a defining feature of life that it occurs far from equilibrium.27 By enabling fast 

observations of non-equilibrium dynamics, microsecond time-resolved cryo-EM thus promises to 

fundamentally advance our understanding of living systems. 
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Data availability: The data that support the findings of this study are available from the corresponding 

author upon request. The maps of extended, partially contracted, and contracted CCMV from Fig. 3a–c 

have been deposited on EMDB 

EMD-16790 [https://www.ebi.ac.uk/pdbe/entry/emdb/EMD-16790] 

EMD-16798[https://www.ebi.ac.uk/pdbe/entry/emdb/EMD-16978] 

EMD-16400 [https://www.ebi.ac.uk/pdbe/entry/emdb/EMD-16400]  

together with the maps of extended CCMV in Supplementary Fig. 2: 

EMD-16857 [https://www.ebi.ac.uk/pdbe/entry/emdb/EMD-16857] 

EMD-16858 [https://www.ebi.ac.uk/pdbe/entry/emdb/EMD-16858] 

 

The corresponding data set are accessible on EMPIAR: 

EMPIAR-11487, EMPIAR-11473, EMPIAR-11461, EMPIAR-11489, EMPIAR-11488 

 

The atomic coordinates of the models of extended and contracted CCMV are available on wwPDB: 

8CPY [https://doi.org/10.2210/pdb8CPY/pdb] 

8C38 [https://doi.org/10.2210/pdb8C38/pdb] 

 

Code availability: Computer code used to generate the results of this paper are available from the 

corresponding author upon reasonable request. 
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Chapter 7: Conclusion and Outlook  
 
 
 

 
7.1 Conclusion 

Concluding this thesis, I would first like to highlight what has been achieved, discovered or gained in terms 

of knowledge during this work in a compact manner. 

 

Achievements, in the sense of accomplished goals outlined during the inception of this thesis fall into two 

categories. First, the primary goal of combining time-resolved electron microscopy with methods from 

cryo-electron microscopy was achieved. On one hand, the temporal resolution of time-resolved cryo-EM 

has been improved by three orders of magnitude from a few milliseconds to a few microseconds. One the 

other hand, a new contribution to the field of time-resolved electron microscopy has been established 

where, potentially, a wide range of processes can now be resolved by in-situ revitrification of cryo-samples.  

 

Second, a new approach to directly resolve protein dynamics has been developed: Currently, the entire 

workflow, all the way from laser-melting and revitrification of cryo-samples to reconstructing the density 

map of a transient ensemble, can be carried out routinely. At this point, the major hurdle to microsecond 

time-resolved cryo-electron microscopy is, just like in conventional cryo-EM, the preparation of samples 

and data treatment. 

 

Discoveries, in the sense of insights gained by accident or fortune, are truly plentiful. Foremost, it was 

discovered that samples can be melted and vitrified within microseconds in the vacuum of an electron 

microscope. By fortune, evaporative cooling has precisely the right stabilizing effect on the sample 

temperature for it to remain in a range around room temperature, ideal for typical biological activity. The 

circumstance that no additional modifications such as enclosing layers of graphene or the addition of 

surfactants are necessary is a very welcome discovery that has allowed for a much faster and wider range 

of applications, such as the deposition and revitrification of amorphous solid water.1 
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Another exciting discovery is the fundamental properties of water in its asymmetric behaviour during 

heating and cooling. As characterized in Chapter 4, vitreous ice crystallizes within microseconds upon 

heating, while water crystallizes much slower than a few milliseconds upon cooling.  

 

A very practical and useful discovery is the characteristic crystallization pattern around revitrified areas as 

outlined in Chapter 3. Colloquially termed “crater”, this handy phenomenon makes it much easier to 

identify desired areas at lower magnifications with lower electron doses. Recently, we even demonstrated 

its visibility with optical microscopy.2 

 

A general and more overarching discovery is that rapid cooling seems to produce different kinds of 

vitreous ice as hinted at by a wide range of discoveries: Build-up of charge on the vitreous ice film due to 

electron irradiation can lead to microlensing effects.3 It was discovered that this microlensing effect can 

be discharged by increasing charge carrier mobility during laser heating.4 Additionally, revitrified areas 

appear to be of a different structure as microlensing effects look visually different compared to the 

microlensing, previously observed for conventional vitreous ice.4 

 

Beam-induced motion and restructuring of the ice has been found to be different as well. Moreso, it is at 

odds with current theories that propose a significant mismatch in temperature and cooling rates between 

the gold film and the comparatively much more massive grid bars.5 In turn, this mismatch should lead to 

stress which manifests as beam induced motion when the film relaxes during electron irradiation.5 With 

revitrification not leading to greater beam induced motion, we discovered that the current theories on 

beam induced motion seem to be incomplete.  

 

Due to the rapid cooling, it is possible to discover and probe the vitreous ice film in conditions further 

from equilibrium than otherwise accessible with conventional plunge freezing. Crucially, proteins are more 

frequently found in non-equilibrium distributions, more clumped together and in different orientations 

compared to conventional cryo-samples. 
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Lastly, some knowledge in the sense of scientific insights into biology and protein dynamics has been 

gained. Foremost, we managed to elucidate biological processes by preparing and resolving transient 

configurations of cowpea chlorotic mottle virus particles. The microsecond viral capsid motion could be 

resolved and studied by applying microsecond time-resolved cryo-electron microscopy.  

 

Given the interpretation of the transient density maps, its contraction process seems to involve large-scale 

translations and rotations of the capsid proteins. These motions occur at slightly different timescales, 

indicating that the capsid proteins move asynchronously during the contraction. Interestingly, the rotations 

of the pentamers and hexamers differ in magnitude as pentamers rotate about twice as fast as the hexamers 

during the contraction process. Overall, one could conclude that the contraction of the capsid is 

surprisingly fast, with some particles completing half of the contraction within the 30 μs time window 

imposed by the laser pulse. This demonstrates how efficiently the unstable extended capsid virus can 

respond to environmental cues by undergoing structural changes.  

 

The partially contracted configurations of the capsid show significant conformational heterogeneity, 

indicating that the particles could contract at drastically different speeds and adopt various intermediate 

states between the fully extended and contracted configurations. Here, an investigation that can produce 

high-resolution density maps, maybe with more advanced reconstruction algorithms, is necessary to 

provide the insights required to fully understand the underlying mechanisms leading to the change in 

capsid size. 

 

All of these observations align with the initially outlined issues regarding the study of protein dynamics. 

Many detailed and complex aspects of dynamic structures, like their heterogeneity, fragility, susceptibility 

to external influences or their intrinsic chaotic behaviour, are to be expected but have been, at least 

partially, addressed. 

 

Additional knowledge was also added to the field of structural biology: High resolution density maps of 

cowpea chlorotic mottle virus in its fully contracted and extended conformation have been reconstructed 

and fitted with atomic models, respectively. 
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7.2 Ongoing Research 

Aside from the previously presented results, there are further projects that have not been published as of 

this writing. Orthogonal and more technical is my work on addressing preferred orientation (or orientation 

bias) in cryo-samples by rapid melting and revitrification, a major issue for conventional cryo-EM.6 

Conceptually, during the few microseconds the proteins spend in liquid, proteins assume a more random 

orientation distribution. Rapid microsecond cooling, unlike slower millisecond cooling during plunge 

freezing, reduces the time proteins have to assume their preferred orientation.  

 

Figure 7. Orientation distribution plot of T20S Proteasome before (a) and after (b) revitrification. 

Orientation distribution plot of 50S Ribosome before (c) and after (d) revitrification. 

 

Two systems that exhibit orientation bias, the 50S Ribosome and the T20S Proteasome, have been 

investigated. Both model systems sample orientation space more evenly (as in Fig. 7b, d) after 

revitrification compared to conventional plunge freezing (as in Fig. 7a, c). Notably, this is in line with the 

research on faster millisecond cooling times, such as Chamaeleon, which addresses orientation bias with 

the same principle.7 An alternative explanation might be the formation of crystals during the rapid 

melting, leading to the physical displacement and reorientation of proteins. In the context of this work, 

a complementary approach relying on gold grids instead of self-wicking grids has been developed. 

 
  

a

c

b
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7.3 Outlook 

Looking to the future, three areas of research seem promising to generate significant and long-term contributions 

to the field. First and foremost, microsecond time-resolved cryo-electron microscopy should be employed to study 

fast protein dynamics and produce further biological insights. Second, microsecond time-resolved cryo-EM should 

be improved to increase the range of possible experiments. Finally, the overarching vision is to combine 

microsecond time-resolved cryo-EM with advanced computational methods. Ideally this can realize a future where 

investigations into protein dynamics and protein function are conducted routinely and frequently.  

 

Very similar to cowpea chlorotic mottle virus is adeno-associated virus with already well-resolved low and high pH 

conformations.9 Following the approach applied to study CCMV, intermediates for adeno-associated virus could 

be prepared and resolved. Adeno-associated virus and any insights into its life-cycle are of great interest for gene 

therapy as AAV is currently one of the safest and most effective delivery system.10 

 

As for pH-sensitive proteins, hemagglutinin (HA) promises great insights: Hemagglutinin acts as a membrane fusing 

protein during the infection cycle of the influenza virus.11 Membrane fusion is initiated by a local decrease in pH, 

which could be triggered experimentally just as laid out in Chapter 6. Investigations into hemagglutinin’s structural 

dynamics have already been carried out by high-speed atomic force microscopy.12 But the preparation and resolution 

of intermediates during membrane fusion with microsecond time-resolved cryo-EM might provide further 

understanding, insights or ideas for vaccine and drug development. 

 

In my opinion, melting and revitrification should be widely used to aid to structural biology in solving structures 

with preferred orientation. The major advantage is that this approach only relies on holey gold foil grids, which 

nowadays are standard tools in state-of-the-art cryo-electron microscopy. Hence, many sample preparation 

protocols can be expected to transfer seamlessly. 

To improve the range of possible experiments, the timescales currently accessible by microsecond time-resolved 

cryo-EM have to be extended. There are several conceivable strategies that could allow for nanosecond temporal 

resolution. Equally, the gap to the millisecond regime could be bridged by employing a variety of approaches. For 

example, Chapter 3 demonstrates the possibility to sandwich a film of vitreous ice between two layers of graphene. 

Such a liquid cell can delay or prevent evaporation allowing the film to remain in liquid for several hundreds of 

microseconds. This approach has largely been left unexplored since these timescales are not directly relevant to the 

projects outlined. While slightly cumbersome, our current expertise has reached a state where the routine addition 

of graphene is more feasible. 
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A wide range of different triggers should be explored to allow the study of different systems. As mentioned in 

previous Chapters, there are a several photoactive compounds that can allow for changes in pH, the release of caged 

ions, caged ATP or other smaller caged molecules relevant to biology.13 Ultimately, one can imagine several 

approaches to more precisely control concentration, activate or trigger compounds and even mix different types of 

proteins on-grid. Innovations of this kind will certainly allow stunning experiments when built on this foundational 

research.  

 

Finally, I have the hope that this work can open up new opportunities for the field when combined with advanced 

computational techniques. As outlined in Chapter 1, Structural Biology has reached such an impressive state, 

especially with the advent of AlphaFold, that the goalpost for the field is slowly but surely shifting. With novel 

computational tools to study continuous conformational heterogeneity backed by powerful hardware, the eyes are 

set on understanding function and dynamics. The long-term vision is clear. Protein function has to be as easily 

accessible as static structures are today with computational means such as Alphafold.14 

 

The first steps in such a direction have already been taken and show astonishing promise. Most recently, the 

interactions of small molecules with protein structures were modelled using a diffusive denoising approach.15 

Shockingly, it promises to model entire biological assemblies containing proteins, nucleic acids, small molecules, 

metals and covalent modifications given the sequences of the polymers and the atomic bonded geometry of the 

small molecules and covalent modifications.15 From a long-term perspective, further advances will require 

experimental validation and larger training data sets to infer dynamics computationally. Such datasets will be 

provided by a large set of techniques where microsecond time-resolved cryo-EM is poised to play a crucial role. 

 

For microsecond time-resolved cryo-EM experiments, advances in computational techniques will in turn improve 

the data analysis and modelling of conformational heterogeneity generally prevalent in biological systems. Deep 

neural networks can already make astonishing use of energy-based models or latent space representations as 

demonstrated by CryoDRGN.16 Such tools could allow to generate images of transients along hypothetical reaction 

trajectories if the initial and final structures are provided. Even if microsecond time-resolved cryo-EM cannot 

provide a high-resolution reconstruction of transient configurations due to system-specific constraints, it might still 

capture poses of transients. These can be matched to generated ones in order to statistically verify a proposed 

trajectory in conformational space from experimental data. 
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In general, the field of protein dynamics seems to enter a period of high innovation driven fast-paced, accelerating 

self-reinforcing progress due to the newly discovered applications for AlphaFold that can be combined with already 

established or newly emerging experimental techniques.17 

 

That is precisely why microsecond time-resolved cryo-EM finds itself today in a unique and fortunate position to 

contribute experimentally to the overarching vision of routinely understanding of a protein’s dynamic nature. The 

method’s seamless integration into conventional cryo-EM workflows promises that a large fraction of the work 

carried out for structural studies during the last decades can be translated directly, with comparatively little effort, 

into functional studies on the microsecond-scale.  
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Appendix I – Supporting Information for Chapter 3 
 
A1.1 Notes 
  
Note S1. Graphene-enclosed cryo sample preparation 

 

The graphene-enclosed cryo samples are prepared with the procedure illustrated in Fig. S1. The gold 

spacer is obtained by evaporating 30 nm of gold onto a Quantifoil TEM grid (R1.2/1.3 holey carbon film 

on 200 mesh copper, Fig. S1a,b). The coated grid is placed onto the surface of a concentrated aqueous 

solution of (NH4)2S2O8 for 15 minutes to etch away the copper mesh and is subsequently transferred 

to a bath of deionized water for 10 minutes to remove the etchant (Fig. S1c). The carbon/gold film is 

then transferred onto bilayer CVD graphene on copper foil (ACS Material, Fig. S1d). To remove water 

and improve the contact between the graphene and amorphous carbon layers, the assembly is gently 

heated on a hotplate for 10 minutes at 50 °C. Once dried, the entire assembly is floated on the surface 

of a (NH4)2S2O8 etching solution for approximately 2 hours to dissolve the copper foil (Fig. S1e). Once 

the copper has been completely removed, the assembly is transferred to a deionized water bath for 10 

minutes in order to remove the etchant. Next, a 600 mesh gold TEM grid is submerged into the water and 

delicately drawn out to suspend the assembly onto the TEM grid (Fig. S1f). The grid is then dried on a 

hotplate for 10 minutes at 50 °C, after which a 10 µL drop of deionized water is placed on the surface of 

the gold film. Another multilayer graphene film (3-5 layers, ACS Material) is floated on the surface of a 

deionized water bath. The TEM grid is submerged in the water and withdrawn to suspend the graphene 

across the gold film and thus trap water in the holes of the gold film (Fig. S1g). The grid assembly is then 

blotted with filter paper for approximately 10 seconds to remove excess water and is immediately plunge 

frozen (Fig. S1h) and loaded into a cryo specimen holder. 
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Note S2. Preparation of cryo samples of GroEL 
 
Cryo samples of GroEL were prepared on Quantifoil UltraAuFoil TEM grids (R1.2/1.3 holey gold film 

on 300 mesh gold or R2/2 holey gold film on 200 mesh gold, 50 nm film thickness). The grids were plasma 

cleaned for 30 seconds using an ELMO glow discharge system operating with negative glow discharge 

head polarity, 0.860 mA plasma current, and 0.2 mBar residual air pressure. A 3 µL drop of a 1.3 mg/mL 

GroEL solution (Takara Bio Europe SAS, used without further purification) was placed on each of the 

plasma cleaned grids. The grids were inserted into a Vitrobot MarkIV (Thermo Fisher Scientific) held 

at 100% relative humidity and 22 °C and were blotted with 595 filter paper for 2.5 seconds with a blotting 

force of -15. Immediately after blotting, the samples were vitrified by plunge freezing in liquid ethane. 

 

Note S3. Rapid in situ melting and vitrification 
 
All experiments were carried out with a modified JEOL 2200FS transmission electron microscope 

operating at 160 kV accelerating voltage (Fig. S2).1 To induce rapid melting and vitrification, the sample is 

irradiated in situ with microsecond laser pulses (532 nm, tens of microseconds) that are obtained by 

chopping the output of a continuous laser with an acousto-optic modulator (20–80% rise and fall times 

of 73 ns and 134 ns, respectively, see Fig. S3c for the pulse shape). The laser beam is directed at the 

sample by means of a mirror located above the upper pole piece of the objective lens and strikes it at 

close to normal incidence. A 25 cm lens focuses the laser beam to a spot size of 24±1 µm FWHM, as 

measured by a knife edge scan at the sample location. 
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Note S4. Heat transfer simulations 
 
Finite element heat transfer simulations of the temperature evolution of the sample under irradiation 

with microsecond laser pulses were performed with COMSOL Multiphysics. The simulation geometry is 

shown in Fig. S3a,b. A gold film (30 nm thickness) rests on top of an amorphous carbon substrate (20 

nm thickness), which is supported by a 600 mesh gold TEM grid (14.5 μm wide and 10 μm thick bars, 30 

µm x 30 µm viewing area). The amorphous carbon/gold film features a regular pattern of holes (1.2 μm 

diameter, 2.8 µm pitch) and supports a thin layer of vitreous ice (0–150 nm, Fig. S3b). In order to reduce 

computational cost, we have omitted the graphene sheets that enclose the cryo samples in our 

experiments. As the thickness of the graphene layers are small, their heat capacity and thermal conductivity 

are negligible compared to the remainder of the assembly 2, so that omitting them in the simulation does 

not change the temperature evolution. We have, however, considered that the graphene layers absorb the 

heating laser radiation and have included this contribution in our calculation of the total absorption cross 

section of the sample. The simulation area is limited to a square of 122.5 μm side length, which is more 

than five times larger than the laser spot size (24 μm FWHM, indicated by empty circles in Fig. S3a). At 

the boundaries of the simulated area, we fix the temperature to the initial temperature of the geometry 

(100 K) in order to account for the large heat capacity of the remainder of the sample. We note that even 

if we do not apply this boundary condition, the temperature evolution is virtually identical. 

 

We use literature values for the temperature dependent heat capacity and thermal conductivity of gold 3 

as well as for the thermal conductivity of amorphous carbon.4 Since reliable low-temperature values for 

the heat capacity of amorphous carbon are not available 5, we use its room temperature value 6 and scale 

it to low temperatures assuming the temperature dependence for graphite.7 We note that when we change 

the heat capacity of amorphous carbon in a wide range, the temperature evolution changes only 

nominally. The heat capacity and thermal conductivity of supercooled water are unknown in a wide 

temperature range known as ‘no man’s land’, where rapid crystallization has so far prevented the study 

of its thermal properties.8 9 We therefore use the heat capacity of supercooled water in silica nanopores 

instead, which is available for the whole temperature range.10 For the thermal conductivity of water, we 

use its room temperature value, which is also close to that of amorphous ice at 100 K.11 
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The temperature of the entire geometry is initially set to 100 K. Heating with a 20 µs laser pulse is then 

simulated by placing a Gaussian heat source (24 μm FWHM) on the top surface of the gold film, with 

the heating rate calculated from the incident laser power and the absorption of both gold and 

graphene.12 13 14 For the temporal structure of the 20 µs heating laser pulse, we use the experimentally 

determined pulse shape (black curve in Fig. S3c). In Fig. 4D and Fig. S3c, the heating laser power (35 mW) 

is chosen such that the temperature at the center of the laser focus plateaus at ~300 K when the laser 

beam is centered on the simulation geometry. We simulate three different positions of the laser focus 

(solid dots in Fig. S3a) and probe the evolution of the sample temperature in their center (Fig. S3c, no 

added layer of ice). While heating and cooling times remain virtually unchanged (~1 µs), the plateau 

temperature of the sample decreases as the laser focus approaches the bars of the TEM grid. Therefore, 

the distance of the sample to the bars of the TEM grid has to be taken into account when the laser power 

required for melting is calibrated in situ, as shown in Fig. 2. In the simulations reported in Fig. 4d, the 

laser beam was centered on the simulation geometry (red dot in Fig. S3a). For simulations that include a 

layer of vitreous ice, we report the temperature of the ice, not the temperature of the amorphous 

carbon/gold film, although they are nearly identical.  

 

 

In order to understand how evaporative cooling affects the temperature evolution of the sample during 

irradiation with microsecond laser pulses, we perform heat transfer simulations using the experimental 

geometry from Fig. 5. A gold film (50 nm thickness) is supported by a 200 mesh gold TEM grid (38.5 

µm wide and 15 µm thick bars, 86.8 µm x 86.8 µm viewing area). The gold film features a regular pattern 

of holes (2 µm diameter, 4 µm pitch). A thin layer of vitreous ice (100 nm thickness) fills the holes and 

covers both sides of the gold film. The simulation area is limited to a square of 190 µm side length. To 

account for the large heat capacity of the specimen grid, the gold bars extend 435 µm past the simulation 

area in each direction. The temperature of the entire geometry is initially set to 100 K. 
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Heating with a 15 µs laser pulse is simulated by placing a Gaussian heat source (24 µm FWHM) on the top 

surface of the gold film in the center of the simulation geometry. To account for evaporative cooling, we 

apply a negative heat source to both surfaces of the water film. The cooling rate is determined from the 

temperature-dependent enthalpy of evaporation 15 and the temperature-dependent evaporation rate 16 

(Fig. S8a), which we calculate using literature values of the vapor pressure 17 assuming an evaporation 

coefficient of 1.9 

 

We probe the temperature evolution of vitreous ice located in the middle of the central hole in the gold 

film. Fig. S8b shows the heating and cooling dynamics of the ice film for different laser powers. With a 

40 mW laser pulse, the ice just barely surpasses the melting point. As the laser power is increased 

further, the plateau temperature of the sample increases only slightly, reaching 284 K at 120 mW. 

Evaporative cooling acts as a negative feedback that leads to a small variation in plateau temperature for a 

large range of laser powers  
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Note S5. Characterization of the temperature evolution and time resolution with time-resolved 

EM 

The temperature evolution of the sample under irradiation with microsecond laser pulses (Fig. 4) was 

characterized with time-resolved electron microscopy. This technique uses short electron pulses to capture 

processes that are faster than the time resolution of the electron camera.18 For these experiments, the 

temperature of the emitter is lowered until electron emission ceases. Short electron pulses (1 ns, 

~104 electrons) are then generated by irradiating the Schottky emitter of the microscope with a UV laser 

pulse (266 nm, 1 ns, 200 nJ pulse energy). A precisely timed electron pulse is then used to record a selected 

area diffraction pattern of the sample at a specific point in time during irradiation with a microsecond laser 

pulse. The experiment is repeated stroboscopically in order to acquire a range of time frames and thus 

capture the entire heating and cooling dynamics of the sample. Every stroboscopic diffraction pattern was 

acquired with 8,000 electron pulses, and the dynamics at each position of the heating laser were recorded 

at least five times. 

 

For the stroboscopic diffraction experiments, we reduced the power of the heating laser to 13 mW in 

order to minimize small irreversible deformations of the sample that slowly occur under exposure to 

thousands of laser pulses and that interfere with the stroboscopic experiment (see below). Our heat 

transfer simulations confirm that while different laser powers result in different plateau temperatures of 

the sample, they barely change the heating and cooling timescales, which are the figures of merit that we 

extract from the experiment. 

 

 

  



 
 

125	

Note S6. Analysis of the time-resolved diffraction patterns 

For our analysis of the temperature evolution of the sample, we monitor the intensity of the (331), (420), 

and (422) reflections of the gold film (Fig. 4b). We note that if we choose different reflections, we obtain 

very similar, albeit noisier transients of the diffraction intensity. 

 

The intensity of each selected diffraction spot is determined by integrating a rectangular region of interest 

centered around the diffraction spot (green boxes in Fig. S4c) and subtracting the intensity of the 

diffraction background, as determined from the average intensity of the areas marked in blue boxes in Fig. 

S4c. Over the course of a stroboscopic experiment (several hours), the electron beam intensity slowly 

varies and causes the intensities of the diffraction spots to change accordingly. To account for this effect, 

the diffraction intensities are normalized by the electron beam intensity, which we estimate with the 

following procedure.  

 

We calculate the total intensity of the diffraction spots included in our analysis for time frames recorded 

before time zero and after 40 μs, when the sample temperature has returned to 100 K. We then use a spline 

of this total diffraction intensity to estimate the intensity the electron beam had when each individual 

time- resolved diffraction pattern was recorded. After normalization, we average the intensity of each 

diffraction spot over all delay scans and calculate the corresponding standard error. Both the average and 

error are weighted by the relative electron beam intensity of the frame. Finally, the average intensities of 

the diffraction spots are summed up to give the transients shown in Fig. 4c and Fig. S4d–f. The reported 

errors are obtained through error propagation. 

 

In our analysis, we have excluded diffraction spots whose intensity changes irreversibly over the course 

of the stroboscopic experiment or that yield a very poor signal-to-noise ratio. We note that when this 

exclusion is not made, the transients obtained are very similar, albeit noisier, and the heating and cooling 

timescales we extract are virtually identical. Irreversible changes of the intensity of some diffraction spots 

occur as the gold film slowly deforms under exposure to thousands of laser pulses, which causes some 

grains to slowly move into or out of the diffraction condition. As noted above, we have reduced the 

power of the heating laser to minimize such effects. Diffraction spots that nevertheless exhibit such 
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irreversible changes are excluded from the analysis, as they would otherwise distort the stroboscopic 

measurement. 

 

We have also excluded diffraction spots that exhibit obvious non-Debye-Waller behavior and whose 

intensity increases as the sample is being heated, instead of decreasing. Such behavior is frequently 

observed in nanocrystalline thin films and occurs as individual grains move into or out of the diffraction 

condition under the strain that laser heating induces. These effects may still be present for the diffraction 

spots included in our analysis. For a large enough sample, such effects should cancel out, so that Debye- 

Waller behavior is observed on average. However, this is not the case for the small number of grains in 

our experiment that fulfill the diffraction condition within the selected area (1.7 μm diameter). It is 

therefore   important to note that one cannot easily draw conclusions about the magnitude of the 

induced temperature jump from the observed drop in diffraction intensity. For the same reason, the 

relative intensity drop observed in the measurements of Fig. S4d–f does not accurately reflect that the 

plateau temperature is highest in the center of the gold film in Fig. S4a. However, the determination of 

the heating and cooling times remains unaffected. We also note that if we do not exclude the diffraction 

spots whose intensity increases with temperature, the heating and cooling timescales do not change 

significantly. 
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Note S7. Fitting procedure for the heating and cooling times  

In order to determine the heating and cooling times from the time-resolved diffraction experiments, we 

fit the logarithm of the relative diffraction intensity, log (𝐼/𝐼0), which the Debye-Waller effect predicts to 

decrease linearly with temperature.19 Here, 𝐼 is the diffraction intensity and 𝐼0 is the diffraction intensity 

before time zero. We fit the heating dynamics (≤ 20 µs) with the empirical piecewise function 𝑓"(𝑡), 

 

 

 

where 𝜏heating, is the heating time, and 𝑎 and 𝑏 are fit parameters. For the cooling dynamics after the end of 

the laser pulse at t = 20 µs, we fit the transient with the function 𝑓-(𝑡),  

 

 

   

where 𝜏cooling, is the cooling time.    

 

In the stroboscopic experiments, we sampled the rapid heating and cooling of the sample with shorter 

time steps in order to better capture these fast dynamics. Without accounting for the uneven spacing of 

the data points, a least-squares fit would be biased towards the regions of high sampling rate. We therefore 

employ weighting factors in the fit that are inversely proportional to the standard error of the data point 

and inversely   proportional to the sampling rate. The sampling rate is determined from the time steps 

between each data point and its nearest neighbors.    

 

The heating and cooling times in the heat transfer simulations are determined in an analogous manner by 

fitting the temperature change, 𝑇(𝑡) − 𝑇(𝑡 < 0), with the functions 𝑓"(𝑡) and 𝑓-(𝑡) as described above. 
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A1.2 Figures  

 
 

Fig. S1. Sample preparation workflow for graphene-enclosed cryo samples. (a,b) A Quantifoil TEM 

grid is coated with gold. (c) The copper mesh of the TEM grid is etched away and the gold film is rinsed. 

(d) The film is placed onto bilayer graphene on copper foil. (e) The copper foil is etched away and the film 

is rinsed. (f) The film is transferred onto a gold TEM grid and (g) water is enclosed with graphene. (h) The 

assembly is plunge frozen. 
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Fig. S2. Sketch of the modified transmission electron microscope. The sample is heated in situ with 

a laser pulse of tens of microseconds duration, obtained by chopping the output of a continuous laser with 

an acousto-optic modulator. In the stroboscopic experiments characterizing the temperature evolution of 

the sample (Fig. 4 of the main text and Fig. S4), electron probe pulses are generated by illuminating the 

Schottky emitter of the microscope with a UV laser pulse. 
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Fig. S3. Heat transfer simulations. (a,b) Top and side view of the simulated geometry, respectively. The 

empty circles mark the position of the laser focus, and the dots mark the regions probed in the 

corresponding simulation. (c) Temporal profile of the laser pulse (black curve) and temperature evolution 

of the gold film. While the magnitude of the temperature jump depends on the distance to the grid bars, 

the heating and cooling times (~1 μs) are largely unchanged.  
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Fig. S4. Characterization of the temperature evolution of the sample under illumination with 

microsecond laser pulses. (a) Micrograph of the sample in a region that is free of ice. The dots mark the 

selected areas from which diffraction patterns were acquired and onto which the laser was focused. Scale 

bar, 5 µm. (b) Selected area diffraction pattern of the area marked with a red dot in (a). Scale bar, 5 nm-1.  

(c) The intensities of diffraction spots are determined by integrating a rectangular region of interest around 

the diffraction spot (green boxes) and subtracting the intensity of the diffraction background, as 

determined     from the average intensity of the areas marked with blue boxes. (d–f) Temporal evolution 

of the diffraction intensity at the sample positions marked in (a). Heating and cooling times indicated in 

the figure are determined from fits with exponential functions (solid lines, see Note S7). The error bars 

represent the standard error.  
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Fig. S5. Microsecond time-resolved cryo-EM of the rapid disassembly of GroEL following 

electron beam damage. (a) Micrograph of a vitrified sample of GroEL on a holey gold film. Only the 

top portion of the sample is irradiated with the electron beam (14 electrons/Å2) in order to limit beam 

damage to particles in that area. The line sketches the outline of the hole of the gold film. (b) The sample 

is melted with a 30 µs laser pulse in situ, allowing the damaged GroEL particles to unravel. Following the 

laser pulse, the sample revitrifies, trapping particles in their transient configurations. The dashed line marks 

the sample area that was irradiated in (a). Unlike in Fig. 5b of the main text, intact particles can be seen in 

the irradiated area. Moreover, the particle density is depleted beyond the region that was damaged by the 

electron beam. This suggests that convection has redistributed the particles. Scale bar, 300 nm. 
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Fig. S6. GroEL particles in the hole adjacent to the area shown in Fig. 5c,d. The micrograph shows 

GroEL particles in a neighboring hole, which had not been irradiated by the electron beam in Fig. 5c. 

Despite being exposed to a near-identical laser intensity and reaching a similar temperature, the particles 

in this hole are still intact, indicating that the dynamics observed in Fig. 5d are not the result of laser 

irradiation. Scale bar, 250 nm. 
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Fig. S7. Microsecond time-resolved cryo-EM of the rapid disassembly of GroEL following 

electron beam damage. (a) Micrograph of a vitrified sample of GroEL on a holey gold film. Only the 

top portion of the sample is irradiated with the electron beam (1.4 electrons/Å2) in order to limit beam 

damage to particles in that area. (b) The sample is melted with a 10 µs laser pulse in situ, allowing the 

damaged GroEL particles to unravel. Following the laser pulse, the sample revitrifies, trapping particles in 

their transient     configurations. The dashed line marks the sample area that was irradiated in (a). (c,d) The 

experiment in (a,b) is repeated with a 20 µs laser pulse. Scale bar, 250 nm. 
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Fig. S8. Simulations of the temperature evolution in the experiments in Fig. 5. (a) Temperature- 

dependent evaporation rate of water.16 17 (b) Simulated temperature evolution of an ice film heated by a 15 

µs laser pulse of different laser powers with evaporative cooling of the sample included.      
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Appendix II – Supporting Information for Chapter 4 
 
A2.1 Notes 
 
Note S1. Experimental details.  

All experiments were performed using a modified JEOL 2200FS transmission electron microscope 

operating at 160 kV accelerating voltage (Figure S1), which has been described previously.1 To initiate 

melting and revitrification, the cryo sample is heated in situ with a 532 nm laser pulse of tens of 

microseconds duration. The laser pulse is obtained by chopping the output of a continuous laser with an 

acousto-optic modulator. The laser beam is directed to the sample by a mirror located above the upper 

pole piece of the objective lens, striking the sample at close to normal incidence. A 25 cm lens focuses 

the laser beam to a spot size of 24±1 µm FWHM, as measured by a knife edge scan in the sample plane. 

In all experiments, the laser beam is centered on the area under observation. We note that the laser 

radiation is not absorbed by either the proteins or the vitreous ice film, but only by the holey gold film 

of the specimen grid, which acts as the heat source for melting the cryo sample.  

  

Cryo samples were prepared on Quantifoil UltrAuFoil TEM grids (R2/2 holey gold film with 50 nm 

thickness on 200 mesh gold) using solutions of apoferritin (EMD Millipore Corp, Figure 1,2) and GroEL 

(Takara Bio Europe SAS, Figure 3,6). The grids were plasma cleaned using an ELMO glow discharge 

system operating with negative head polarity, 0.8 mA plasma current, and 0.2 mBar residual air pressure. 

After plasma cleaning, approximately 3 µL of either the apoferritin or GroEL solution was placed on the 

grids. The grids were then inserted into a Vitrobot MarkIV (Thermo Fisher Scientific) held at 100% 

relative humidity and 22 °C. The grids were blotted with 595 filter paper for 2.5 seconds with a blotting 

force of -15 and were immediately vitrified by plunge-freezing in liquid ethane.   
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Note S2. Estimation of crystallization times for supercooled water.  

The crystallization time of supercooled water 𝜏! was estimated according to  

 

 

𝜏! = ( "#
$%!&"#

)
$
%  References 2,3 

    

Here, 𝐼' is the nucleation rate, 𝜇G the growth rate, and 𝜙 the volume fraction that has crystallized, which 

we have set to 𝜙 = 0.5, so that 𝜏! represents the time for half the sample to crystallize. Nucleation4 and 

growth rates5 were taken from the literature. As shown in Figure S3, the experimental data were splined, 

and the crystallization time 𝜏! shown in Figure 4 was then calculated from these splines.  
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Note S3. Heat transfer simulations.  

Finite element heat transfer simulations of the temperature evolution of the sample under illumination 

with microsecond laser pulses were performed using COMSOL Multiphysics. A top view of the 

simulation geometry is given in Figure S4a. A 200 mesh gold TEM grid (38.5 µm wide and 15 µm thick 

bars, 86.8 µm x 86.8 µm viewing area) supports a gold film (50 nm thickness). The gold film features a 

pattern of regularly spaced holes (1 or 2 µm diameter, 4 µm pitch) and is covered by a thin layer of 

vitreous ice (160 nm thickness). The simulation area is limited to a square of 190 µm side length (red box 

in Figure S4a). The grid bars extend 405 µm past the simulation area in each direction in order to account 

for the large heat capacity of the specimen grid.  

 

The simulation geometry for a cryo sample on a holey gold film (blue and yellow curves in Figure 5c,d, 

all curves in Figure S5c, and blue and yellow curves in Figure S5d) is shown in Figure S4b. Evaporation 

is simulated to occur from both surfaces of the water film (see details below), as is the case in our 

experiments.  

For samples in which multilayer graphene has been added on top of the holey gold film (red curve in 

Figure 5c and red curve in Figure S5d), we use the geometry depicted in Figure S4c. Here, the ice rests 

on the top of the holey gold film, so that evaporation can only occur from the top surface of the water 

film. To reduce computational costs, we only simulate a small portion of the graphene sheet (10 µm x 10 

µm square, 2.5 nm thick, ~8 layers, centered on the four central holes of the gold film).  

 

We use literature values for the temperature-dependent heat capacity and thermal conductivity of gold6,7 

and graphene.8,9 Experimental values of the heat capacity and thermal conductivity of supercooled water 

are unavailable for a range of temperatures known as “no man’s land.”10,11 We therefore use the heat 

capacity of supercooled water in silica nanopores, which is available for the entire temperature range.12 

For the thermal conductivity of water, we use its room temperature value, which is similar to that of 

amorphous ice at low temperatures.13  
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The entire sample is set to an initial temperature of 100 K. We simulate heating with a 10 µs laser pulse 

by placing a Gaussian heat source (24 µm FWHM) on the top surface of the gold film in the center of 

the simulation area (green circle in Figure S4a). For samples in which graphene has been added on top of 

the holey gold film, the heat source is placed on the bottom surface of the water film and on the top 

surface of the graphene. The heating rate during irradiation with a 10 µs square heating laser pulse is 

calculated from the incident laser power and the absorption of the gold14 and graphene films.15 The lowest 

laser power used in the simulations (46 mW) is chosen to replicate the experimental conditions in Figure 

3 of the main text. We note that the simulation reproduces the experimental observation that only the ice 

in the four central holes is melted and revitrified (see Figure 3b and Figure 5b).  

  

To account for evaporative cooling in the simulations, we apply a negative heat source to the top surface 

(Figure S4c) or the top and bottom surfaces (Figure S4b) of the water film, depending on the simulated 

geometry. The cooling rate is determined from the temperature-dependent enthalpy of evaporation16 and 

the temperature-dependent evaporation rate17 (Figure S6) of water, which we calculate from literature 

values of the vapor pressure18 assuming an evaporation coefficient of 𝛾 = 0.62 (Reference 17).  
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A2.2 Table 
 

Table S1. Parameters for heat transfer simulations.  

  

Property  Value  Reference  

Heat capacity of 
gold  

38.5679 + 1.2434∙T – 7.137∙10-3∙T2 + 1.9237∙10-5∙T3 –  
1.9801∙10-8∙T4 (J/kg∙K)  6  

Thermal 
conductivity of gold  320.973 – 0.0111∙T – 2.747∙10-5∙T2 – 4.048∙10-9∙T3 (W/m∙K)  7  

Heat capacity of 
graphene  Data from Table 2 of Ref. 8  8  

Thermal 
conductivity of 

graphene  
Data for supported graphene from Figure 3a of Ref. 9  9  

Heat capacity of 
water   Data from Figure 2 of Ref. 12  12  

Thermal 
conductivity of 

water  
0.6 W/(m∙K)   13  

Absorption of gold  25% at 532 nm  14  

Absorption of 
graphene  ~1% per monolayer at 532 nm = 8% total  15  

Enthalpy of 
evaporation of water  2.498∙106 – 3.369∙103∙T (J/kg)  16  

Evaporation rate  Equation 2 with g = 0.62  17  

Vapor pressure of 
water  Page 350, Equation 1 of Ref. 18  18  
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A2.3 Figures  

 

 
  

Figure S1. Modified transmission electron microscope used for microsecond in situ cryo-EM 

experiments. The sample is heated in situ by a laser pulse (532 nm, spot size of 24±1 µm FWHM in the 

sample plane) with a duration of tens of microseconds, which is obtained by chopping the output of a 

continuous laser with an acousto-optic modulator. The laser beam is directed onto the sample by an 

aluminum mirror, which is mounted above the upper pole piece of the objective lens, so that the laser 

beam strikes the sample at close to normal incidence.1 
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Electron  
camera 

Electrons 
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Figure S2. Phase behavior of cryo samples heated with laser pulses of increasing power. (a–g)  

Micrographs of an apoferritin cryo sample under exposure to laser pulses of increasing power. The sample 

(a) remains vitreous after heating with a 10 µs laser pulse of 14 mW power (b), but crystallizes at a power 

of 19 mW (c). (d–f) The crystal morphology changes as the power is increased in steps to 35 mW. (g) A 

single pulse of 46 mW power melts the sample, causing it to revitrify when it cools after the end of the 

laser pulse. (h) Diffraction pattern of the revitrified sample in (g). (i–n) Micrographs and (o–t) diffraction 

patterns of a second identical cryo sample, recorded after heating with pulses of the same laser powers 

as above. We note that due to the prolonged exposure, electron beam damage has caused the formation 

of holes in the ice film in (m) and (n). Scale bars, 500 nm and 5 nm-1.  
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Figure S3. Nucleation and growth rates of ice. (a) Experimental nucleation rates are taken from 

Figure 5 of Reference 4. (b) Experimental growth rates are taken from Figure 3 of Reference 5. The solid 

lines are splines of the experimental data and are used to estimate the crystallization time 𝜏! in Figure 4 

of the main text.  
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Figure S4. Sample geometries for heat transfer simulations. (a) Top view of the simulation geometry. 

Simulations are carried out in the area marked by the red box. The green circle marks the position of the 

Gaussian laser beam, which has a spot size of 24 µm FWHM. (b) Side view of the simulation geometry 

with the holey gold film covered on both sides with water. Evaporation occurs from both the top and 

bottom surface of the water film. (c) Side view of the simulation geometry for samples in which multilayer 

graphene is added on top of the holey gold film. Evaporation occurs only from the top surface of the 

water film, since its bottom surface is covered by graphene.  
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Figure S5. Heat transfer simulations of a melting and revitrification experiment. (a,b) Temperature 

distribution of a cryo sample after irradiation with a 10 µs laser pulse (46 mW, 24 µm spot size, indicated 

with a green circle). Scale bar, 10 µm. The white line in (b) indicates the isotherm at 273 K and the dashed 

circle represents the boundary of the crystalline region from the experiment in Figure 3b, at which the 

simulation predicts a temperature of 170 K. (c) Temperature evolution of the cryo sample (at the position 

of the blue dot in (b)) for different laser powers. The experimental laser power of 46 mW just barely heats 

the ice above 273 K. While higher laser powers heat the sample more rapidly, the temperature to which 
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the water film plateaus increases only gradually. We note that due to the larger spacing of the TEM grid 

bars used here, which act as a heat sink, the cooling rate (~107 K/s) is slightly lower than that previously 

reported.19 (d) Temperature profiles across a central hole in the gold film (white line in (b)) at the end of 

a 10 µs laser pulse (46 mW) for different sample geometries. Due to its low heat conductivity, a 

temperature gradient forms in the water that is supported by the holey gold film with 2 µm diameter 

holes (blue curve). The gradients are less pronounced for a gold film with 1 µm diameter holes (yellow 

curve) and are absent when a layer of graphene is placed between the water and gold (red curve).  
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Figure S6. Temperature-dependent evaporation rate of water. The temperature-dependent 

evaporation rate of water is calculated using literature values of the vapor pressure18 assuming an 

evaporation coefficient of 𝛾 = 0.62 (Reference 17).  
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Appendix III – Supporting Information for Chapter 5 
 
A3.1 Figures  
 1  

 

  

Figure S1. Workflows for single-particle reconstructions of apoferritin (a,b) and CCMV (c,d) from 

conventional and revitrified samples.  
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Appendix IV – Supporting Information for Chapter 6 
 
A4.1 Notes 
 
Experimental details.  

 

 

A. Sample preparation 

Cowpea chlorotic mottle virus was provided by the group of Prof. Jeroen Cornelissen at the University of 

Twente. Cryo samples of contracted CCMV (pH 5, free of divalent ions were prepared by applying 3 µl 

of the sample solution (11.5 mg/ml in 100 mM sodium acetate buffer, 1 mM sodium azide, 1 mM EDTA) 

to glow discharged UltrAuFoil grids (R1.2/1.3, 300 mesh, Quantifoil), which were plunge frozen with a 

Thermo Fisher Vitrobot Mark IV (10 °C, 95 % relative humidity, 3 s blotting time, blotting force of 10). 

Cryo samples of extended CCMV (pH 7.6) were prepared from the sample solution through buffer 

exchange with a centrifugal concentrator (MWCO 50 kDa, 10°C). The sample solution (23 mg/ml in 10 

mM Tris buffer, 50 mM sodium chloride, 1mM EDTA) was then plunge frozen under the same 

conditions. For pH jump experiments, NPE-caged-proton (Bio-Techne, 120 mM) was added to this 

solution in a 1:6 volume ratio prior to plunge freezing. 

 

In order to release the photoacid, cryo samples were placed in a Linkam cryo stage and irradiated with a 

nanosecond pulsed UV laser for 30 min (Bright Solutions Wedge, 266 nm, 35 mW, 7.1±0.1 mm FWHM 

spot size in the sample plane, as determined from a knife edge scan). The pH of the sample after release 

of the photoacid was determined as follows. A frozen droplet of the same sample solution (3 µl) was UV 

irradiated under identical conditions, after which the droplet was melted. A measurement with a pH strip 

yielded a pH of 4.5± 0.5. 

 

In order to determine that UV irradiation does not cause contraction of the particles in the absence of a 

photoacid (Supplementary Fig. 2), cryo samples of extended CCMV (without photoacid) were irradiated 

under identical conditions. 
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B. In-situ revitrification 

Revitrification experiments were performed in situ with a modified JEOL 2200FS transmission electron 

microscope as previously described.1 2 Microsecond laser pulses for revitrification (532 nm wavelength, 

about 100 mW power) were obtained by chopping the output of a continuous laser (Laser Quantum, 

Ventus 532) with an acousto-optic modulator (AA Opto-Electronic). The laser beam was focused to a 

spot size of 28±2 μm FWHM in the sample plane, as determined from a knife edge scan. Sample areas 

were melted and revitrified with the laser beam centered onto a grid square. We estimate that both the 

melting and the revitrification process occur on a timescale of about 5-7 µs, as determined from heat 

transfer simulations, which we previously found to describe the experiment well.2 Evaporation of the 

sample in the vacuum of the electron microscope reduces its thickness by several tens of nanometers, with 

the change in thickness depending on the exact sample thickness and plateau temperature reached. This 

number is likely smaller for the actual cryo samples used in our experiment, which contain buffer, 

photoacid, and proteins, all of which likely reduce the evaporation coefficient of the solution. 

 

C. Data collection 

Data were collected at the Dubochet Center for Imaging in Lausanne using a Titan Krios microscope 

equipped with Falcon IV detector and a SelectrisX energy filter. The data acquisition parameters for the 

different data sets are listed in supplementary table 1. 

 

D. Single-particle reconstructions 

Single-particle reconstructions were performed in CryoSPARC 4.0.1.3 The following workflow was used, 

with details for the different data sets are provided in Supplementary Figs. 1 and 2. The micrographs were 

patch motion corrected, and movies with a total full-frame motion distance of more than 100 pixels were 

discarded. Contrast transfer function (CTF) estimation was performed using Patch CTF in CryoSPARC. 

Micrographs with an estimated resolution of less than 10 Å or an astigmatism of over 2000 Å were 

discarded, as well as micrographs containing hexagonal or cubic ice. Particles were picked using manual 

picking or blob picking, followed by template picking and were extracted with a box size of 768 pixels. 

Following 2D classification and ab initio reconstruction, the best classes resulting from heterogeneous 

refinement (Icosahedral symmetry) were further refined using homogeneous or non-uniform refinement 
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with Icosahedral symmetry imposed. Additional refinement steps included CTF refinement, per particle 

defocus refinement, and Ewald sphere correction. The global and local resolution was estimated using an 

gold-standard FSC threshold of 0.143. The structures were visualized with UCSF ChimeraX 1.5.4,5 The 

reconstructions colored by local resolution, and the angular distribution of particles used in the final 

reconstructions are shown in Supplementary Fig. 3a–e and 3f–j, respectively. 

 

E. Variability analysis 

The variability analysis shown in Fig. 3e was performed on a combined dataset containing 21,675 refined 

particles each of the extended, partially contracted, and fully contracted CCMV. Three variability 

components and a low-pass filter resolution of 10 Å were used. In Fig. 3e, the particle distribution is 

shown as a function of the first two components. To analyze the motions of the capsid proteins during 

contraction, the particle distribution was divided into 30 equal slices along the first component, and each 

slice was homogeneously reconstructed with icosahedral symmetry imposed. 

 

F. Model building 

A model of contracted CCMV capsid was obtained with the following procedure. The model of contracted 

CCMV from PDB:1ZA7 6 was protonated using the APBS-PDB2PQR software suite 7 with the pH set to 

5 and rigidly fit into the auto-sharpened contracted CCMV map using UCSF ChimeraX 1.4.4 5 The 

asymmetric unit was then iteratively refined using the real space refine tool in PHENIX 1.20.1-4487 8, 

with secondary structure and non-crystallographic symmetry constraints imposed, and the ISOLDE plugin 

9 in UCSF ChimeraX. The refinement was finalized using a map section containing the asymmetric unit 

as well as the chains in its proximity. 

A model of the extended CCMV capsid was obtained with a similar procedure. The model of the 

contracted form obtained above was set to the protonation state at pH 7.6 and rigidly fit into the auto-

sharpened map of extended CCMV. The asymmetric unit was then refined as above while imposing 

torsional and adaptive distance restraints derived from the contracted structure. Imposing these restraints 

helped prevent unphysical geometries from occurring during the refinement in the 3.9 Å map. The quality 

of the models were evaluated using MolProbity 10 and PHENIX.8 The atomic models of the asymmetric 

units are shown in Supplementary Fig 5. 



 
 

156	

G. Analysis of the motions of the capsid proteins during contraction 

In order to analyze the motions of the capsid proteins during contraction, the particle distribution in Fig. 

3e was divided into 30 slices along the first component, and a reconstruction was obtained for each slice. 

The model of the extended state was then rigidly fit into the reconstructions of slices 1–12 (extended and 

partially contracted configurations), and the model of the contracted state into the reconstructions of slices 

25–30 (contracted configurations). The positions of the alpha carbons were then used to extract the 

geometric parameters reported in Fig. 4. 

 

The capsid diameter (Fig. 4b) was measured along 5-fold symmetry axis and corresponds to the largest 

distance of two alpha carbons along this direction. The angles of the rotation of the pentamers around the 

5-fold axis (Fig. 4b) were determined from the displacements of the centers of mass of the B proteins. 

The rotation angles of the hexamers around the 3-fold axis (Fig. 4c) represent an average of the rotation 

angles of the A and C proteins, which were calculated in the same manner. After subtracting the rotation 

of the capsomers, the superimposed rotation of each capsid protein around its center for mass was then 

calculated (Fig. 4d). 
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A4.2 Figures 
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Supplementary Fig. 1 | Single-particle reconstruction workflows for the extended (a), partially 

contracted (b), and fully contracted configurations of the CCMV capsid (c). Gold Standard Fourier 

Shell Correlations are shown for each data set, with the dashed black line indicating the 0.143 cutoff. For 

the extended configuration in (a), two datasets were processed separately and merged in the final 

reconstruction. Note that the micrograph in (b) shows some partially disassembled particles. These 

particles have likely already disassembled during the preparation of the extended state of CCMV, which is 

unstable and prone to disassembly. Melting and revitrification does not seem to noticeably increase the 

number of such partially disassembled particles (see also the micrographs in Supplementary Fig. 2a and 

2b), although we cannot exclude that protonation of partially disassembled configurations leads to the 

further disassembly during laser melting. 
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Supplementary Fig. 2 | Control experiment demonstrating that the contraction of CCMV is not 

induced by any effect that UV irradiation might have on the particles, but instead by the pH jump 

created through the release of the photoacid. A sample of the extended configuration of CCMV was 

prepared at pH 7.5 in the absence of any photoacid and irradiated with UV light, using the same fluence 

as in the experiment of Fig. 3. Single-particle reconstruction workflows for conventional and revitrified 

sample areas are shown in (a) and (b), respectively. The reconstructions reveal that melting and 

revitrification does not cause the particles to contract. This demonstrates that UV irradiation alone does 

not induce contraction. Gold Standard Fourier Shell Correlations are shown for each data set, with the 

dashed black line indicating the 0.143 cutoff. 
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Supplementary Fig. 3 | Local resolution, and angular distribution for the reconstructions shown 

in the manuscript. 
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Supplementary Fig. 4 | Variability analysis of a combined dataset of the extended, partially 

contracted, and fully contracted configurations of CCMV from Fig. 3e. (a) The particle distribution 

from Fig. 3e is shown as a function of the first variability component. The distribution is divided into 30 

slices along the first component. (b) A reconstruction is performed for the particles in each slice, which is 

used to determine the motions of the capsid proteins (Fig. 4). Here, reconstructions are shown for 

representative slices, which illustrate the pH jump induced contraction process. 
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Supplementary Fig. 5 | Models of the asymmetric unit of the extended, partially contracted, and 

fully contracted states.  

Extended Partially contracted (30 μs) Contracted
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A4.3 Table 
 

 

Supplementary Table 1 | Data collection parameters, and reconstruction and modelling statistics.  

Figure 
Name 
 
 
EMDB accession 
PDB accession 

Fig. 3c 
Contracted  
 
 
(EMDB-16400) 
(PDB 8C38) 

Fig. 3b 
Partially 
contracted (30 
µs) 
(EMDB-16798) 

Fig. 3a 
Extended 
 
 
(EMDB-16790) 
(PDB 8CPY) 

Sup. Fig. 2b 
UV-irradiated 
Revitrified 
 
(EMDB-16858) 
 

Sup. Fig. 2a 
UV-irradiate 
Conventional 
 
(EMDB-16857) 
 

Data collection      
Microscope Thermo Fisher Titan Krios 
Detector Falcon 4 
Energy Filter SelectrisX, 10 eV band width 
Magnification    165,000 
Voltage (kV) 300 
Electron exposure (e–/Å2) 50 
Defocus range (μm) -0.3 – -0.9 
Pixel size (Å) 0.726 
      
Data processing      
Initial movies (no.) 6,651 7,902 10,626 3,383 6,200 
Symmetry imposed Icosahedral (I) Icosahedral (I) Icosahedral (I) Icosahedral (I) Icosahedral (I) 
Initial particle images (no.) 186,990 31,521 139,274 62,045 203,268 
Final particle images (no.) 169,835 21,675 30,095 18,822 79,910 
Map resolution (Å) 
    FSC threshold 

1.6 
0.143 

3.9 
0.143 

8.0 
0.143 

4.3 
0.143 

4.1 
0.143 

Map resolution range (Å) 1.63 – 2.16 6.76 – 9.84 3.41 – 15.06 3.17 – 6.48 2.86 – 6.35 
      
Refinement      
Initial model used (PDB code) 1ZA7 - 8C38 - - 
Model resolution (Å) 
    FSC threshold 

1.61 
0.143 

- 
- 

3.81 
0.143 

- 
- 

- 
- 

Model resolution range (Å) 1.61 – 1.65 - 3.81 – 3.93 - - 
Map sharpening B factor (Å2) 40.7 1017.9 133.1 143.9 153.5 
Model composition 
    Non-hydrogen atoms 
    Protein residues 

 
3,593 
479 

 
- 
- 

 
3,307 
441 

 
- 
- 

 
- 
- 

Average B factors (Å2) 
    Protein 

 
4.17 

 
- 

 
92.09 

 
- 

 
- 

R.m.s. deviations 
    Bond lengths (Å) 
    Bond angles (°) 

 
0.003 
0.553 

 
- 
- 

 
0.005 
1.000 

 
- 
- 

 
- 
- 

 Validation 
    MolProbity score 
    Clashscore 
    Poor rotamers (%)   

 
0.87 
1.38 
0.00 

 
- 
- 
- 

 
1.67 
8.12 
0.28 

 
- 
- 
- 

 
- 
- 
- 

 Ramachandran plot 
    Favored (%) 
    Allowed (%) 
    Disallowed (%) 

 
98.73 
1.27 
0.00 

 
- 
- 
- 

 
96.55 
3.45 
0.00 

 
- 
- 
- 

 
- 
- 
- 
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