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Morphology and Transport Characterization of Catalyst Layers
for CO2 Reduction
Francesca Lorenzutti and Sophia Haussener z

Laboratory of Renewable Energy Science and Engineering, Institute of Mechanical Engineering, EPFL, 1015 Lausanne,
Switzerland

Gas diffusion electrodes (GDEs) help to reduce transport limitations in devices for electrochemical CO2 reduction. Homogenized
modeling of such devices requires input of morphological characteristics and effective transport properties of the porous structure,
which can be obtained by pore-scale methods. Due to the small pore sizes and layer thicknesses, such characterization of the
catalyst layer (CL) is difficult. In this work, CL structures digitalized by FIB-SEM nano-tomography were analyzed to obtain a set
of morphological descriptors and were considered as geometrical domains in direct pore-scale simulations to calculate tensors of
effective diffusion coefficient, permeability, tortuosity, and effective ionic and electronic conductivity. The CL properties vary
significantly depending on the diffusion and flow direction, and samples of similar composition and synthesis technique exhibit
different transport behaviors. The reported results provide a quantitative morphological analysis and a reliable set of effective
properties to be used in homogenized device modeling, a net improvement over the most commonly used empirical or analytical
formulations. The data set was obtained directly from the pore-scale structure of real CLs and contributes to making device-scale
homogenized modeling of GDEs more accurate and reliable.
© 2023 The Author(s). Published on behalf of The Electrochemical Society by IOP Publishing Limited. This is an open access
article distributed under the terms of the Creative Commons Attribution Non-Commercial No Derivatives 4.0 License (CC BY-
NC-ND, http://creativecommons.org/licenses/by-nc-nd/4.0/), which permits non-commercial reuse, distribution, and reproduction
in any medium, provided the original work is not changed in any way and is properly cited. For permission for commercial reuse,
please email: permissions@ioppublishing.org. [DOI: 10.1149/1945-7111/acff1c]
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The activity and selectivity of electrochemical devices depend on
a series of chemical, transport and morphological factors:1–3 for
example, one principle dictates that higher specific surface area of
the catalyst material leads to higher activity, therefore a common
strategy in the design of electrocatalytic materials has been to
increase the morphological complexity to obtain materials with a
high specific surface.4 Increasing the concentration of the reactant at
the interface also leads to higher activity, therefore another guiding
principle aims at overcoming transport limitations by reducing the
diffusion path length of reactants. Gas Diffusion Electrodes (GDEs)
have been developed for this purpose and are particularly relevant to
help reduce transport limitations in devices for CO2 reduction
reaction (CO2RR), given the low solubility of CO2 in aqueous
electrolytes. In GDE based devices, gaseous CO2 is transported in
the vicinity of the porous Catalyst Layer (CL) through a Gas
Diffusion Layer (GDL), which is usually composed of carbon fibres
and characterized by a stochastic, complex morphology. The
combination of CL and GDL constitutes the GDE. GDEs used to
perform CO2RR have emerged as prime candidate for electroche-
mical CO2RR devices with industrially relevant current densities.5,6

As highlighted by Ref. 7, homogenized modeling of CO2RR devices
incorporating porous electrodes such as GDEs is an important
approach allowing to account for all the relevant physical processes
taking place in electrochemical devices. It allows to reasonably
reproduce (or predict) the behavior of complex devices with low
computational effort,8,9 to systematically test different operating
conditions10 and geometrical configurations in order to develop
physics-based design guidelines, avoiding the numerical complexity
of pore-scale modeling.11 These homogenized models rely on
effective transport properties—such as tortuosity, effective diffusion
coefficient or permeability—typically obtained from approximate
analytical formulations. Such formulations have the advantage of
being extremely straightforward to derive, as they depend only on
few simple descriptors like porosity, but they fail to take into
account the influence of local morphological characteristics of the
pore-scale structure on the transport properties.12 Furthermore, the
anisotropic characteristics of the GDEs pore-scale structure in
devices for CO2RR are not considered.

Tomography-based techniques provide precise information on
the pore-scale structure of materials. In particular, focused ion beam-
scanning electron microscopy (FIB-SEM) tomography can resolve
materials at the mesoscale down to 4 nm, the lengthscale of interest
for materials of (photo)electrochemical applications.13,14 Digitalized
representations of the materials were obtained from such character-
ization, and this geometrical domains were then used to carry in-
depth morphological characterization in order to extract relevant,
representative and quantitative morphological descriptors. The
obtained information was used to estimate transport parameters
through analytical relations. Furthermore, pore-scale transport simu-
lations were directly carried out on the relevant domains in order to
obtain effective transport properties calculated by explicitly taking
into account the exact pore-scale structures, including their aniso-
tropic characteristics. We applied this methodology for in-depth
morphological characterization of CL for CO2RR and for the direct
pore-scale extraction of quantitative morphological characteristics
and effective transport properties. A set of morphological properties
and tensors of effective transport properties obtained by direct pore-
scale simulations are reported. They constitute a reliable dataset for
device-scale simulations.

Methods

Digitalization of catalyst layers.—Three metallic CLs for
CO2RR deposited on GDLs were considered. Two sputtered Cu
based CL were selected in consideration of their similar composition
and standard synthesis technique: the first sample (DTU-Cu) was
produced at the Technical University of Denmark (DTU) and
consists of 150 nm of Cu sputtered on DeNora DN908 GDL;15,16

the second (TUDelft-Cu) was produced at Delft University of
Technology and consists of 100 nm of Cu sputtered on a Sigracet
38BC GDL.17 A third CL, obtained via a particle deposition
technique, was included: UBern-Ag was produced at the
University of Bern and consists of 40 μg/cm2 of airbrushed Ag
nanowires on a Sigracet 39BC GDL.18 Detailed synthesis procedures
are reported in the corresponding papers. We expect different
physical properties to arise from the different composition, load,
synthesis technique and support. The reference frame for the three
CLs is fixed such that the x and z axis are parallel to the GDL
support, while the y axis is perpendicular to the GDL deposition
plane and correspond to the direction of the CO2 flow in the GDE.zE-mail: sophia.haussener@epfl.ch
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The catalyst layers were characterized via FIB-SEM nano-tomo-
graphy. The materials are progressively FIB-milled along the z
direction, and the xy planes are imaged via a SEM column, allowing
to reconstruct a 3D volume.19 Characterizing C-based materials
(such as the mesoporous layer or ionomers that might be present in
the CL) is challenging because the samples are embedded in epoxy,
which is itself C-based. To characterize in a satisfactory way both
the characteristic features of the electrodes and a sufficiently large
volume, DTU-Cu and TUDelft-Cu were recorded with a voxel size
of 4 nm, while UBern-Ag was recorded with a voxel size of 8 nm.
Sample preparation and image acquisition followed the methodology
detailed in Ref. 13. Nano-tomography experiments were carried out
on a Zeiss NVision 40 CrossBeam (electron-beam: ZEISS Gemini,
1-30 kV, 1 nm@30 kV, 2.5 nm@1 kV; ion-beam: 1-30 kV Ga liquid
metal ion source, 4 nm@30 kV). The stacks of greyscale images
(specifically, backscattered electrons images) resulting from the
tomography experiments were converted into digitalized materials
through a segmentation process consisting in 1) image alignment and
contrast balancing, 2) selection of an ideal threshold based on visual
assessment of accuracy, as well as a conservative and an aggressive
thresholds to fix a confidence interval, and 3) 3D morphological
opening operation (structuring element d= 3 voxels) to smooth the
surface of the materials.20 All the segmentation and morphological
characterization procedures are performed with Matlab2017b. The
digitalized structures are obtained in the form of a binary 3D tensor.

Morphological characterization.—A series of quantitative and
representative morphological information can be retrieved from the
digitalized CLs, namely, the solid volume fraction, φ, and the porosity,
ε. Additionally, locally resolved information such as the volume fraction
profile φ(y), describing how (in)homogeneously the catalyst material is
distributed in space, can be obtained by calculating the volume fraction
moving along through plane direction (corresponding to the y-axis in our
reference frame). The GDE support on which the CLs are deposited is
not perfectly flat, therefore it was difficult to quantify their thickness: the
boundaries of the CLs were taken to be the y-values for which the
volume fraction goes to zero at the two extremes of the volume fraction
profile curve. The percentage of connected volume is calculated
considering 16-connectivity via a watershed algorithm (Matlab function
“bwconncomp”). The total surface area was obtained by triangulating
the CLs interface through the Matlab function “isosurface”, as well as
the surface meshes necessary to start the volume mesh procedure. The
roughness factor was obtained by normalizing this result with respect to
the equivalent geometric area of the CLs. The chord length distribution
was obtained by measuring the length of the chords of the CLs, going
from one void-solid interface to the next solid-void interface. The
operation was repeated along the three Cartesian directions in order to
quantify the anisotropy of the samples. The size distribution of the CLs
were calculated based on a series of morphological opening operations
with spherical structuring elements (SEs).13 The morphological char-
acterization procedure was also performed on the digitalized CLs
obtained with conservative and aggressive segmentation to quantify
the influence of the selected threshold values on the results and to obtain
confidence intervals. The smaller SE has a diameter of 3 voxels,
therefore the minimum quantifiable particle size is limited by the
tomography resolution: 12 nm for DTU-Cu and TUDelft-Cu and 24 nm
for UBern-Ag.

Two-point correlation and representative volume element.—
The resolution in a FIB-SEM tomography experiment allows to
acquire volumes from about 65 μm3 to 125 ·106 μm3.19 Conducting
computations investigating transport at the mesoscale on such large
domains would be an unnecessary computational effort, as the
extracted pore-scale information would be redundant. Developing
and applying a rigorous technique to select a suitable representative
volume element (RVE), defined as a subsection of a material that
retains all its relevant transport and morphological properties, is

imperative. The methodology we adopted was based on Refs. 21, 22
and used the two-point solid-solid correlation function to select a
RVE among a set of subvolumes of a given dimension. The RVE
was selected among a set of subvolumes as the subvolume with two-
point correlation closest to the average of the sample. The two-point
solid-solid correlation is defined as the combined average probability
of randomly choosing two points in a sample and finding them both
in the solid phase.23

The minimum possible size of the RVE depends on the specific
sample and on the property under investigation. Here, the size of the
subvolumes in the set must be large enough to include all
the characteristic features of the CLs. This was ensured by verifying
the morphological properties converge to their values of the full
sample: each subvolume undergo morphological characterization—
ε, φ, φ(y) and average particle diameter distributions were obtained.
The number of subvolumes was chosen to be sufficiently large to
sample the full volume at least three times.

Review of analytical correlations of morphological and trans-
port properties.—A number of analytical formulations to estimate
morphological characteristics and effective transport properties
based on simple descriptors of the material’s morphology (such as
porosity) exist. Such models often rely on assumptions on the
geometry of the material of interest: the radius of the particles
composing the CL and the porosity are often chosen a priori;
furthermore, isotropy is assumed.

The interface area per unit volume is estimated starting from ε
and the radius r of the particles and assuming a CL composed by
spherical particles loosely packed in a simple cubic structure.8

ε= ( − ) [ ]a
r

3 1
. 1v

The roughness factor can be estimated as av · h, where h is the
thickness of the catalyst layer. The catalyst volume per unit
geometric area can also be deduced:

ε ε
π

= ( − ) · ( − ) [ ]V
h 1

3

1

4 3
. 2a 3

Tortuosity τ is often related to the porosity of the medium, for
example by the Maxwell formulation24 (τ ε= ( − )0.5 3M

2 ) and the
Bruggeman formulation25,26 (τ γε= α−

B
2 1 ). γ and α can be fitted to

specific experimental data points, but are usually taken as γ= 1 and
α= 1.5.24

Permeability K is often given as function of ε and specific surface
area, with geometry-dependent constants. According to Carman-
Kozeny theory, permeability can be formulated as in Eq. 3a, with d
the average particles diameter.27 kK = k0τ

2 is the Kozeny constant,
usually taken to be 5 (assuming τ = 2 and k0 = 2.5 specifically).
Rumpf and Gupte28 derived a different formulation (Eq. 3b) for
packed beds of monodispersed spheres. In the case of fibrous beds,29

often characterized by high porosity, Davies suggested the formula-
tion in Eq. 3c, with a= 64, b= 56 for ε< 0.98, and a= 70, b= 52
otherwise. Another formulation for fibrous beds by Chen30 isgiven in
Eq. 3d.
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The normalized effective diffusion coefficient Deff/D is often
calculated as in Eq. 4, although Epstein Ref. 31 pointed out that this
formulation was originally derived for a bundle of sinuous capil-
laries and it is therefore not suitable to estimate values for other
geometries, such as randomly packed spheres.

ε
τ

= [ ]D

D
. 4eff

2

The effective conductivity of a porous material saturated with an
electrolyte can be described by the Macmullin number NM.

32,33 A
common formulation,24 equivalent to the reciprocal of Eq. 4, is given
in Eq. 5a. For random arrangements of monodispersed spheres,
Meredith and Tobias derived Eq. 5b,32 and for a random arrange-
ment of fibers, Tomadakis and Sotirchos34 proposed Eq. 5c.
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To estimate the normalized effective electronic conductivity of a
porous solid domain σe

eff , ε was substituted with φ in Eq. 4.35 The
solid phase tortuosity τs was estimated considering both Maxwell
and Bruggeman formulations. Considering that the effective elec-
tronic conductivity in the solid phase is equivalent to the effective
diffusion coefficient in the fluid phase, σ σe e

eff was estimated as:

σ
σ

ϕ
τ

= [ ]6
e

e
s

eff
2

Morphological information obtained from the subvolumes sets
sampled for the RVE selection were used to estimate effective
transport properties for all the CLs. The results of both morpho-
logical characterization and effective property estimation for the
three sets were fitted on Gaussian distributions, a Kolmogorov-
Smirnov (KS) goodness of fit test with decision level 5% was
performed to verify the normal hypothesis on each set of results.
The mean and the standard deviation are given for each calculated
quantity.

Transport simulations.—Tensors of transport properties are
symmetric and diagonal when considering the principal axis of
orthotropic media.27 For the considered materials, we assume that
the principal axes are two orthogonal axes (x and z) parallel to the
CL and one (the y axis) perpendicular to it and parallel to the
hypothetical CO2 inlet flow. We expect anisotropy along the y
direction: UBern-Ag is composed by rods, and it is natural to expect
that they will lie horizontally once deposited, leading to anisotropy
along the y axis. TUDelft-Cu and DTU-Cu are sputtered on a porous
support, therefore we expect the results of deposition to be different
along the y axis than on the xz plane. To investigate the anisotropy in
transport, each RVE was meshed three times, resulting in three
geometrical domains with inlet and outlet with length about three
times the RVE thickness - 6 μm length for DTU-Cu and TUDelft-Cu
and 12 μm length for UBern-Ag - aligned along the three Cartesian
directions. The tensors K, τ, Deff/D and σ σe e

eff for the three CLs
were extracted with this approach, allowing to quantify anisotropy.
The RVEs in the form of a surface mesh served as input for the
blockMesh and snappyHexMesh tools in the openFOAM open-

source software package,36 which was used to generate unstructured
meshes consisting of hexahedral cell elements. These channels were
also used to calculate fluxes in the diffusivity and conductivity
simulations and to allow for the flow to stabilize in laminar flow
simulations. For each sample, a mesh study was carried out to ensure
the independence of the simulation results on mesh elements density.
The three final RVE meshes (inlet along x, y and z, respectively)
were in the order of 50 million hexahedral mesh elements for
UBern-Ag, with the biggest mesh element measuring 2.9 ·105 nm3

and the smallest 0.48 nm3; and 80 million elements for TUDelft-Cu,
the biggest element being 3.1·105 nm3 and the smallest 0.40 nm3.
Concerning DTU-Cu, its complex morphology, characterized by
higher roughness, wider particle size distribution and higher thick-
ness with respect to the other samples, required a higher number of
mesh elements in order to obtain results independent on the mesh
density. Due to memory limitations, the RVE was split in two and
two meshes with number of elements in the order of 75 million were
produced for each Cartesian direction. The biggest mesh element
was 3.0·105 nm3 and the smallest one 0.18 nm3. The simulation
results for DTU-Cu are reported as average of two simulations with
a standard deviation.

The relevant governing pore-scale conservation and transport
Eqs. were solved in these domains with results relative to the
considered transport direction. All the simulations were carried out
assuming a continuum fluid; in particular, small Knudsen numbers
and incompressible fluids were assumed.

First, the pore-resolved pressure and velocity vector fields were
used to calculate via Darcy’s law the effective permeability tensor
Keff and the tortuosity tensor τ. 225 streamlines per μm2 were
calculated for each sample and direction starting from the inlet plane
and their length distributions was recorded to extract the correspon-

dent tortuosity tensor component (τ = L

L
path

p
). Finally, the tortuosity

relative to the considered flow direction (τx, τy and τz) was taken as
the average of the distribution.

Subsequently, the superficial velocity was set to zero and the
pore-resolved concentration fields, obtained by setting appropriate
boundary conditions at the inlet and outlet, were used to calculate via
Fick’s law the normalized effective diffusion coefficient tensor
Deff/D. A migration term must be included to describe the ionic
transport phenomena in stagnant fluids. Ionic conductivity due to
diffusion σD and migration σm across a porous media only depend
on the diffusion coefficient of the species i, Di, and on some
constants. Therefore, the normalized effective ionic conductivity can
be deduced:

σ σ σ
σ σ σ

= = = [ ]
D

D
. 7

D

D

m

m
eff eff eff eff

The Macmullin number introduced in the previous section (Eq. 5)
corresponds to the reciprocal of the normalized effective ionic
conductivity in Eq. 7.

Finally, the solid domain was considered (the inlet and outlet
regions of all the geometrical domains were considered as part of the
solid domain) and the pore-scale resolved potential field, obtained by
setting appropriate boundary conditions at the inlet and outlet, was
used to derive the solid effective electrical conductivity tensor σ e

eff
via Ohm’s law.

Simulations are set up on Ansys Fluent 2021 R1 and are run on a
210-AKWU PowerEdge R640 Server mounting two Intel Xeon Gold
6248R processors (3 GHz, 24C/48T, 10.4 GT/s, 205 W), and
376 GB DDR4 RAM (2933 MHz). Typical calculation times are
about 6 h for each simulation and each geometrical domain.

Results and Discussion

Morphological characterization.—Information on the resolution
and the corresponding dimensions in μm of the digitalized CL are
summarized in Table I. The 3D rendering of the structures in Fig. 1,
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obtained with the open-source program Tomviz,37 allow for a visual
comparison between the CLs: the rendering of TUDelft-Cu CL
shows an overall flat layer of material with some voids on the
deposition plane, while the DTU-Cu CL appears to be more
morphologically complex, 3-dimensional, and to contain overall
more solid material. A comparison between the solid volume per
geometric area for the two samples in Table II shows that the volume
of Cu deposited per unit area for the DTU-Cu sample is almost
double compared to the TUDelft-Cu (0.30 μm vs 0.16 μm). The
same is observed for the roughness factor (7.9 vs 15.0). Cu is
distributed differently in the two samples, as can be seen in Fig. 2a:
TUDelft-Cu reaches a peak of volume fraction of 0.2 in a narrow
depth interval of 2 μm; while DTU-Cu never goes over a volume
fraction of about 0.15 but the CL reaches a thickness of about
5.5 μm. Therefore, φ in the CLs is 22% lower for DTU-Cu
(φ = 0.046) compared to TUDelft-Cu (φ = 0.059).
Consequently, TUDelft-Cu has a lower ε compared to DTU-Cu
(ε = 0.941 vs 0.954). Concerning the average particle diameter,
calculated from the data in Figs. 2c and 2d, TUDelft-Cu exhibits
d= 85 nm, 8% (7 nm) smaller than DTU-Cu, which presents an
average particle diameter of 92 nm. UBern-Ag CL 3D rendering in

Fig. 1 shows a highly porous material and a low surface coverage.
Indeed, the total volume per geometric area (0.029 μm) is one order
of magnitude lower than for DTU-Cu and TUDelft-Cu, and the
roughness factor, equal to 1, is also the lowest in the set, equivalent
to only 7% of the DTU-Cu value. Nevertheless, the average particle
diameter of 125.5 nm is the biggest in the set, and the volume
fraction profile in Fig. 2b shows that the material is quite thick
(about 4 μm), indicating a somewhat complex morphology despite
the very low quantity of deposited Ag and the peak volume fraction
being about 0.02. φ for this CL is extremely low, only 0.0069, and ε
is the highest in the set, 0.9931. Furthermore, the biggest connected
subsection of the CL only includes 24.29% of the solid volume, as
compared to DTU-Cu, where the biggest connected volume is 92%
of the total Cu volume, and TUDelft-Cu, where 97.31% of the total
volume is connected.

It is possible to estimate the roughness factor and the volume per
geometric area from Eqs. 1 and 2 and considering the CLs
thicknesses, ε and the particle diameters. The estimated roughness
factors are 8.3 for TUDelft-Cu, 15 for DTU-Cu and 1.3 for UBern-
Ag. The roughness for TUDelft-Cu and UBern-Ag are slightly
higher compared to the direct pore-scale results, while the estimation

Table I. Dimension of the 3D binary tensors containing the structural information relative to the three CLs in volxels, and the corresponding
dimensions in μm based on the FIB-SEM resolution.

x (voxels) y (voxels) z (voxels) Resolution x (μm) y (μm) z (μm)

UBern-Ag 1622 620 2102 8 nm 13.0 4.9 16.8
TUDelft-Cu 2059 1121 1143 4 nm 8.2 4.5 4.6
DTU-Cu 2485 1763 1899 4 nm 9.9 7.1 7.6

Figure 1. 3D visualization of the segmented stacks, from left to right: TUDelft-Cu, DTU-Cu and UBern-Ag. For TUDelft-Cu and UBern-Ag the whole CL stack
is shown, in the case of DTU-Cu a reduced volume is rendered for better visualization. The thickness bar refers to the represented image stack thickness and not
to the thickness of the CLs, and is added for ease of visualization.

Table II. Collection of morphological information from the characterization of the segmented materials. The confidence intervals are derived from
morphological characterization of the structures obtained through the conservative and aggressive segmentation procedures.

UBern-Ag TUDelft-Cu DTU-Cu

Solid volume per geometric area (μm) 0.029 ± 0.002 0.16 ± 0.02 0.30 ± 0.02
Volume fraction φ 0.0069 ± 0.0004 0.059 ± 0.006 0.046 ± 0.004
Porosity ε 0.9931 ± 0.0004 0.941 ± 0.006 0.954 ± 0.004
Roughness factor 1.00 ± 0.03 7.9 ± 0.5 15.0 ± 0.8
Average particle diameter (nm) 126 ± 3 85 ± 3 92 ± 2
Connected solid volume % 24.29 ± 0.01 97.31 ± 0.05 92 ± 1
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for DTU-Cu in in perfect agreement with the pore-level calculation
based results, even though the assumptions on the geometry (simple
packing of spherical catalyst particles) are not a good approximation
of the actual morphology of the CLs. Concerning the total volume
per geometric area, the estimation gives 0.0098 μm for for TUDelft-
Cu, 0.018 μm for DTU-Cu and 0.0011 μm for UBern-Ag. All values
are lower compared to the pore-level simulation based results: the
local porosity and thickness of the CLs are both lower than the
global ones considered in the estimates.

The maximum length of chords in the CLs is around 1.5 μm for
UBern-Ag and 1 μm for both TUDelft-Cu and DTU-Cu (see Fig. 3).
All the samples exhibit anisotropy: the behavior along the x and z
direction (parallel to the GDL support) is equivalent while the chords
in the y direction are shorter. The longest chords along the y
direction are about 0.6 μm for UBern-Ag, and 0.5 μm for TUDelft-
Cu, denoting respectively a decrease of 40% and 50% with respect to
x and z directions in the two samples. DTU-Cu exhibits a less
pronounced anisotropic behavior, with the longest chords along the y
direction showing some components reaching 0.85 μm, denoting a
8.5% difference with respect to the x and z directions. Overall, the
chord length distribution supports the orthotropic assumptions
adopted in the transport simulations. We expect differences in the
transport properties of the CLs depending on the considered main
axis, consistently with the anisotropy predictions here.

Two-point correlation and representative volume element.—
The subvolumes chosen for the RVE determination were sampled
considering the average particles diameter and maximum chord
length (x and z directions). The full thickness of the CLs (y direction)
was always included. In the case of TUDelft-Cu and DTU-Cu
samples, a size of 2 μm (i.e. 500 voxels) in the x and z directions—
corresponding to twice the length of the longest chords and more
than 20x the average particle diameter—was considered. Concerning
the UBern-Ag sample, a size of 4 μm (i.e. 500 voxels) in the x and z
directions was selected. This is more than twice the longest chords
and more than 30x the particle diameter, allowing to account for the
higher porosity of the UBern-Ag sample. We chose 60 subvolumes,
ensuring a sampled geometric area in the xz plane of 3x the
equivalent geometric area of DTU-Cu, which is the largest binary

3D tensor (see Table I), allowing to appropriately sample all the
morphology with a random choice of the subvolumes in the xz plane.

Morphological characterization is carried on the three sets of
subvolumes. Results of morphological characterization, including ε,
φ and average particles diameter in the three CLs, are gathered in
Table III. The confidence intervals of morphological descriptors,
obtained by fitting over the subvolumes sets, are larger than the ones
computed considering the aggressive and conservative thresholds in
Table II, highlighting that there are local variations in morphological
properties with respect to the average that are more relevant than
variations due to the segmentation threshold (see Fig. 4). The
average values for φ and ε are, respectively, higher and lower than
the ones calculated on the full sample: the set average ε is 1% lower
than total for UBern-Ag and 4% lower than total for TUDelft-Cu and
DTU-Cu. Owing to its low values, φ percentage variation is more
accentuated: φ set average is 58% higher than the total sample φ for
TUDelft-Cu, 74% higher for DTU-Cu and 175% higher in UBern-
Ag. This can be explained by the fact that φ was calculated for each
subvolume by averaging over the volume fraction profile, meaning
that the local thickness of the material was taken into consideration,
rather than the global one. Since the GDL support is not perfectly
flat, when calculating φ and ε = 1− φ for the total sample some
extra void phase was considered. Concerning the average particle
diameter, there is a very good agreement with the values and
confidence intervals in Table II and in Table III: all the three sets
average fall within the confidence interval of the sample average,
with the biggest difference being of only 0.5 nm in UBern-Ag. This
confirms that the selected subvolumes dimension is appropriate to
represent the morphological features of all the CLs.

The morphological property variations of the selected RVEs with
respect to the set average is minimal for all the three CLs. The
difference in the average diameter of the RVE with respect to the
average is below 2% for the three samples. The difference in φ with
respect to the average is 3% for UBern-Ag and 7% for TUDelft-Cu.
φ in DTU-Cu RVE is 21% higher than the sample average. The RVE
is selected to maintain methodological uniformity and in considera-
tion of the fact that the RVE choice through the two-point
correlation should account for more complex morphological de-
scriptors than the simple volume fraction.

Figure 2. (a) Volume fraction profiles of UBern-Ag, TUDelft-Cu and DTU-Cu samples. The shaded areas represent the confidence interval given by the analysis
of the structures resulting from the aggressive and conservative segmentations. (b) Highlight of the volume fraction profile of UBern-Ag and its confidence
interval. (c) 1 − F(d) = φ(d)/φ0, with F(d) the cumulative size distribution, φ(d) the volume fraction after opening with structuring element of diameter d and φ0

the CL volume fraction. (d) Particle size distribution ( ) = ′( )f d F d .
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Effective transport properties.—τ calculated considering the
subvolumes sets and the RVEs with the Maxwell and the
Bruggeman formulations are reported in Table IV. The τ values
calculated according to the two analytical expressions vary sig-
nificantly, while variations among the samples are smaller. The
largest τB = 1.025 ± 0.002 is the one of TUDelft-Cu, given that it is
the sample exhibiting lower ε. When considering the RVEs, the
largest τB = 1.025 is from DTU-Cu, 0.4% more than the mean of
1.021 ± 0.003, while for TUDelft-Cu τB = 1.023 for the RVE. As
expected by its high ε value, the sample with lowest

τB = 1.005 ± 0.002 is UBern-Ag, only about 2% lower than
TUDelft-Cu; its τB = 1.005 for the RVE. In turn, when considering
the Maxwell formulation, UBern-Ag exhibits a mean
τM = 1.584 ± 0.001, which is 58% higher than τB. The largest mean
τM = 1.596 ± 0.001 is again calculated for TUDelft-Cu, and it is
only 0.8% larger than UBern-Ag. When considering the RVEs, the
largest τM = 1.596 is from DTU-Cu, which is 0.2% larger than the
corresponding mean of τM = 1.593 ± 0.002. The Maxwell formula-
tion predicts τM of almost 1.6 for all the CLs. This indicates an
overestimation, especially in the case of the high-porosity UBern-Ag

Figure 3. Chord length distributions in the x, y and z direction for UBern-Ag, TUDelft-Cu and DTU-Cu samples. Anisotropy can be observed for the chord
length distributions along the y direction.

Table III. Results of the morphological characterization conducted on the set of subvolumes for each CL. The average and standard deviation for
each properties is reported, together with the corresponding value for the selected RVE.

UBern-Ag TUDelft-Cu DTU-Cu

Ensemble RVE Ensemble RVE Ensemble RVE

Volume fraction φ 0.019 ± 0.007 0.0185 0.093 ± 0.008 0.0864 0.08 ± 0.01 0.0946
Porosity ε 0.981 ± 0.007 0.9815 0.907 ± 0.008 0.9136 0.92 ± 0.01 0.9054
Avg. diameter (nm) 126 ± 4 123.4 85 ± 2 84.49 92 ± 3 92.28

Figure 4. Collection of the volume fraction profiles for the subvolumes sets of UBern-Ag, TUDelft-Cu and DTU-Cu samples. The bold, blue lines are the
volume fraction average of the corresponding sample, the bold, red lines are the volume fraction of the selected RVEs.
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CL. The Bruggeman formulation predicts much lower values for τB
of the CLs, over 50% lower in all cases, while the difference
between largest and smallest τ considering the same formulation is
only few percentage points, and the difference between the
distribution mean and the RVE is less than 1% in all cases.

The results obtained via pore-level simulations show that an
analytically calculated τB tends to underestimate and τM tends to
overestimate the tortuosity: direction-averaged τ in UBern-Ag is
τ= 1.033, for TUDelft-Cu is τ= 1.087 and for DTU-Cu is
τ= 1.131. DTU-Cu exhibits the largest τ, 9% larger than UBern-
Ag. The differences among the CLs are more significant than
implied by Bruggemann and Maxwell formulations, and the results
clearly show that DTU-Cu is the sample with larger τ (as opposed to
the analytical formulations showing similar behavior for TUDelft-
Cu and DTU-Cu), highlighting the importance of morphological
factors other than porosity on tortuosity. All the directly calculated
average τ values tend to be closer to the Bruggeman estimations.

The directly calculated tortuosity distributions obtained from
extracting streamlines’ length from fluid flow calculations and
plotted in Fig. 5 show non-normal distributions in every direction:
the distributions are all positively skewed, and the KS test rejects the
normal and the lognormal hypothesis (Table V). Skewness s is
calculated as in Eq. 8, where sd is the standard deviation and n= 60
the number of sample points.
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The directly calculated tortuosity clearly shows anisotropic
behavior, which cannot be predicted with the analytical formula-
tions. The mean tortuosity for the three CLs is always higher when
considering a fluid flow along the y direction: the highest anisotropic
character is observed in the TUDelft-Cu sample, where τy is 9%
higher than the average of τx and τz. UBern-Ag τy is 4% higher than

Table IV. Estimation of tortuosity through analytical formulations on the set of subvolumes for each CL. The average and standard deviation for
each properties is reported, together with the corresponding value for the selected RVE.

UBern-Ag TUDelft-Cu DTU-Cu

Ensemble RVE Ensemble RVE Ensemble RVE

τB 1.005 ± 0.002 1.005 1.025 ± 0.002 1.023 1.021 ± 0.003 1.025
τM 1.584 ± 0.001 1.584 1.596 ± 0.001 1.595 1.593 ± 0.002 1.596

Figure 5. UBern-Ag, TUDelft-Cu and DTU-Cu samples’ tortuosity cumulative distribution along x, y and z directions directly calculated from fluid flow
simulations. The vertical lines represents the direction-averaged τ for the relative sample.

Table V. Tortuosity tensors components τi and the associated statistical analysis according to the data obtained from direct simulations.

Mean Standard deviation Skewness Minimum Median Maximum

UBern-Ag. τx 1.021 0.007 2.217 1.010 1.020 1.084
UBern-Ag. τy 1.060 0.014 3.062 1.043 1.06 1.243
UBern-Ag. τz 1.019 0.007 1.747 1.009 1.017 1.058

TUDelft-Cu. τx 1.058 0.030 2.149 1.019 1.050 1.230
TUDelft-Cu. τy 1.151 0.052 0.502 1.046 1.141 1.324
TUDelft-Cu. τz 1.051 0.027 2.011 1.016 1.045 1.226

DTU-Cu. τx 1.133 0.091 0.656 1.023 1.108 1.374
DTU-Cu. τy 1.153 0.074 0.823 1.032 1.133 1.394
DTU-Cu. τz 1.108 0.071 0.757 1.022 1.089 1.325
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the average of τx and τz, and the lowest anisotropy is exhibited by
DTU-Cu, where τy is 3% higher than the average of τx and τz. The
directly calculated τ values follow the same trend in anisotropy as
observed for the chord length distribution.

The CL with larger direction-averaged, simulations based
K= 2.85 · 10−13 m2 is UBern-Ag, due to its high ε and low roughness
factor. TUDelft-Cu and DTU-Cu direction-averaged K are both one
order of magnitude lower, respectively 3.41 ·10−14 m2 and 2.15 ·10−14

m2. K is also estimated for all samples with the analytical formulations
(Eq. 3—see Fig. 6). Note that not all the resulting distributions for the
sets permeability estimation are normal (the KS test rejected in some
cases the normal hypothesis). The estimations for which this is true
were highlighted by a gray circle in Fig. 6, and a simple average of the
set values, rather than the mean of the normal distribution with the
corresponding σ, was reported. For each sample, a variation on a
range of at least one order of magnitude can be observed for the
analytical estimations of K. This variation does not correlate to the
physical assumptions adopted in the models: in all cases, the largest K
is KCK, which is a formulation derived for packed spheres, followed
by KDavies, which was derived for fibrous beds, KRG (packed spheres),
and finally by KChen (fibrous beds). In the case of TUDelft-Cu
(KCK= (3.6 ± 0.7) · 10−15 m2, KDavies= (1.6 ± 0.3) · 10−15 m2,
KRG= (7.6 ± 0.4) · 10−16 m2, KChen= (3.4 ± 0.2) · 10−16 m2) and
DTU-Cu (KCK= 6.4 · 10−15 m2, KDavies= 2.9 · 10−15 m2,
KRG= (9.6 ± 0.6) · 10−16 m2, KChen= (3.6 ± 0.4) · 10−16 m2), the
average directly calculated K is higher than KCK by one order of
magnitude, and higher than KChen by two orders of magnitude.
Concerning UBern-Ag (KCK= 4.2 · 10−13 m2, KDavies= 1.2 · 10−13

m2, KRG= (2.5 ± 0.1) · 10−15 m2, KChen= (2.8 ± 0.8) · 10−16 m2), the
average directly calculated K falls between KCK and KDavies, and is
three orders of magnitude higher than KChen.

The directly calculated permeability tensors are given in Eq. 9.
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All samples exhibit anisotropy in the permeability: the Ky

component is always lower than the Kx and Kz components. The
sample with the highest degree of anisotropy is again TUDelft-Cu,
with the average of the x and z components, Kxz, being 48 times Ky.
In DTU-Cu, Kxz is 10 times Ky. In UBern-Ag the anisotropy is less
pronounced, with Kxz being about twice Ky. Furthermore, although
Ky is the lowest-value component, the difference between Ky and Kx

is smaller than between Kz and Kx. The anisotropy trend is different
than the one observed in the chord length distribution and τ, where
DTU-Cu was the sample exhibiting a less anisotropic character. We
explain this by noting that K depends not only on ε but also on the
material roughness factor and on the shape of the fluid path. The Ky

tensors component of TUDelft-Cu and DTU-Cu are better estimated
by the analytical formulations: Ky in TUDelft falls between the set
mean KDavies and KRG, while in DTU-Cu it falls between KCK and
KDavies. KRG and KC underestimate all K components in all cases. In
the case of UBern-Ag, the high ε and the low roughness factor may
overpower the anisotropy of the solid domain and, at the same time,
lead to higher K. The three components are well estimated by KCK

and KDavies, while KRG and KC underestimate all K components by
different orders of magnitude.

The directly calculated normalized effective diffusion coefficient
tensors are given in Eq. 10.
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The y component of Deff/D is the lowest for all the CLs. TUDelft-
Cu again shows the highest anisotropic behavior, with the y
component being 19% lower than the average of the x and the z
components. DTU-Cu also shows an important degree of anisotropy,
with its y tensor component being 14% lower than the average of x
and z; while UBern-Ag y component is only 2% lower than the
average of x and z, with the x component being closer in value to the
y component than to the z one. The trend is different than the one
observed in the chord length distribution and τ, and it is the same
observed as with K. We explain it similarly by the fact that Deff

depends on both ε and τ, and again, the very high ε of the sample
seems to be dominating in this case.

Figure 6. Comparison of average set permeability values obtained via a
series of analytical formulation, values for permeability obtained applying
the same formulations to the RVE and from direct pore-level simulations on
the RVE for UBern-Ag, TUDelft-Cu and DTU-Cu. Data points highlighted
by a gray circle correspond to distributions for which the normal hypothesis
is rejected.
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Deff/D was also estimated by Eq. 4, considering both the
Bruggeman and the Maxwell formulations. The average directly
calculated Deff/D (0.972 for UBern-Ag, 0.805 for TUDelft-Cu and
0.85 for DTU-Cu) falls in between the two estimates for all CLs, as
was the case for τ: since τM overestimates the CLs tortuosities, the
correspondent normalized diffusion coefficient is underestimated in
all cases (mean Deff/D considering τM for the subvolumes set is
0.619 ± 0.005 for UBern-Ag, 0.568 ± 0.005 for TUDelft-Cu and
0.578 ± 0.008 for DTU-Cu), as can be seen in Fig. 7. The average
directly calculated values are over 55% higher than the estimation
considering τM in all cases. Conversely, since τB tends to under-
estimate the directly calculated τ, Deff/D is on average under-
estimated, although the difference is very small for UBern-Ag,
where the average directly calculated value is only 0.5% lower than
the estimate considering τB (Deff/D= 0.977 ± 0.009). In the case of
TUDelft-Cu and DTU-Cu, the average directly calculated Deff/D is,
respectively, 10% and 5% lower than the estimate considering τB
(Deff/D= 0.89 ± 0.01 and 0.90 ± 0.01, respectively). Nevertheless,
the Deff/D estimates calculated from τB are in good agreement with
the directly calculated x and z components of the TUDelft-Cu and
DTU-Cu CLs: the average value for Deff,xz/D is respectively 0.859
and 0.895, only 3.5% and 0.6% lower than the Bruggeman estimate.
In turn, Deff,y/D for the two CLs are 22% and 14% lower than the
Bruggeman estimate –23% and 33% higher than the Maxwell
estimate.

We note that the effect of the porous structure would be the same
when considering Stefan-Maxwell diffusivity: D in Eq. 10 would
represent the Stefan-Maxwell diffusion coefficients. Furthermore,
one could consider an ionomer filling the pores: in this case, D in
Eq. 10 would represent the diffusion coefficient of the species in the
ionomer.

The normalized effective ionic conductivity σeff/σ is the same as
Deff/D (see Eq. 7). The reciprocal of the quantity is given for all CLs
in Eq. 11 to allow for direct comparison with NM obtained from
different formulations (Eq. 5—see Fig. 8).
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As in the case of Deff/D, the sample showing the higher anisotropy
is TUDelft-Cu, with the y tensor component being 23% higher than xz
(the average of x and z components), followed by DTU-Cu, with a y
component 16% higher than xz, and finally UBern-Ag, where the y
component is the highest one, but it is only 2% higher than xz, and
with the x component being closer to y than to z. NM estimations
considering τM widely overestimate the directly calculated values
(Fig. 8): NM mean for the sets is estimated as 2.56 ± 0.02 for UBern-
Ag, 2.81 ± 0.03 for TUDelft-Cu and 2.76 ± 0.04 for DTU-Cu,
respectively 2.5, 2.2 and 2.3 times more than the average directly
calculated values (NM= 1.029 for UBern-Ag, 1.254 for TUDelft-Cu
and 1.177 for DTU-Cu). The other NM estimations are in better
agreement with the directly calculated values: in the case of UBern-
Ag the difference is below 1% in all cases (NM,τB= 1.03 ± 0.01,

= ±N 1.03 0.01M,spheres and NM,fibers= 1.04 ± 0.01). Also in the
case of TUDelft-Cu (NM,τB= 1.16 ± 0.02, = ±N 1.16 0.01M,spheres

and NM,fibers= 1.20 ± 0.02) and DTU-Cu (NM,τB= 1.13 ± 0.02,
= ±N 1.13 0.02M,spheres and NM,fibers= 1.17 ± 0.03) the estima-

tions are in good agreement, with NM,τB and NM,spheres being 7% lower

Figure 7. Comparison of average set normalized effective diffusion
coefficient values obtained considering Maxwell and Bruggeman tortuosities,
RVE analitical tortuosity results, and from direct pore-level simulations on
the RVE for UBern-Ag, TUDelft-Cu and DTU-Cu samples.

Figure 8. Comparison of the set average Macmullin number obtained
considering different formulations, the RVE values calculated using the
same formulations and the results obtained from direct pore-level simulations
on the RVE for UBern-Ag, TUDelft-Cu and DTU-Cu samples.
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than the directly calculated NM for TUDelft-Cu and 4% lower for
DTU-Cu, and NM,fibers being 4% and 0.6% lower than the average
directly calculated value for TUDelft-Cu and DTU-Cu, respectively.
The y tensor component of TUDelft-Cu is 24% higher than NM,τB and
NM,spheres, while the difference with respect to the x and z components
is less than 1%. xz difference with respect to NM,fibers is 3%, while the
y component is 19% higher. In the case of DTU-Cu the y component
is 15% higher than NM,τB and NM,spheres and 11% higher than NM,fibers,
while the x and z component are again in better agreement with the
estimations, with their average being 1% lower than NM,τB and
NM,spheres and 5% lower than NM,fibers.

The solid tortuosity τs and the normalized effective electronic
conductivity σ σe e

eff were estimated considering Maxwell and
Bruggeman formulations, see Table VI. Unlike in the case of τ,
the values estimated by the Maxwell formulation for τs are lower
than the predictions from Bruggeman formulation. UBern-Ag is the
sample with higher τs: τs,B = 2.7 ± 0.3, a value 56% larger than
τs,M = 1.729 ± 0.008. The τs,M values calculated for DTU-Cu and
TUDelft-Cu (1.721 ± 0.002 and 1.719 ± 0.001) are only less than 1%
lower, which seems unreasonable given the extremely low φ of
UBern-Ag. The Bruggeman formulation predicts τs,B = 1.90 ± 0.07
and 1.81 ± 0.04 for respectively DTU-Cu and TUDelft-Cu, 10% and
5% more than the corresponding τs,M values and, more importantly,
30% and 33% less than UBern-Ag τs,B. Consequently, the σ σe e

eff
values estimated starting from τs,B are lower than the ones
considering τs,M. The sample with lower estimated σ σe e

eff is
UBern-Ag (0.007 ± 0.003 considering τs,B and 0.011 ± 0.004 con-
sidering τs,M), which is one order of magnitude lower than DTU-Cu
(0.051 ± 0.005 considering τs,B; 0.054 ± 0.005 considering τs,M) and
TUDelft-Cu (0.042 ± 0.007 considering τs,B; 0.046 ± 0.006 consid-
ering τs,M). UBern-Ag is also the sample for which the two estimates
are more distant: σ σe e

eff considering τs,B is 57% lower than the τs,M
estimation. This difference is only 10 and 6% for TUDelft-Cu and
DTU-Cu, respectively.

σ σe e
eff was directly calculated for the TUDelft-Cu sample.

Numerical difficulties were encountered when simulating electrons
diffusion in the UBern-Ag and DTU-Cu CLs. The solutions did not
satisfy convergence criteria and were deemed unphysical. Results for
TUDelft-Cu are given in Eq. 12.
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The average directly calculated σ σe e
eff corresponds to 2.22 ·10−2,

respectively 48% and 52% less than the estimation considering τs,B
and τs,M. The y tensor component is 79% lower than the average of x
and z components, and it is 85% and 87% lower than the τs,B and
τs,M-based estimations. The average xz component is closer to the
estimates, but still 28% and 34% lower, respectively.

Conclusions

Homogenized modeling of GDE-based devices for electroche-
mical CO2 reduction offers a computationally efficient approach to

describe the physical processes occurring in complex devices
without the complexity of pore-scale modeling. However, the
accuracy of such models relies heavily on a set of descriptors of
the morphological and effective transport properties of the mate-
rials composing the GDE. Typically, these descriptors are esti-
mated using analytical formulations based on simple properties
such as porosity, and rely heavily on assumptions about pore-scale
morphology. In particular, isotropy is always assumed. We
obtained a set of descriptors derived from direct (pore-level)
numerical simulations of three different CLs for CO2RR. These
CLs were digitized by FIB-SEM nano-tomography and subsequent
segmentation.

This work allowed to obtain quantitative information on the CL
of two sputtered Cu-based GDEs and one Ag particle deposition-
based GDE, providing a reliable dataset of mesoscale properties
that can be used to accurately model GDE-based devices. In-depth
quantitative morphological characterization allowed to obtain a
comprehensive set of morphological descriptors (ε, φ, volume
fraction profile, average particle diameter, roughness factor, con-
nected volume, chord length distribution). The RVEs were then
meshed with inlet and outlet along the three Cartesian principal
axes and the relevant governing Eqs. were solved at the pore scale
to obtain τ, K, Deff/D, σeff/σ and σ σe e

eff . Obtaining effective
properties in the form of tensors allowed to directly account for
anisotropy.

Our results show that analytically derived formulations often fail
to accurately predict the morphological and effective transport
properties, in some cases by orders of magnitude. Furthermore, the
effective properties of CLs vary significantly depending on
the transport direction considered: the integration of anisotropy in
the homogenized modeling of GDE-based devices is crucial for a
more realistic representation of their behavior. We believe that most
of the experimentally produced CL are implicitly anisotropic, and
this characteristic was not consistently included in homogenized
modelling of GDE-based devices up to now. Considering our results,
we emphasize the need to be cautious when assuming pore-scale
geometry and relying solely on analytical formulations to estimate
effective transport properties. Instead, we recommend the use of
mesoscale-derived data whenever possible. If this is not feasible, we
recommend testing the effect of anisotropy in finalized models,
conducting sensitivity studies and considering a range of possible
values for the transport properties.
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Table VI. Estimation of solid tortuosity through analytical formulations and the corresponding normalized effective electronic conductivity on the
set of subvolumes for each CL. The average and standard deviation for each properties is reported, together with the corresponding value for the
selected RVE.

UBern-Ag TUDelft-Cu DTU-Cu

Ensemble RVE Ensemble RVE Ensemble RVE

τs,B 2.7 ± 0.3 2.711 1.81 ± 0.04 1.844 1.90 ± 0.07 1.803
σ σe e

eff , τs,B 0.007 ± 0.003 0.007 0.051 ± 0.005 0.047 0.042 ± 0.007 0.052
τs,M 1.729 ± 0.008 1.729 1.719 ± 0.001 1.720 1.721 ± 0.002 1.718
σ σe e

eff , τs,M 0.011 ± 0.004 0.011 0.054 ± 0.005 0.050 0.046 ± 0.006 0.055
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