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Abstract

Text-to-image models, such as Stable Diffusion, can generate high-quality images
from simple textual prompts. With methods such as Textual Inversion, it is possible to
expand the vocabulary of these models with additional concepts, by learning the vocab-
ulary embedding of new tokens. These methods have two limitations: slowness of opti-
misation and dependence on sample images. Slowness mainly stems from the use of the
original text-to-image training loss, without considering potential auxiliary supervision
terms. Relying on sample images enables learning new visual features but restricts the
vocabulary expansion to concepts with pre-existing images. In response, we introduce
a novel approach, named VETIM, which takes only a textual description of the concept
as input. It expands the vocabulary through supervision only at the text encoder output,
without accessing the image-generation part, making it faster at optimisation time. It
also does not copy visual features from sample images. Our method can be used directly
for applications that require a concept as a single token but do not require learning new
visual features. Our approach shows that a mere textual description suffices to obtain a
single token referring to a specific concept. To show the effectiveness of our method,
we evaluate its performance subjectively and through objective measures. The results
show that our approach is effective in expanding the vocabulary of text-to-image models
without requiring images.

1 Introduction
Recent text-to-image generation models have achieved remarkable results in creating images
from natural language prompts [2, 3, 11, 15, 16, 17, 18]. Once trained though, these models
have a fixed vocabulary. Approaches like Textual Inversion [4, 9] can expand this vocabulary
by learning the embedding of a new token representing a concept.
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However, such approaches use the original text-to-image training loss, for instance, the
diffusion loss [4], to optimise the embedding of the new token. This requires forward and
backward passes through the image-generation part of the model, namely, the denoising
U-Net for Stable Diffusion [17], making vocabulary expansion slow and computationally
expensive. Also, quite naturally, such approaches require sample images of the concept as
input. Requiring images for a text-to-image model is paradoxical. In many situations, one
only has a textual description of the concept and, not pre-existing images.

In this paper, we consider an alternative loss term consisting of supervising the optimi-
sation at the output of the text encoder. We show that this supervision alone is sufficient for
text-based vocabulary expansion of text-to-image models, extending the vocabulary of the
text-to-image models from textual descriptions only, without the need for sample images,
and without accessing the image-generation part of the model at all. Unlike image-based
vocabulary expansion [4, 9], our text-based vocabulary expansion learns an embedding that
represents a concept described using text input only, rather than learning new visual attributes
contained in sample images. We name our technique VETIM, short for Vocabulary Expan-
sion in Text-to-Image Model, and describe it in Section 3. As demonstrated in Figure 1 and
Section 4, our embeddings are often on par with using the full-text description to generate
images. This provides the advantages of using a single token, including, for instance, over-
writing the embedding of a biased token with an unbiased one to prevent misuse of a model,
and other applications described in Section 5. Thanks to supervision solely from the text en-
coder, VETIM is efficient and fast, taking around two minutes, compared to one hour [7] for
Textual Inversion [4]. Our findings also underscore the adaptability of the image-generation
module, as it successfully generalises to embeddings learned exclusively with supervision at

“A photo of an object. ... “An oil painting
of an object. ...

“A photo of
an object on
the Moon. ...

“Elmo holding
an object. ...

The object is a small, brilliant red stone that can produce the Elixir of Life and turn base metals into gold.”

“A photo of S∗”
“An oil painting

of S∗”
“A photo of S∗
on the Moon”

“Elmo holding
S∗”

Figure 1: VETIM learns the embedding of a single token, referred to here as S∗. This
customised token can be used in place of a long text description, which in this case is: “a
small, brilliant red stone that can produce the Elixir of Life and turn base metals into gold”.
Images are generated with Stable Diffusion [17], on the top using the lengthy description, and
on the bottom using our token S∗. We use the same seeds for the top and bottom rows. Our
token S∗ appears as effective as the lengthy description. Notably, the vocabulary embedding
of S∗ is rapidly optimised solely from text input, without accessing the image-generation
module and without copying visual attributes from any sample image.
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the text encoder output. Our main contributions are thus as follows:

• We propose to learn new vocabulary embeddings using only text descriptions as input,
and with supervision only at the text encoder’s output. This supervision is faster than
the original text-to-image training loss, does not mimic any sample images, and allows
for expanding the model’s vocabulary also when images of the concept are unavailable.

• Our method enables the use of text descriptions as single tokens, enabling applications
otherwise limited to the word level, like debiasing and word-swapping.

• A key finding is that Stable Diffusion [17] is able to generalise to embeddings learned
without supervision from the model itself. Indeed, VETIM only uses supervision from
the text encoder to learn an embedding. The training signal from supervising at the
text encoder level provides much faster convergence than the training signal from the
original text-to-image model training loss.

2 Related work
Vocabulary extension Most state-of-the-art NLP models are deep neural networks with a
vocabulary embedding layer as their first layer. For ease of understanding, we can imagine
the embedding layer as a table with thousands of rows. Each row corresponds to an existing
word, sub-word [19], letter, or punctuation sign in a natural language, such as English. This
embedding layer works along with a tokeniser, which transforms the string prompt into a
sequence of tokens, corresponding to the row indices of the embedding table. We refer to one
row of this embedding table as the embedding of a token. One embedding is a continuous
vector representation allowing processing by further layers of the text encoder. Existing
research [5, 10, 20] extends the embedding table for specific tasks. For example, Tai et al [20]
extend the vocabulary embedding to account for words that are specific to the biomedical
domain. In our approach, detailed in Section 3, we extend the embedding table by one
embedding, i.e. one row, and tune this embedding to match a text description given as input.

Text-to-image models and their text encoders Text-to-image models generate images
from natural language descriptions, referred to as prompts. Recent text-to-image models [11,
17, 18] pre-process the prompt given as input with a text encoder. The encoded prompt is
then used to generate the image from, as shown in Figure 2. State-of-the-art models typically
use a CLIP [13] or a T5 [14] model as text encoder. In this paper, we implemented our
method for Stable Diffusion [17], which uses a CLIP ViT L/14 text encoder.

Text 
encoder 𝐸

Text encoding 
𝐸(𝑝)

Textual 
prompt 𝑝

Image 
generation

Generated 
image

Figure 2: Overall architecture of typical large-scale text-to-image models. Text-to-
image models typically use a text encoder and an image-generation module. The text encod-
ing, obtained from the prompt, is used as input to the image-generation part. In the case of
Stable Diffusion, the image generation consists of using a text-conditioned U-Net to itera-
tively denoise latent codes, and a latent decoder to decode the final latent code into an image.
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Expanding the vocabulary of text-to-image models Vocabulary expansion of text-to-
image models has practical applications such as improving character consistency in story
visualisation [12]. Given sample images of an object, Textual Inversion [4] and Custom
Diffusion [9] extend the vocabulary of the text-to-image model with a new token, allowing
users to generate novel images of a specific concept.

Textual Inversion optimises the embedding of this token with the original diffusion loss,
i.e. such that the generated images contain the same visual features as the sample images.
In addition, Custom Diffusion also tunes some parameters in the image-generation part. The
optimisation process is time-consuming for both methods. Textual inversion, for instance,
takes roughly one hour per optimisation on a V100 GPU [7], as optimisation relies on su-
pervision with the original diffusion loss. Apart from the high computational cost and need
for sample images, replicating visual details from existing images may also diminish the
element of surprise or novelty that one expects from text-to-image model outputs.

Conversely, our approach VETIM can embed concepts in the vocabulary of a text-to-
image model without sample images. The generated images do not mimic any sample im-
ages, and VETIM does not need to access image-generation to optimise the embedding,
making it more efficient and faster: only around 2 minutes on a V100 GPU.

3 VETIM
In this section, we describe our approach in more detail. VETIM is a technique for inverting
a text description into a vocabulary embedding of a text-to-image model. To optimise the
embedding, VETIM uses supervision solely at the text encoder output.

Method and architecture Our method, VETIM, takes as input a reference description of
a concept, e.g. an object or a character of a story. Our objective is to learn an embedding
of this concept in the vocabulary of the model. The embedding can then directly be used to
compose new textual prompts. For training, we modify the tokeniser and embedding layer
of the text encoder to allow processing with a new token. As in Textual Inversion [4], we
refer to this token as S∗. We add a new row v∗ in the vocabulary embedding layer of the text
encoder, and modify the tokeniser accordingly so that S∗ is correctly embedded into v∗. The
remaining elements of the text encoder are frozen, and, importantly, the image-generation
part of the text-to-image model is not accessed at all during optimisation.

Initialisation of the embedding v∗ Before starting the optimisation, we initialise the em-
bedding v∗ with the values of another embedding that already exists in the text-encoder
vocabulary. To do this, for all existing tokens w, we compute the cosine similarity between
the text encodings of “A photo of w” and of “A photo of t”, where t refers to the input de-
scription, e.g. “a small, brilliant red stone that can produce the Elixir of Life and turn base
metals into gold”. We then initialise v∗ with the embedding of the token w with the highest
computed similarity. As an example, with the CLIP ViT L/14 text encoder, the token blue-
berries is the most similar token to the description “a furry, midnight blue rectangle with
small, glowing dots on its surface”.

Optimisation Our optimisation objective is to match the token S∗ to a concept described
by a reference description t, such that textual prompts using S∗ or the description t generate

Citation
Citation
{Pan, Qin, Li, Xue, and Chen} 2022

Citation
Citation
{Gal, Alaluf, Atzmon, Patashnik, Bermano, Chechik, and Cohen-Or} 2022

Citation
Citation
{Kumari, Zhang, Zhang, Shechtman, and Zhu} 2023

Citation
Citation
{HuggingFace} 2022

Citation
Citation
{Gal, Alaluf, Atzmon, Patashnik, Bermano, Chechik, and Cohen-Or} 2022



EVERAERT, BOCCHIO, ARPA, SÜSSTRUNK, ACHANTA: VETIM 5

Text encoder 𝐸

𝑇[𝑆∗]
A rendering of 
𝑆∗ on a black 
background.

𝑇[𝑡]
A rendering of an 
object on a black 
background. The 
object is a small, 

brilliant red stone that 
can produce the Elixir 
of Life and turn base 

metals into gold.
𝑆∗ 𝑣∗

Text encoder 𝐸

ℒreg

ℒsim

𝐸 𝑇[𝑆∗]𝐸 𝑇[𝑡]

Figure 3: Optimisation. Given a reference description t of a concept, we optimise the
vocabulary embedding v∗ of the new token S∗ by maximising the similarity between the
encodings of T [S∗] and T [t]. These encodings are obtained with a frozen text encoder. The
only optimised parameters are those of the new vocabulary embedding v∗. A regularisation
term is used to stabilise the norm of v∗, keeping it similar to other vocabulary embeddings.

similar images. To achieve this goal, we only train the new embedding vector v∗. Note that,
since only v∗ is optimised, the encodings of the prompts that do not use S∗ remain unchanged,
preventing any catastrophic forgetting.

Each training sample in our optimisation loop consists of two texts T [S∗] and T [t] using
a template T [.]. The text T [S∗] contains the token S∗, for instance, T [S∗] =“A rendering of
S∗ on a black background.” The text T [t] is similar, but contains the reference description
t, for instance, T [t] =“A rendering of an object on a black background. The object is a
small, brilliant red stone that can produce the Elixir of Life and turn base metals into gold.”
Since we want these two texts to generate similar images, we optimise the embedding v∗ to
maximise the cosine-similarity of the two encodings E (T [S∗]) and E(T [t]) obtained via the
text-encoder E. For each training sample, the template T [.] is randomly sampled from a list.
Details are provided in the supplementary material. Figure 3 illustrates our procedure.

Our loss is composed of two termsL=Lsim+αLreg. The termLsim aligns the encodings
of the two texts T [S∗] and T [t] by maximising their cosine-similarity, as explained above. So,
Lsim = 1−cos(E (T [S∗]) ,E (T [t])). Since we have no supervision from image-generation,
a regularisation term is important to keep the embedding v∗ close to other embeddings, and
to allow the image-generation part to generalise properly to the new embedding. A term Lreg
therefore regularises the norm of v∗ towards the average norm of embeddings of all other
tokens. So, Lreg =

(
∥v∗∥−Ev∈embeddings (∥v∥)

)2.

Implementation details We implemented our approach VETIM using Stable Diffusion
v1.5 [17], which uses the text encoder from CLIP ViT L/14 [13]. However, VETIM could
be similarly implemented in other text-to-image models. When using Stable Diffusion, the
text-encoding E (p) of a prompt p is represented by a set of vectors, each vector correspond-
ing to a token in the prompt. In order to compute the loss term Lsim, it is necessary to pool
the text-encoding E (p), as was done in the original training of CLIP [13], to obtain a sin-
gle vector that represents the entire prompt. For each concept, we perform 50 optimisation
steps with a batch size of 512 samples and an effective learning rate of 10−6. We use Adam
optimiser [8] with α = 100. At the end of the optimisation, we may, depending on the appli-
cation, overwrite an existing embedding with our optimised one or retain it as an additional
embedding. This makes our approach flexible and extensible.
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Computational budget VETIM optimises only a few hundred parameters, the size cor-
responding to a single vocabulary embedding. The optimisation also only involves the text
encoder, making it significantly faster than, for instance, generating images from the text de-
scription and then using Textual Inversion [4]. In the case of Stable Diffusion v1.5, we only
optimise 768 parameters, the dimensionality of v∗. On a V100 GPU, our optimisation takes
around 2 minutes, only as much time as required for generating approximately 30 images.
In comparison, Textual Inversion takes around 1 hour per concept on the same GPU [7].

4 Evaluation
To test and evaluate our approach, we gathered an evaluation dataset with descriptions of
150 objects, fictitious and otherwise, provided in the supplementary material. We then use
VETIM to expand the vocabulary of Stable Diffusion with new tokens for these objects. We
show that using our new customised tokens produces similar images as when using lengthy
input descriptions.

4.1 Qualitative evaluation
Figures 1 and 4 show that our approach VETIM is able to learn the concepts from the input
descriptions, and compose them into new prompts. The rows labelled VETIM optimised
embedding in Figure 4, similarly as the bottom row of Figure 1, contain images generated
with our token S∗, with the four prompts “A photo of S∗”, “A photo of S∗ on the Moon”,
“An oil painting of S∗”, and “Elmo holding S∗”. These generated images are indeed similar
to the ones of the rows labelled Description (groundtruth) which, similarly as the top row
of Figure 1, contain the images generated from the input description, e.g. with the prompt
“A photo of an object on the Moon. The object is a twisted, abstract sculpture made of
delicate, interlocking tendrils of glass.” We aim to have similar images for these two rows.
Additionally, we show, in the rows labelled VETIM initialisation embedding of Figure 4, the
images generated using the existing token that is the most similar to the description.

4.2 Quantitative evaluation
To evaluate our approach, we assess the quality of vocabulary embeddings along two proper-
ties, reconstruction and composability. Gal et al. [4] and Kumari et al. [9] use resembling
metrics, referring to reconstruction as image-alignment, and composability as text-alignment
or editability.
Reconstruction score: Our reconstruction score measures how well the vocabulary embed-
ding can reconstruct the concept. It is computed by generating 16 images from the prompt
“A photo of S∗” and computing their average CLIP similarity with the same prompt contain-
ing the input description instead of S∗. We chose the number 16 arbitrarily.
Composability score: Our composability score estimates how well the embedding can be
used inside other prompts. It is computed by generating 16 images for each of the three
prompts “A photo of S∗ on the Moon”, “An oil painting of S∗”, and “Elmo holding S∗”, and
computing their average CLIP similarity with the same prompts containing the tokens an
object, in place of S∗. This composability score then indicates how well the generated im-
ages contain/compose the elements in these prompts, disregarding the reconstruction of the
concept itself.
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“A twisted, abstract sculpture made of delicate, interlocking tendrils of glass”

VETIM
initialisation
embedding

VETIM
optimised
embedding

Description
(groundtruth)

“A skull with a snake emerging from its mouth, a symbol used by Voldemort’s followers in Harry Potter”

VETIM
initialisation
embedding

VETIM
optimised
embedding

Description
(groundtruth)

“A photo of _”
“A photo of _
on the Moon”

“An oil painting
of _”

“Elmo holding _”

Figure 4: Qualitative text-to-image results. The rows VETIM initialisation embedding
and VETIM optimised embedding contain images generated with the prompts “A photo of
S∗”, “A photo of S∗ on the Moon”, “An oil painting of S∗”, and “Elmo holding S∗”. For
the first row, VETIM initialisation embedding, the embedding of S∗ was replaced by the
embedding of the token that is the closest to the description by cosine-similarity, here, the
tokens glass (first description) and ssss (second description). For the second row, VETIM
optimised embedding, the embedding of S∗ corresponds to the embedding optimised with
our method VETIM. The bottom row, Description, contains images generated with the input
text description, e.g. “Elmo holding an object. The object is a skull with a snake emerging
from its mouth, a symbol used by Voldemort’s followers in Harry Potter.” for the two right-
most images of the bottom row. For each of the two given descriptions, the same seed was
used to generate images in a given column. See the supplementary material for additional
qualitative results.

Reconstruction-composability results The average value of those two metrics, computed
over the 150 object descriptions of our dataset, is reported in Figure 5 in a 2D reconstruction-
composability plot. Numerical values with standard deviations and details are reported in the
supplementary material.

In addition to the setups considered in the qualitative evaluation section, namely VE-
TIM initialisation embedding, VETIM optimised embedding, and Description, we also eval-
uate the embedding obtained by averaging the embeddings of every token of the text descrip-
tion and normalising it to the average norm of other embeddings. This embedding is labelled
as Avg. description in Figure 5. While it intuitively seems a reasonable method for shorten-
ing a description down to a single token, this method leads to the worst reconstruction.

Avg. description is an example of a text-based vocabulary expansion method that leads
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Description 
(groundtruth)

No-edit 
description

Avg. 
description

VETIM 
initialisation 
embedding

VETIM
optimised 

embedding

0.1

0.2

0.3

0.1 0.2 0.3M
ea

n 
co

m
po

sa
bi

lit
y 

sc
or

e

Mean reconstruction score

Figure 5: Reconstruction vs.
composability plot. This plot
compares our method with others
for the task of learning an embed-
ding from a text description (blue
circles). To provide an intuitive un-
derstanding of the scales, we also
show reference textual descriptions
which are not embeddings (black
squares).

to embeddings with low reconstruction and high composability. To provide an intuition for
the scale of the composability score, we also computed a reference low composability score.
That is, we compute the score of an embedding that allows reconstructing the concept, but
which cannot be composed with different prompts. To compute this reference composability
score, we generate the images from the input descriptions, but always using the template
“A photo of _” instead of the prompts “A photo of _ on the Moon”, “An oil painting of
_”, and “Elmo holding _”. This provides a score reference for low composability and high
reconstruction, and is labelled No-edit description in Figure 5.

Overall, our approach is better than any other approach in terms of reconstruction, yet
it has lower composability. This is not surprising however, as prior research [4] shows a
trade-off between reconstruction and composability of embeddings.

5 Applications
In addition to the practicality of having custom tokens in text-to-image models, VETIM
enables, by condensing a text description into a single token, to use text descriptions in
techniques that exclusively operate at the token level. These techniques include, overwrit-
ing biased embeddings, interpreting attention maps, and swapping one token with another.
Additional details on the results are also provided in the supplementary material.

Note that these applications could also be done using the embedding learned with Tex-
tual Inversion [4]. Our approach VETIM achieves these applications without requiring any
sample images of each concept, but only textual descriptions.

Debiasing the vocabulary of a model Bansal et al. [1] show that images generated by Sta-
ble Diffusion with debiased expressions like “firefighter, if all genders can be a firefighter”
are less gender-biased than the ones generated with “firefighter” directly. However, request-
ing each user of Stable Diffusion to debias their prompts is impractical. To prevent any
access to the original biased embedding, we need to overwrite it with a new unbiased em-
bedding, similarly as Gal et al. [4] do for this application. For instance, we overwrite the
biased embedding of the token firefighter with the one optimised by VETIM from the debi-
ased expression “firefighter, if all genders can be a firefighter”. We performed this experi-
ment, and obtained a customised version of Stable Diffusion generating less biased images
of professions, as we show in Figure 6.
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Figure 6: Debiasing firefighter and doctor with VETIM. Top row: Images generated with
original Stable Diffusion, Bottom row: Images generated with our customised Stable Diffu-
sion, obtained by overwriting the embeddings of the tokens firefighter and doctor by those
learned by VETIM from debiased expressions. Images are generated from the prompts “A
photo of a firefighter” (left) and “A photo of a doctor” (right). While the original Stable
Diffusion model generates almost exclusively masculine attributes for these professions, our
customised Stable Diffusion model generates more gender-varied images.

Improving interpretability with cross-attention maps Images generated with Stable Dif-
fusion can be interpreted using diffusion attentive attribution maps (DAAM) [21]. For each
token, a DAAM is obtained by aggregating the attention maps of the cross-attention lay-
ers [22] of the U-Net. However, descriptions of objects are still hard to interpret, because the
DAAMs of several tokens need to be considered at once. As illustrated in Figure 7, images
generated with tokens from VETIM are easier to interpret.

V
E

T
IM

Elmo holding S∗

L
en

gt
hy

de
sc

ri
pt

io
n

Elmo holding an object

...

. The object pastel

...

blue pom - pom

Figure 7: Diffusion attentive attribu-
tion maps. We used VETIM to learn a to-
ken S∗ from the description “a fluffy, pas-
tel blue pom-pom attached to a long, thin
stick”. The top image was generated from
the prompt “Elmo holding S∗”, and the bot-
tom image was generated from the lengthy
prompt “Elmo holding an object. The object
is a fluffy, pastel blue pom-pom attached to
a long, thin stick.” While the two generated
images are similar, it is easier to interpret
the generation at the top. Especially, while
there are many DAAMs [21] to consider at
the bottom, the DAAM for the token S∗ at
the top clearly indicates which pixels corre-
spond to the object.

Word-swap with descriptions To edit images generated by Stable Diffusion, Hertz et al. [6]
introduce a method, referred to as word-swap or AttentionReplace, which enables to
change one word of the textual prompt while keeping the remaining elements of the gener-
ated images unchanged. In short, word-swap injects the attention maps of the initial image
generation into the generation of the modified prompt. Word-swap (AttentionReplace)
only works at the token level and cannot be used as it is to replace a word with a lengthy
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Original textual
prompt

Original image
generated by

Stable Diffusion

S∗ ← “Chris Evans
wearing a red T-shirt”

S∗ ← “a very slim
alien with red skin”

S∗ ← “a Golden
Retriever with

uniform golden coat”︸ ︷︷ ︸
Word-swap (Man, S∗)

“Man dancing in
the living room,
realistic image,

detailed”

“Man jumping
over a stool,

realistic image,
detailed”

“Man sitting
on a sofa,

realistic image,
detailed”

Figure 8: Word-swap with description. VETIM allows us to swap a word for a description
while maintaining the functionality of the original word-swap method [6]. The images in the
second column are generated from the prompts in the first column. The remaining images
are generated with word-swap, with tokens learned by VETIM from the descriptions.

description. However, using VETIM, we can learn a new word from the lengthy description,
and then use the word-swap approach. This enables finer control over the generated images.
By using VETIM and word-swap, it is possible to obtain the images of Figure 8.

6 Conclusion and future work

We present VETIM, an intuitive approach that optimises new vocabulary embeddings in
Stable Diffusion using supervision solely at the text encoder output. This contrasts with
previous research, which uses the original diffusion loss to optimise new vocabulary embed-
dings. Our optimisation is simpler and significantly faster, taking only the time of a few tens
of inferences with Stable Diffusion. Interestingly, Stable Diffusion is able to generalise to
embeddings optimised without involving the image-generation part.

Instead of learning to replicate visual features from sample images, our method VETIM
learns a new vocabulary embedding that generates similar images as from an input text de-
scription, bypassing the need for the sample images to expand the vocabulary.

Future research may consider integrating VETIM as an extra supervision term in Textual-
Inversion-like methods, potentially benefiting from the faster convergence of VETIM with
the extra capability of Textual Inversion, e.g. learning new visual features not contained in
the original model.
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