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## Summary

In this thesis we consider the problem of estimating the correlation of Hecke eigenvalues of $\mathrm{GL}_{2}$ automorphic forms with a class of functions of algebraic origin defined over finite fields called trace functions. The class of trace functions is vast and includes many standard exponential sums including Gauss sums, Kloosterman sums, Hyperkloosterman sums etc. In particular we prove a Burgess type power saving (of exponent $1 / 8$ ) over the trivial bound. This generalizes the results of [FKM15] to the case of number fields with a slightly more restrictive assumption on the automorphism group attached to the trace function. We work using the language of adeles which makes the analysis involved softer and makes the generalisation to number fields more natural. The proof proceeds by studying the amplified second moment spectral average of the correlation sum using the relative trace formula. This, like in the case of [FKM15] leads us to use square root cancellation of the autocorrelation sums of the trace function.

## Summary in French

Dans cette thèse, nous étudions le problème d'estimer la corrélation entre des valeurs propres de Hecke des formes automorphes de $\mathrm{GL}_{2}$ avec une classe de fonctions d'origine algébrique définies sur des corps finis appelés les fonctions de trace. La classe des fonctions de trace est vaste et contient nombreuses sommes exponentielles familier: les sommes de Gauss, les sommes de Kloosterman, les sommes de Kloosterman de degré supérieur, etc. En particulier, nous obtenons un résultat de type Burgess (avec un exposant qui améliore de $1 / 8$ celui de la borne triviale). Ceci généralise les résultats de [FKM15] au cas des corps de nombres algébriques avec une hypothèse légèrement plus forte sur le groupe des automorphismes attaché à la fonction trace. Nous utilisons le langage des adèles dans cette thèse qui rend la généralisation aux corps de nombres algébriques plus naturelle. La preuve procède en étudiant la moyenne spectrale du second moment amplifié de la somme de corrélation en utilisant la formule des traces relative.

## CHAPTER 1

## Introduction

### 1.1. The initial question

First let us consider the problem of algebraic twists of cusp forms. By a cusp form we will mean a non-zero holomorphic cusp or a non-zero Maass cusp form of weight 0 . For a cusp form $f$ we have $f(z+1)=f(z)$, so $f$ admits a Fourier expansion which we will write as

$$
f(z)=\sum_{n=1}^{\infty} \rho_{f}(n) n^{\frac{k-1}{2}} e(n z)
$$

for a holomorphic form of weight k and

$$
f(z)=\sum_{n=1}^{\infty} \rho_{f}(n)|n|^{-\frac{1}{2}} W_{i t_{f}}(4 \pi|n| y) e(n x)
$$

for a Maass cusp form of weight 0 . The normalization is chosen so that the coefficients are absolutely bounded

$$
\left|\rho_{f}(n)\right|<_{f} 1
$$

Here $e(n z)=e^{2 \pi i n z}$ and $W_{i t_{f}}$ is a Whittaker function.
Let $K: \mathbb{Z} / p \mathbb{Z} \rightarrow \mathbb{C}$ be a function which we will lift to $\mathbb{Z}$. We would like to consider correlation sums of the form

$$
S(f, K, p):=\sum_{1 \leq n \leq p} \rho_{f}(n) K(n)
$$

We may consider the smoothed version

$$
S_{V}(f, K, p)=\sum_{1 \leq n} \rho_{f}(n) K(n) V(n / p)
$$

where $V($.$) is a smooth compactly supported function. The trivial bound for such a sum is$

$$
S_{V}(f, K, p) \ll_{V, f}\|K\|_{\infty} p
$$

In their paper [FKM15], É. Fouvry, E. Kowalski and Ph. Michel showed that one can do much better for a special class of functions called isotypic trace functions. They proved

Theorem (FKM). Let $f$ be a Hecke eigenform, $p$ a prime number. Let $K$ be an isotypic trace function of conductor cond $(K)$.

There exists $s \geq 1$ absolute constant such that:

$$
S_{V}(f, K ; p) \ll \operatorname{cond}(K)^{s} p^{1-\delta}
$$

holds for any $\delta<1 / 8$ with implied constant depending only on $V, f$ and $\delta$.

This generalises the classical non correlation results when $K$ is an additive character or Dirichlet character to a vast class of functions $K$ like many algebraic exponential sums, point counting functions of algebraic varieties over finite fields. The beauty of this approach lies in us being able to treat these vast class of functions without explicit structure, in a uniform manner.

In [DFI93], the authors proved their bound for the correlation sum with $K=\chi$ a Dirichlet character by amplifying over all Dirichlet characters of a given modulus. Since a general trace function is not multiplicative, the authors in [FKM15] amplify $S_{V}(f, K, p)$ for a $f$ of level $N$, over a basis of forms of level $N p$ and $K$ is kept fixed. They estimate the amplified second moment by using the Petersson-Kuznetsov formula. This idea of amplifying over the forms of a given level was already carried out for Dirichlet characters in [Byk98].

### 1.2. The new question

We study the same question for automorphic forms over number fields.
Let $\phi$ be a cuspidal $\mathrm{GL}_{2}$-automorphic form over a number field, of level $\mathfrak{N}$ with $\mathfrak{N}$ coprime to $\mathfrak{p}$ fixed. Let $V: F_{\infty} \rightarrow \mathbb{R}$ be a smooth compactly supported function. The question that we consider is to bound

$$
\sum_{m \in F^{\times}} K\left(m_{\mathfrak{p}}\right) W_{\phi, f}\left(\begin{array}{cc}
m \varpi_{\mathfrak{p}} & 0 \\
0 & 1
\end{array}\right) V\left(m_{\infty}\right)
$$

where $W_{\phi, f}$ is the finite part of the global Whittaker function of $\phi$. For $m \in \frac{1}{\varpi_{\mathfrak{p}}} \mathcal{O}_{\mathfrak{p}}$ we denote $m_{\mathfrak{p}}$ as the congruence class of $m \varpi_{\mathfrak{p}}$ at $\mathfrak{p}$.

### 1.3. Relation to the initial question

For instance let $f \in S_{k}(N)$ be a holomorphic cusp form of weight $k$, level $N$ and trivial nebentypus. Let

$$
f(z)=\sum_{n=1}^{\infty} \rho_{f}(n) n^{\frac{k-1}{2}} e(n z)
$$

be the Fourier expansion at infinity. Further assume that $f$ is a Hecke eigenform.
Then we can consider the adelic lift of $f, \phi_{f}$ which is of trivial central character and right invariant under $K_{0}(N)$. In this case our correlation sum reads as follows:

$$
\sum_{m \in \frac{1}{p} \mathbb{Z}} K(m p) \rho_{f}(m p)(m p)^{-\frac{1}{2}} V(m)=\sum_{n \in \mathbb{Z}} K(n) \rho_{f}(n) n^{-\frac{1}{2}} V\left(\frac{n}{p}\right)
$$

A similar computation can also be done in the case of an adelic lift of a classical Maass form.

### 1.4. Trivial bound

Let $K: k(\mathfrak{p}) \rightarrow \mathbb{C}$ be a function on the residue field at $\mathfrak{p}$. Let $\phi$ be an automorphic form that is spherical (i.e. $K_{v}$ invariant for all finite places $v$ ) with $\phi$ a pure tensor (i.e. $W_{\phi}=\prod_{v} W_{\phi, v}$ ). We have by [Bum98] (exercise 4.6.2) that

$$
W_{\phi, f}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)=\mathbb{1}_{m \in \widehat{\mathcal{O}}} \mathrm{Nm}(m)^{-1 / 2} \prod_{\mathfrak{q}}\left(\sum_{i=1}^{v_{\mathfrak{q}}(m)} \alpha_{1}^{i} \alpha_{2}^{v_{\mathfrak{q}}(m)-i}\right) W_{\phi, f}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

Therefore

$$
\begin{aligned}
& \sum_{m \in F^{\times}} K\left(m_{\mathfrak{p}}\right) W_{\phi, f}\left(\begin{array}{cc}
m \pi_{\mathfrak{p}} & 0 \\
0 & 1
\end{array}\right) V\left(m_{\infty}\right)=W_{\phi, f}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \\
& \sum_{\left.m \in \frac{1}{\varpi_{\mathfrak{p}}} \widehat{\mathcal{O}} \backslash 0\right\}} K\left(m_{\mathfrak{p}}\right) \mathrm{Nm}\left(m \varpi_{\mathfrak{p}}\right)^{-1 / 2} \prod_{\mathfrak{q}}\left(\sum_{i=1}^{v_{\mathfrak{q}}\left(m \varpi_{\mathfrak{p}}\right)} \alpha_{1}^{i} \alpha_{2}^{v_{\mathfrak{q}}\left(m \varpi_{\mathfrak{p}}\right)-i}\right) V\left(m_{\infty}\right) .
\end{aligned}
$$

It follows that

$$
\sum_{m \in F^{\times}} K\left(m_{\mathfrak{p}}\right) W_{\phi, f}\left(\begin{array}{cc}
m \pi_{\mathfrak{p}} & 0 \\
0 & 1
\end{array}\right) V\left(m_{\infty}\right)<_{\phi, F, V, \epsilon}\|K\|_{\infty} \operatorname{Nm}(\mathfrak{p})^{\frac{1}{2}+\epsilon}
$$

using Rankin-Selberg theory.
Note that the trivial bound is different in this case due to a different normalisation. See for instance equation 1.3.

### 1.5. Our main theorem

We prove the following statement:
Main Theorem. Let $\pi$ be a cuspidal $\mathrm{GL}_{2}$-automorphic representation over $F$ of level $\mathfrak{N}$ with $\mathfrak{N}$ coprime to $\mathfrak{p}$. Let $\phi$ be an automorphic form in $\pi$ that is of level $\mathfrak{N}$. Let $K$ be an isotypic trace function defined on the residue field $k(\mathfrak{p})$ with an associated Fourier-Möbius group contained in the standard Borel subgroup. There exists an absolute constant s>0 s.t.

$$
\sum_{m \in F^{\times}} K\left(m_{\mathfrak{p}}\right) W_{\phi, f}\left(\begin{array}{cc}
m \pi_{\mathfrak{p}} & 0 \\
0 & 1
\end{array}\right) V\left(m_{\infty}\right)<_{\phi, F, V, \delta} \operatorname{cond}(K)^{s} \operatorname{Nm}(\mathfrak{p})^{\frac{1}{2}-\delta}
$$

for any $\delta<\frac{1}{8}$.
REmARK. Here are some remarks concerning the main theorem:

- By $K$ an isotypic trace function, we mean $K$ is the middle extension trace function of a $\ell$-adic sheaf $\mathcal{F}$ lisse on an open set $U \subseteq \mathrm{~A}_{\mathbb{F}_{p}}^{1}$ that is pure of weight 0 on $U$ and is geometrically isotypic. cond $(K)$ is an invariant associated with a trace function called its (analytic) conductor. The reader may refer to sections $\S 3.2$ and $\S 3.3$ for the definition of these terms. For an isotypic trace function $K$, we have

$$
\|K\|_{\infty} \leq \operatorname{cond}(K)
$$

(see the remark 3.3.)

- By the standard Borel subgroup we mean the subgroup of upper triangular matrices. The Fourier-Möbius group is defined in section §3.4.3.
- One can show that $s=4$ would suffice in the above theorem.
- One can show an exponential dependency in $\operatorname{cond}(\pi)$. The obstruction to the polynomial dependency in $\operatorname{cond}(\pi)$ is the choice of amplifier which is supported over primes. This choice due to [AVe10] was made to simplify many details of the proof.
- For an example of a trace function to which our theorem does not apply, the reader may consult [FKM15], section 11.2(3). The authors consider the symmetric square of a pullback of a Kloostermann sum and show that it has dihedral subgroup as the Fourier-Möbius group.
- The normaliser of the diagonal torus occurs as the Fourier-Möbius group of a Gauss sum constructed from a quadratic Dirichlet character. Looking at the proof of our theorem however the readers can verify that our proof remains valid for this example.
- The applicability of our main theorem follows from the existence of families of trace functions with bounded conductor and sup-norm, defined over residue fields of an unbounded sequence of primes in $F$. See $\S 3.5$ for some examples.
- Our main theorem generalises the result of [FKM15] to the case of number fields with a more restrictive assumption on the trace function. Note that we obtain the same Burgess-type power saving uniformly for all number fields.

The approach again is to understand the amplified spectral average of the above quantity. We will use the relative trace formula for the standard unipotent subgroup of $\mathrm{GL}_{2}$ in this case. The relative trace formula is a natural candidate for this problem since it yields the Petersson formula and Kuznetsov formula under special choices of test functions. The Petersson formula and Kuznetsov formula were main ingredients in the proof of [FKM15]. We will see that by working over the adeles, the use of the trace formula is more systematic and choice of test functions become more clear.

When we apply the relative trace formula to the second moment and use positivity we recover the trivial bound. It is considering the amplified second moment that leads us to the bound in the theorem.

### 1.6. Future directions

We want to list a few possible future direction to the work presented in this thesis:
(1) The theorem that we can prove is slightly more general than the one stated, for instance it suffices to assume the automorphism group of the sheaf $\mathcal{F}$ corresponding to the trace function $K$ satisfies:

$$
\operatorname{Aut}(\mathcal{F}) \subseteq B \cup B w \cup w B
$$

Here $w$ is the Weyl element and $B$ is the Borel subgroup of $\mathrm{PGL}_{2}$.
We have a strong control on the automorphism group of a trace function in terms of its conductor that was proved and exploited by the authors in [FKM15] to prove their result without any assumption on the automorphism group of the trace function. Removing this assumption requires us to carefully consider 6.2.4, to understand the size of the set of $(m, n, \mu)$ for which square root cancellation does not hold.
(2) Proving an analogous theorem (with a likely weaker exponent) for forms of conductor $\mathfrak{p}$. This would involve working with the amplifier in [DFI94], see remark 4.5 page 611 in [FKM15]. This is a bit more involved since the amplifier is now supported on square of primes.
(3) It is interesting to investigate algebraic twists of periods of automorphic forms along non-split tori.

## Preliminaries

## CHAPTER 2

## Automorphic forms on adeles

### 2.1. Number fields

Fix $F / \mathbb{Q}$ a number field with ring of integers $\mathcal{O}_{F}$ and discriminant $\Delta_{F}$. Let $n$ be the degree of the number field and $(r, s)$ be its signature. Let $\Lambda_{F}$ be the complete $\zeta$-function of $F$, it has a simple pole at $s=1$ with residue denoted as $\Lambda_{F}^{*}(1)$.
2.1.1. Local fields. For $v$ a place of $F$, we call as $F_{v}$ the completion of $F$ at $v$. We will also write $F_{\mathfrak{p}}$ for the place corresponding to the prime ideal $\mathfrak{p}$. We will denote by $\mathcal{O}_{v}$ the ring of integers at the finite place $v$, by $\varpi_{\mathfrak{v}}$ the uniformizer and

$$
\mathfrak{m}_{v}:=\varpi_{\mathfrak{v}} \mathcal{O}_{v}
$$

is the maximal ideal. The field

$$
k_{v}:=\mathcal{O}_{v} / \mathfrak{m}_{v}
$$

is called the residue field at place $v$. We will denote the residue field at $\mathfrak{p}$ by $k(\mathfrak{p})$. For $s \in \mathbb{C}$, we define the local zeta function

$$
\zeta_{F_{v}}(s)=\left(1-q_{v}^{-s}\right)^{-1} \text { if } v<\infty
$$

(here $q_{v}=\left|\mathcal{O}_{v} / \varpi_{\mathfrak{v}} \mathcal{O}_{v}\right|$ is the size of the residue field),

$$
\zeta_{F_{v}}(s)=\pi^{-s / 2} \Gamma(s / 2) \text { if } v \text { is real }
$$

and

$$
\zeta_{F_{v}}(s)=2(2 \pi)^{-s} \Gamma(s) \text { if } v \text { is complex. }
$$

2.1.2. Adeles. We denote the adele ring of $F$ by $\mathbb{A}$ and the group of ideles by $\mathbb{A}^{\times}$. We denote by $\mathbb{A}_{f}$ the finite adele ring and by $\mathbb{A}_{f}^{\times}$the finite ideles.

$$
\widehat{\mathcal{O}}^{\times} \simeq \prod_{v<\infty} \mathcal{O}_{v}^{\times}
$$

will denote the maximal open compact subgroup of $\mathbb{A}_{f}^{\times}$.
2.1.3. Additive characters. We denote by $\psi$ the standard additive character on $F$. Recall that it is defined by

$$
\psi=\psi_{\mathbb{Q}} \circ \operatorname{Tr}_{F / \mathbb{Q}}
$$

and it factors as a product of local characters

$$
\psi=\prod_{v} \psi_{v}
$$

Recall that the conductor of $\psi_{v}$ is defined as the largest ideal of $\mathcal{O}_{v}$, on which $\psi_{v}$ is trivial. We will denote the conductor as $\operatorname{cond}\left(\psi_{v}\right)=\mathfrak{m}_{v}^{d_{v}}$ and by

$$
\Delta_{F}=\prod_{v<\infty} \mathfrak{p}_{v}^{d_{v}}
$$

the discriminant of $F$.

### 2.2. Subgroups

We fix some notations: .

$$
\begin{gathered}
G=\mathrm{GL}_{2} \\
\bar{G}=Z / G=\mathrm{PGL}_{2} \\
X=Z(\mathbb{A}) G(F) \backslash G(\mathbb{A})
\end{gathered}
$$

Let $H$ be a subgroup of $G$, we define $[H]$ by

$$
[H]=H(F) / H(\mathbb{A})
$$

Let $R$ be a commutative ring, we define some standard subgroups of $G(R)$ :

$$
\begin{gathered}
B(R)=\left\{\left(\begin{array}{ll}
a & b \\
0 & d
\end{array}\right): a, d \in R^{\times}, b \in R\right\}, N(R)=\left\{\left(\begin{array}{ll}
1 & b \\
0 & 1
\end{array}\right): b \in R\right\}, \\
A(R)=\left\{\left(\begin{array}{ll}
a & 0 \\
0 & d
\end{array}\right): a, d \in R^{\times}\right\}, Z(R)=\left\{\left(\begin{array}{ll}
a & 0 \\
0 & a
\end{array}\right): a \in R^{\times}\right\} .
\end{gathered}
$$

We also define

$$
n(x)=\left(\begin{array}{ll}
1 & x \\
0 & 1
\end{array}\right), w=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) \text { and } a(y)=\left(\begin{array}{ll}
y & 0 \\
0 & 1
\end{array}\right)
$$

For any place $v, K_{v}$ is defined to be the maximal compact subgroup of $G\left(F_{v}\right)$ defined by

$$
K_{v}=\left\{\begin{array}{l}
G\left(\mathcal{O}_{F_{v}}\right) \text { if } v \text { is finite } \\
O_{2}(\mathbb{R}) \text { if } v \text { is real } \\
U_{2}(\mathbb{C}) \text { if } v \text { is complex }
\end{array}\right.
$$

For $v<\infty$ and $n \geq 0$, we define

$$
K_{v, 0}\left(\varpi_{\mathfrak{v}}^{n}\right)=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in K_{v}: c \in \mathfrak{m}_{v}^{n}\right\} .
$$

For $\mathfrak{a}=\prod_{v<\infty} \mathfrak{p}_{v}^{f_{v}(\mathfrak{a})}$, define

$$
K_{0}(\mathfrak{a})=\prod_{v<\infty} K_{v, 0}\left(\varpi_{\mathfrak{v}}^{f_{v}(\mathfrak{a})}\right)=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in G(\widehat{\mathcal{O}}): c \in \mathfrak{a} \widehat{\mathcal{O}}\right\} .
$$

### 2.3. Measures

The normalization of measures is as in sections 2.1, 3.1 of [MV10]. For every place $v, d x$ be the unique self-dual Haar measure on $F_{v}$. This gives the measure on $N\left(F_{v}\right)$ by identifying it with $F_{v}$. For $v<\infty, d x_{v}$ gives the measure $q_{v}^{-d_{v} / 2}$ to $\mathcal{O}_{F_{v}}$. Recall that $d_{v}$ is the valuation of the discriminant at the place $v$.

For the multiplicative group $F_{v}^{\times}$, the Haar measure that we use is

$$
d^{\times} x_{v}=\zeta_{F_{v}}(1) \frac{d x_{v}}{\left|x_{v}\right|}
$$

By identification we also get the measures on $A\left(F_{v}\right)$ and $Z\left(F_{v}\right)$. We define $d x=\prod_{v} d x_{v}$ as the measure on $\mathbb{A}$ and $d^{\times} x=\prod_{v} d^{\times} x_{v}$ as the measure on $\mathbb{A}^{\times}$.

Using Iwasawa decomposition, $G\left(F_{v}\right)=Z\left(F_{v}\right) N\left(F_{v}\right) A\left(F_{V}\right) K_{v}$, we define the Haar measure on $G\left(F_{v}\right)$ by

$$
d g_{v}=d^{\times} z d x d^{\times} y d k .
$$

$d k$ is the Haar measure on the compact group $K_{v}$ normalised to be a probability measure. The measure on the adelic points of the above subgroups is the product of the corresponding local measures. By $d g$ we denote also the quotient measure on $X$.

### 2.4. Automorphic forms and representation

Let $L^{2}(X)$ denote the Hilbert space of square integrable functions w.r.t. the measure defined above. Define

$$
L_{\mathrm{cusp}}^{2}(X)=\left\{\phi \in L^{2}(X): \int_{F \backslash \mathbb{A}} \phi(n(x) g) d x=0 \text { a.e. } g\right\} .
$$

For $\phi \in L_{\text {cusp }}^{2}(X)$ we have the Fourier-Whittaker expansion,

$$
\phi(g)=\sum_{m \in F^{\times}} W_{\phi}\left(\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) g\right)
$$

with

$$
W_{\phi}(g)=\int_{F \backslash \mathbb{A}} \phi(n(x) g) \psi(-x) d x .
$$

$G(\mathbb{A})$ acts by right translation on $L^{2}(X)$ defining the right regular representation which defines a unitary representation. There is a well-known decomposition into $G(\mathbb{A})$ submodules - the cuspidal, Eisenstein and residual parts (and these are orthogonal):

$$
L^{2}(X)=L_{\text {cusp }}^{2}(X) \oplus L_{\text {Res }}^{2}(X) \oplus L_{\text {Eis }}^{2}(X)
$$

For details the reader may consult [GJ79] and [Gel73].
In this thesis we will be concerned only with $L_{\text {cusp }}^{2}(X)$, which decomposes into irreducible unitary subrepresentations of $G(\mathbb{A})$. It is also well known that for every irreducible subrepresentation $\pi$ there is a decomposition into a tensor product of irreducible, unitary, local representations $\pi_{v}$ (Flath's theorem)

$$
\pi=\otimes_{v} \pi_{v}
$$

### 2.5. Whittaker model and factorisation of the inner product

Let $\pi=\otimes_{v} \pi_{v}$ be a unitary representation as in the previous section. The intertwining map

$$
\phi \in \pi \longmapsto W_{\phi}:=\int_{F \backslash \mathbb{A}} \phi(n(x) g) \psi(-x) d x
$$

defines an equivariant embedding to the space of smooth functions. The image is called the Whittaker model of $\pi$ and is denoted $W(\pi, \psi)$. Note that functions in the image satisfy

$$
W(n(x) g)=\psi(x) W(g)
$$

It can be shown that this space is isomorphic as $G(\mathbb{A})$ modules to $\otimes_{v} W\left(\pi_{v}, \psi_{v}\right) . W\left(\pi_{v}, \psi_{v}\right)$ is the image of the intertwining map

$$
\phi_{v} \in \pi_{v} \longmapsto W_{\phi_{v}}:=\int_{F_{v}} \phi(w n(x) g) \psi(-x) d x
$$

to the space of smooth functions on $G\left(F_{v}\right)$.
Further a pure tensor $\otimes_{v} \phi_{v} \in \otimes_{v} \pi_{v}$ maps to the pure tensor $\otimes_{v} W_{\phi_{v}} \in \otimes_{v} W\left(\pi_{v}, \psi_{v}\right)$.
Let us define an inner product on $W\left(\pi_{v}, \psi_{v}\right)$ by

$$
\theta_{v}\left(W_{v}, W_{v}^{\prime}\right):=\zeta_{F_{v}}(2) \frac{\int_{F_{v}} W_{v}(a(y)) \overline{W_{v}^{\prime}}(a(y)) d^{\times} y}{\zeta_{F_{v}}(1) L\left(\pi_{v}, A d, 1\right)} .
$$

The normalization is chosen so that $\theta_{v}\left(W_{v}, W_{v}\right)=1$ if $\pi_{v}, \psi_{v}$ are unramified and $W_{v}(1)=1$ [see [JS81], prop. 2.3]. We define an invariant inner product $\langle,\rangle_{v}$ on $\pi_{v}$ so that the equivariant isomorphism $\pi_{v} \rightarrow W\left(\pi_{v}, \psi_{v}\right)$ becomes an isometry.

For $\pi=\bigotimes \pi_{v}$ a cuspidal representation, we can compare the global norm to the local norms of a pure tensor: Let $\phi=\bigotimes \phi_{v} \in \pi$ be a pure tensor,

$$
\|\phi\|^{2}=2 \Delta_{F}^{1 / 2} \Lambda^{*}(\pi, \operatorname{Ad}, 1) \prod_{v}\left\langle\phi_{v}, \phi_{v}\right\rangle_{v}
$$

where $\Lambda(\pi, \mathrm{Ad}, s)$ is the complete adjoint L-function and $\Lambda^{*}(\pi, \mathrm{Ad}, 1)$ is the first nonvanishing coefficient in its Laurent expansion at $s=1$.

### 2.6. Hecke operators

Let $\mathfrak{l}$ be a prime and $\left(\pi_{\mathfrak{l}}, V\right)$ be a representation of $\bar{G}\left(F_{\mathfrak{l}}\right)$. Further let us assume that $\pi_{\mathfrak{l}}$ is unramified i.e. the set of $K_{\mathfrak{l}}:=\bar{G}\left(\mathcal{O}_{\mathfrak{l}}\right)$ fixed vectors

$$
V^{K_{\mathrm{I}}} \neq \emptyset
$$

The elements of $V^{K_{\mathrm{I}}}$ are also called spherical vectors.
It can be shown that the subspace of spherical vectors is one dimensional. Consider the function $h_{\mathfrak{l}}: \bar{G}\left(F_{\mathfrak{l}}\right) \rightarrow \mathbb{C}$ defined as

$$
h_{\mathfrak{l}}=\frac{1}{\sqrt{\mathrm{Nm}(\mathfrak{l})}} \mathbb{1}_{K_{\mathfrak{l}}}\left(\begin{array}{cc}
\varpi_{\mathfrak{l}} & 0 \\
0 & 1
\end{array}\right){K_{\mathfrak{l}}}=\frac{1}{\sqrt{\mathrm{Nm}(\mathfrak{l})}}\left(\sum_{x \in k(\mathfrak{l})} \mathbb{1}_{\left(\begin{array}{cc}
\varpi_{\mathfrak{l}} & x \\
0 & 1
\end{array}\right) K_{\mathfrak{l}}}+\mathbb{1}\left(\begin{array}{cc}
1 & 0 \\
0 & \varpi_{\mathfrak{l}}
\end{array}\right){K_{\mathfrak{l}}}\right)
$$

This function is bi- $K_{\mathfrak{l}}$ invariant and therefore the operator $\pi_{\mathfrak{l}}\left(h_{\mathfrak{l}}\right)$ leaves the subspace of spherical vectors invariant. This operator is called the Hecke operator. Since the subspace of spherical vectors is one dimensional, the Hecke operator is represented by a scalar called the Hecke eigenvalue.

It is known that any infinite dimensional irreducible subrepresentation of the right regular representation on $L^{2}\left(\bar{G}\left(F_{\mathfrak{l}}\right)\right.$ that is unramified is isomorphic to the so-called unramified principal series representation $\pi(\chi, \bar{\chi})$ where $\chi: F_{\mathfrak{l}}^{\times} \rightarrow \mathbb{C}^{\times}$is an unramified quasicharacter. The parameters

$$
\alpha:=\chi\left(\varpi_{\mathfrak{l}}\right) \text { and } \beta=\overline{\chi\left(\varpi_{\mathfrak{l}}\right)}
$$

are called the Satake parameters. It can be easily checked that the Hecke eigenvalue in this case is given by

$$
\lambda=\alpha+\beta
$$

Let $\pi$ be an automorphic representation that is unramified at $\mathfrak{l}$ i.e. $\mathfrak{l} \nmid \operatorname{cond}(\pi)$. One can define Hecke operator at the prime $\mathfrak{l}$ on $\pi$ by a similar operation as above. The Hecke eigenvalue denoted $\lambda_{\pi}(\mathfrak{l})$ is the sum of two Satake parameters which are conjectured to be of size one. This is the Ramanujan-Petersson conjecture. The best known result is

$$
\left|\lambda_{\pi}(\mathfrak{l})\right| \leq 2 \operatorname{Nm}(\mathfrak{l})^{7 / 64}
$$

due to H. Kim and P. Sarnak in the case of rational numbers (see [KS03]) and generalised to arbitrary number fields by V. Blomer and F. Brumley (see [BB11]). A basic reference for the topic of Hecke operators is [Bum98].

This result is known on average using Rankin-Selberg theory i.e.

$$
\sum_{\operatorname{Nm}(\mathfrak{l}) \leq X}\left|\lambda_{\pi}(\mathfrak{l})\right|^{2}<_{\pi} X
$$

which is all we will need in this thesis. Rankin-Selberg theory is also discussed in [Bum98].

### 2.7. Adelic Poisson summation formula

For this section the reader may consult [GH11], 1.7, 1.8, 1.9.
Definition 2.7.1 (Schwartz-Bruhat function). A function $f: \mathbb{A} \rightarrow \mathbb{C}$ is said to be a Schwartz-Bruhat function if it can be written as a finite linear combination of factorizable functions $f=\prod_{v} f_{v}$ where:
(1) For $v \mid \infty, f_{v}$ is a Schwartz function.
(2) For $v<\infty f_{v}$ is a locally constant, compactly supported function.
2.7.1. Adelic Fourier transform. For $f: \mathbb{A} \rightarrow \mathbb{C}$ a Schwartz-Bruhat function, we define the adelic Fourier transform by

$$
\widehat{f}(x)=\int_{\mathbb{A}} f(y) \psi(-x y) d y
$$

where $\psi$ is the standard additive character defined above and the measure is the additive Haar measure normalized as above.

We have the Fourier inversion formula:

$$
\widehat{\widehat{f}}(x)=f(-x)
$$

and the adelic Poisson summation formula For $f: \mathbb{A} \rightarrow \mathbb{C}$ a Schwartz-Bruhat function, we have

$$
\sum_{a \in F} f(a)=\sum_{a \in F} \widehat{f}(a) .
$$

Note that $F$ is a discrete subset of $\mathbb{A}$.

### 2.8. Some results on counting lattice points

We will need the following bounds for future estimates.

LEMMA 2.8.1 (Lattice point counting). Let $I \triangleleft F$ be a non-zero fractional ideal and $f: F_{\infty} \rightarrow \mathbb{R}$ be a Schwartz function. For $\operatorname{Nm}(I) \leq 1$ and $R \in \mathbb{R}_{>0}$ a scaling parameter, we have the following estimate:

$$
\left|\sum_{m \in I} f\left(\frac{m}{R}\right)\right|<_{F}\|f\|_{1, n+1} \frac{R^{n}}{\operatorname{Nm}(I)}
$$

where by $f(m)$ we mean $f\left(m_{\infty}\right)$ and $\|f\|_{1, n+1}$ is the Sobolev norm controlling the $L^{1}$ norm of the first $n+1$ derivatives. Recall that $n$ is the degree of the number field $F$.

REmARK. (1) One can give a more precise asymptotic formula which involves the length of the shortest vector in the lattice. In the case of ideal lattices, arithmeticgeometric mean inequality in 2.8 controls the length of the shortest vector in terms of the covolume of the lattice.
(2) We are interested in the limit $|\mathrm{Nm}(I)| \rightarrow 0$ i.e. the ideal lattice becoming dense. This motivates applying Poisson summation to obtain a sum over the dual lattice which we will see becomes sparse in this limit, giving the term $m=0$ as the main contribution.

Proof. In this case the Poisson summation formula reads,

$$
\sum_{m \in I} f\left(\frac{m}{R}\right)=\frac{R^{n}}{|\operatorname{Nm}(I)|} \sum_{m \in I^{*}} \hat{f}(m R)
$$

where

$$
\hat{f}(y):=\int_{F_{\infty}} f(z) e\left(-\operatorname{Tr}_{F / \mathbb{Q}}(y z)\right) d \mu(z)
$$

with $d \mu$ being the self dual Haar measure for the trace pairing form.
It can be checked that $I^{*}$ the dual lattice under the trace pairing form is also a fractional ideal. For any fractional ideal lattice the minimum is controlled in terms of the covolume. Let $v \in I^{*} \backslash 0$, we have $v=\left(\sigma_{i}(r)\right)_{i=1}^{n}$ with $\sigma_{i}: F \rightarrow F_{\infty}$ the geometric embeddings. The $L^{1}$ norm of $v$ satisfies

$$
|v|=\sum_{i=1}^{n}\left|\sigma_{i}(r)\right| \geq n\left(\prod_{i=1}^{n}\left|\sigma_{i}(r)\right|\right)^{\frac{1}{n}}=n(\mathrm{Nm}(r))^{\frac{1}{n}}
$$

Since $r \in I, \operatorname{Nm}\left(I^{*}\right) \mid \operatorname{Nm}(r)$, so in conclusion

$$
|v|=\sum_{i=1}^{n}\left|\sigma_{i}(r)\right| \geq n\left|\operatorname{Nm}\left(I^{*}\right)\right|^{\frac{1}{n}} .
$$

We deduce the following bounds:

$$
\sum_{m \in I} f(m)=\frac{R^{n}}{|\operatorname{Nm}(I)|} \hat{f}(0)+\frac{R^{n}}{|\operatorname{Nm}(I)|} \sum_{m \in I^{*} \backslash 0} \hat{f}(m R) .
$$

Since $\hat{f}$ is a Schwartz function, for any $N>n$ we can show that

$$
\sum_{m \in I^{*} \backslash 0}|\hat{f}(m R)|<_{N} \frac{\left\|f^{(N)}\right\|_{1}}{(R \min (L))^{N}} \leq \frac{\left\|f^{(N)}\right\|_{1}}{R^{N} n\left|\operatorname{Nm}\left(I^{*}\right)\right|^{\frac{N}{n}}}
$$

By choosing $N=n+1$ and noting that $\operatorname{Nm}\left(I^{*}\right)=1 /(\operatorname{disc}(F) . \operatorname{Nm}(I))$ we get

$$
\sum_{m \in I} f(m)=\frac{R^{n}}{|\operatorname{Nm}(I)|}\left(\hat{f}(0)+o_{F}\left(\left\|f^{(n+1)}\right\|_{1}\right)\right)
$$

completing the proof.
Lemma 2.8.2 (Counting units). Let $m_{0} \in F$ and $I=\left(m_{0}\right)$ be the corresponding principal fractional ideal. Let $R>0$ be a positive real. We have the following bound:

$$
\sum_{\substack{(m)=I \\|m|_{\infty}<R}} 1<_{F} \log (R)^{n-1}
$$

Proof. We have

$$
\sum_{\substack{(m)_{n}=I \\|m|_{\infty}<R}} 1=\sum_{\substack{u \in \mathcal{O}^{\times} \\\left|m_{0} u\right|_{\infty}<R}} 1 .
$$

The archimedean embeddings of $F$ are denoted by

$$
\sigma_{1}, \ldots, \sigma_{r}, \sigma_{r+1}, \ldots, \sigma_{r+s}, \ldots, \sigma_{r+2 s}
$$

Here $\sigma_{i} 1 \leq i \leq r$ are real and the remaining are complex non-real embeddings which satisfy $\sigma_{r+j}=\overline{\sigma_{r+s+j}}$. Also $r+2 s=n$ is the degree of the number field.

With this notation the Log map is defined as Log : $F^{\times} \rightarrow \mathbb{R}^{r+s}$

$$
\log (m)=\left(\log \left(\left|\sigma_{1}(m)\right|\right), \ldots, \log \left(\left|\sigma_{r}(m)\right|\right), \log \left(\left|\sigma_{r+1}(m)\right|\right), \ldots, \log \left(\left|\sigma_{r+s}(m)\right|\right)\right)
$$

By the Dirichlet structure theorem on units, Log restricted to $\mathcal{O}^{\times}$has a finite kernel the roots of unity in $F$ and the image $\log \left(\mathcal{O}^{\times}\right):=\Lambda$ is a lattice contained in the hyperplane $\left\{\left(x_{1}, \ldots, x_{r+s}\right) \in \mathbb{R}^{r+s}: \sum x_{i}=0\right\}$.

Therefore applying the Log map we have the following equality

$$
\sum_{\substack{u \in \mathcal{O}^{\times} \\\left|m_{0} u\right|_{\infty}<R}} 1=\left|\mu_{F}\right| \sum_{\substack{v \in v_{0}+\Lambda \\|v|<\log (R)}} 1
$$

where $\mu_{F}$ is the roots of unity contained in $F$ and $v_{0}=\log \left(m_{0}\right) \in \mathbb{R}^{r+s}$. By the lattice counting lemma - lemma 2.8.1, approximating the indicator function of the translated ball by a smooth cutoff function:

$$
\sum_{v \in \Lambda} \mathbb{1}_{B(\log (R))}\left(v_{0}+v\right)<_{F} \log (R)^{n-1}
$$

completing the proof.

Lemma 2.8.3 (Counting divisors). Let $I$ be a fractional ideal and $k \in I^{2}$. Let $R>0$ be a positive real. We wish to count the number of divisors of $k$ which are in I of size bounded by R:

$$
\sum_{\substack{m, n \in I \\|m|_{\infty}<R \\|n|_{\infty}<R}} \mathbb{1}_{m n=k}<_{F}(\mathrm{Nm}(k))^{o(1)} \cdot R^{o(1)} .
$$

Proof. We have

$$
m \in I \Longleftrightarrow(m) \subseteq I
$$

and

$$
n \in I \Longleftrightarrow(k) I^{-1} \subseteq(m)
$$

Therefore,

$$
\begin{aligned}
& \sum_{\substack{m, n \in I \\
|m|_{\infty}<R \\
|n|_{\infty}<R}} \mathbb{1}_{m n=k}=\sum_{\frac{\substack{|k| \infty \\
R}|m|_{\infty}<R}{}} \mathbb{1}_{(k) I^{-1} \subseteq(m) \subseteq I} \\
& \sum_{\frac{|k|_{\infty}}{R} \leq|m|_{\infty}<R} \mathbb{1}_{(k) I^{-1} \subseteq(m) \subseteq I} \leq \sum_{|m|_{\infty}<R} \mathbb{1}_{(k) I^{-1} \subseteq(m) \subseteq I} \\
& \quad \leq \sum_{\substack{\mathfrak{J} \triangleleft \mathcal{O} \\
\operatorname{Nm}(\tilde{\mathfrak{J}})<\frac{R^{n}}{\operatorname{Nm}(I)}}} \mathbb{1}_{(k) I^{-2} \subseteq \mathfrak{J}} \mathbb{1}_{[\mathfrak{\mathfrak { J }} \cdot I]=1} \sum_{|m|_{\infty}<R} \mathbb{1}_{(m)=\mathfrak{J}} .
\end{aligned}
$$

By the unit counting lemma (lemma 2.8.2) we have

$$
\sum_{|m|_{\infty}<R} \mathbb{1}_{(m)=\mathfrak{J}}<_{F} R^{\mathrm{o}(1)} .
$$

We need to estimate the sum

$$
\sum_{\substack{\mathfrak{J} \triangleleft \mathcal{O} \\ \operatorname{Nm}(\mathfrak{J})<\frac{R^{n}}{\operatorname{mm}(I)}}} \mathbb{1}_{(k) I^{-2} \subseteq \mathfrak{J}} \mathbb{1}_{[\mathfrak{J} . I]=1} .
$$

To do this let us define a divisor counting function. Let $\mathfrak{a} \triangleleft \mathcal{O}$ be an ideal,

$$
d(\mathfrak{a}, X):=\sum_{\substack{\mathfrak{J} \backslash \mathcal{O} \\ \operatorname{Nm}(\mathfrak{J})<X}} \mathbb{1}_{\mathfrak{a} \subseteq \mathfrak{J}}=\sum_{\substack{d \mid \operatorname{Nm}(\mathfrak{a}) \\ d<X}} \sum_{\substack{\mathfrak{J} \leq \mathcal{O} \\ \operatorname{Nm}(\mathfrak{J})=d}} \mathbb{1}_{\mathfrak{a} \subseteq \mathfrak{J}} .
$$

It follows that

$$
d(\mathfrak{a}, X)=\sum_{\substack{d \mid \operatorname{Nm}(\mathfrak{a}) \\ d<X}} \sum_{\substack{\mathfrak{J} \cup \mathcal{O} \\ \operatorname{Nm}(\mathfrak{J})=d}} \mathbb{1}_{\mathfrak{a} \subseteq \mathfrak{J}} \leq \sum_{\substack{d \mid \operatorname{Nm}(\mathfrak{a}) \\ d<X}} d^{\mathrm{o}(1)} \leq \tau(\operatorname{Nm}(\mathfrak{a})) X^{\mathrm{o}(1)}
$$

The first inequality follows since

$$
\sum_{\substack{\mathfrak{J}<\mathcal{O} \\ \operatorname{Nm}(\mathcal{J})=d}} \mathbb{1}_{\mathfrak{a} \subseteq \mathfrak{J}} \leq \sum_{\substack{\mathfrak{J} \cup \mathcal{O} \\ \operatorname{Nm}(\mathcal{J})=d}} 1 \leq \tau(d)^{n} \leq d^{\mathrm{o}(1)} .
$$

where the last inequality is a standard fact in analytic number theory.
So we deduce

$$
\sum_{\substack{\mathfrak{J} \triangleleft \mathcal{O} \\ \operatorname{Nm}(\mathfrak{J})<\frac{R^{n}}{\operatorname{Nm}(I)}}} \mathbb{1}_{(k) I^{-2} \subseteq \mathfrak{J}} \mathbb{1}_{[\mathfrak{J} \cdot I]=1} \leq d\left((k) I^{-2}, \frac{R^{n}}{\operatorname{Nm}(I)}\right) \leq(\operatorname{Nm}(k) R)^{\mathrm{o}(1)} .
$$

Putting this together with the count of units, we conclude the proof.

## CHAPTER 3

## Trace functions

In this chapter we will collect some basic material about trace functions which will be useful to us. We follow the treatment in [FKM15] and [Fou+19]). Fix $p \neq \ell$ two prime numbers, $q=p^{n}$ and an isomorphism (of fields) $i: \overline{\mathbb{Q}_{\ell}} \rightarrow \mathbb{C}$.

Definition 3.0.1. (Trace sheaf) A constructible $\ell$-adic sheaf $\mathcal{F}$ on $\mathbb{A}_{\mathbb{F}_{q}}^{1}$ is called a trace sheaf if it is a middle-extension sheaf whose restriction to any non-empty open subset $U$ where $\mathcal{F}$ is lisse, $\left.\mathcal{F}\right|_{U}$ is pointwise $\iota$-pure of weight 0 .

The category of constructible $\ell$-adic sheaves on $\mathrm{P}_{\mathbb{F}_{q}}^{1}$ can be described in terms of the category of $\ell$-adic representations of the group $\operatorname{Gal}\left({\overline{\mathbb{F}_{q}(X)}}^{\text {sep }} \mid \mathbb{F}_{q}(X)\right)$. Since this point of view may be easier to understand we will unpack our definitions a bit using the terminology of Galois representations. This treatment will closely follow [Fou+19].

### 3.1. The language of representations

Let $\mathrm{P}_{\mathbb{F}_{q}}^{1}$ denote the projective line on $\mathbb{F}_{q}$ and $\mathrm{A}_{\mathbb{F}_{q}}^{1}$ the affine line. For this section $K=$ $\mathbb{F}_{q}(X)$ is the field of functions. We will denote by $\mathrm{K}^{\text {sep }}$ the separable closure of $K$ and $\mathrm{G}^{\text {arith }}=$ $\operatorname{Gal}\left(\mathrm{K}^{\text {sep }} \mid K\right)$ the arithmetic Galois group. Moreover $\mathrm{G}^{\text {geom }}=\operatorname{Gal}\left(\mathrm{K}^{\text {sep }} \mid \overline{\mathbb{F}_{q}} K\right) \subseteq \mathrm{G}^{\text {arith }}$ is the geometric Galois group, where $\overline{\mathbb{F}_{q}} \subseteq \mathrm{~K}^{\text {sep }}$ is an algebraic closure of $\mathbb{F}_{q}$. We have the exact sequence:

$$
1 \rightarrow \mathrm{G}^{\text {geom }} \rightarrow \mathrm{G}^{\text {arith }} \rightarrow \operatorname{Gal}\left(\overline{\mathbb{F}_{q}} \mid \mathbb{F}_{q}\right) \rightarrow 1
$$

Definition 3.1.1. Let $U \subseteq \mathrm{~A}_{\mathbb{F}_{q}}^{1}$ be an open set. A sheaf $\mathcal{F}$ is lisse on $U$ means it is associated to a continuous finite dimensional representation

$$
\rho_{\mathcal{F}}: \mathrm{G}^{\text {arith }} \rightarrow \mathrm{GL}\left(V_{\mathcal{F}}\right)
$$

which is unramified at every closed point $x \in U$. The dimension of $V_{\mathcal{F}}$ is denoted $\operatorname{rk}(\mathcal{F})$.
Here unramified means the action of any inertia subgroup at $x$ on $V_{\mathcal{F}}$ is trivial. For details the reader may consult [Fou +19 ].

Definition 3.1.2. (Trace function) Given a sheaf $\mathcal{F}$ lisse on an open set $U \subseteq \mathrm{~A}_{\mathbb{F}_{q}}^{1}$ the associated trace function is defined by

$$
x \in U\left(\mathbb{F}_{q}\right) \longmapsto K_{\mathcal{F}}(x)=\operatorname{Tr}\left(\operatorname{Frob}_{x} \mid V_{\mathcal{F}}\right) .
$$

Frob $_{x}$ is the Frobenius element of $x$. It is only defined up to conjugation but the trace is conjugacy invariant. The trace is an element of $\overline{\mathbb{Q}_{\ell}}$ but we take its image under $i$.

For our purpose we will use the so-called middle extension, this means we will view $K_{\mathcal{F}}$ as a function on all of $\mathbb{F}_{q}$ by taking the trace of the Frobenius at every point on the subspace invariant under the inertia group at the point.

Definition 3.1.3. (Trace function over $\mathbb{F}_{q^{n}}$ ) Given a sheaf $\mathcal{F}$ lisse on an open set $U \subseteq \mathrm{~A}_{\mathbb{F}_{q}}^{1}$ we in fact get a whole family of trace functions. For $n \geq 1 \mathrm{G}_{n}^{\text {arith }}:=\operatorname{Gal}\left(\mathrm{K}^{\text {sep }} \mid \mathbb{F}_{q^{n}}\right)$ is a normal subgroup of $\mathrm{G}^{\text {arith }}$. So we also get a corresponding representation of $\mathrm{G}_{n}^{\text {arith }}$

$$
\left.\rho_{\mathcal{F}}\right|_{\mathrm{G}_{n}^{\text {arith }}}: \mathrm{G}_{n}^{\text {arith }} \rightarrow \mathrm{GL}\left(V_{\mathcal{F}}\right)
$$

The corresponding trace function is defined by:

$$
x \in U\left(\mathbb{F}_{q^{n}}\right) \longmapsto K_{\mathcal{F}, n}(x)=\operatorname{Tr}\left(\operatorname{Frob}_{x}\right) .
$$

$\operatorname{Frob}_{x}$ is the Frobenius element of $x$. Note that $K_{\mathcal{F}}$ is NOT the restriction of $K_{\mathcal{F}, n}$ to $\mathbb{F}_{q}$.

### 3.2. Some notions and constructions associated with trace functions

We borrow terminology from representation theory to describe the corresponding properties of $\ell$-adic sheafs:

A $\ell$-adic sheaf is irreducible (resp. isotypic) if the corresponding representation is.
A $\ell$-adic sheaf is geometrically irreducible (resp. geometrically isotypic) if the restriction to $\mathrm{G}^{\text {geom }}$ of the corresponding representation is.

Given two sheafs $\mathcal{F}, \mathcal{G}$ lisse on open sets $U, U^{\prime} \subseteq \mathrm{A}_{\mathbb{F}_{q}}^{1}$ we can make the following constructions:
(1) The dual sheaf $D(\mathcal{F})$ can be defined to be lisse on $U$ and corresponds to the contragradient of $\rho_{\mathcal{F}}$. We have for $x \in U$

$$
K_{D(\mathcal{F})}(x)=\overline{K_{\mathcal{F}}}(x)
$$

(2) The direct sum $\mathcal{F} \oplus \mathcal{G}$ is defined to be lisse on $U \cap U^{\prime}$ and corresponds to the direct $\operatorname{sum} \rho_{\mathcal{F}} \oplus \rho_{\mathcal{G}}$. We have for $x \in U \cap U^{\prime}$

$$
K_{\mathcal{F} \oplus \mathcal{G}}(x)=K_{\mathcal{F}}(x)+K_{\mathcal{G}}(x) .
$$

(3) The tensor product $\mathcal{F} \otimes \mathcal{G}$ is defined to be lisse on $U \cap U^{\prime}$ and corresponds to the tensor product representation $\rho_{\mathcal{F}} \otimes \rho_{\mathcal{G}}$. We have for $x \in U \cap U^{\prime}$

$$
K_{\mathcal{F} \otimes \mathcal{G}}(x)=K_{\mathcal{F}}(x) \cdot K_{\mathcal{G}}(x) .
$$

(4) Given $f \in \mathbb{F}_{q}(X)$ non-constant rational function (viewed as a morphism of $\mathrm{P}_{\mathbb{F}_{q}}^{1}$ ). The pullback $f^{*} \mathcal{F}$ is defined to be lisse on $f^{-1}(U)$. We have for $x \in f^{-1}(U) \backslash\{\infty\}$

$$
K_{f^{*} \mathcal{F}}(x)=K_{\mathcal{F}} \cdot(f(x))
$$

We will be interested in the case of $f$ being a fractional linear transformation i.e. an automorphism of $\mathrm{P}_{\mathbb{F}_{q}}^{1}$.
Next we want to discuss Fourier transform of trace functions. For this discussion it will be important to restrict ourselves a bit:

Definition 3.2.1 (Fourier Sheaf). An isotypic lisse sheaf is said to be Fourier iff none of the geometric irreducible components are geometrically isomorphic to the Artin-Schreier sheaf.

The Artin-Schreier sheaf is an irreducible lisse sheaf on $\mathrm{A}_{\mathbb{F}_{q}}^{1}$ whose trace function is the additive character on $\mathbb{F}_{q}$. For a function $f: \mathbb{F}_{q} \rightarrow \mathbb{C}$ we recall its (unitarily normalized) Fourier transform

$$
\widehat{f}(x)=\frac{1}{\sqrt{q}} \sum_{y \in \mathbb{F}_{q}} f(y) e\left(\frac{-x y}{q}\right)
$$

The Fourier transform has the following properties:
(1) The Fourier transform is an anti-involution $\widehat{\widehat{f}}(x)=f(-x)$.
(2) The Fourier transform is an isometry: it satisfies the Plancherel identity, for $f, g$ : $\mathbb{F}_{q} \rightarrow \mathbb{C}$

$$
\sum_{x \in \mathbb{F}_{q}} f(x) \overline{g(x)}=\sum_{x \in \mathbb{F}_{q}} \widehat{f(x)} \overline{\widehat{g(x)}}
$$

(3) The Fourier transform behaves well under translations and scalings: For $a \in \mathbb{F}_{q}$, $z \in \mathbb{F}_{q}^{\times}$

$$
\begin{gathered}
\widehat{[+a] f}(x)=e\left(\frac{a x}{q}\right) \widehat{f}(x) \\
\widehat{[\times z] f}(x)=\left[\times z^{-1}\right] \widehat{f}(x)
\end{gathered}
$$

Deligne proved that the Fourier transform of trace functions arise as the trace function of a 'geometric Fourier transform' of the corresponding sheaf. Here is the precise statement due to Laumon:

Theorem 3.2.2. Let $\mathcal{F}$ be a Fourier sheaf lisse on an open set $U$ and pure of weight 0. Let us denote by $K_{\mathcal{F}}$ the middle-extension trace function of $\mathcal{F}$. There exists a Fourier sheaf $\widehat{\mathcal{F}}$ lisse on an open set $\widehat{U}$ pure, of weight 0 s.t. its middle extension trace function $K_{\widehat{\mathcal{F}}, n}$ is the Fourier transform $\widehat{K_{\mathcal{F}, n}}$

$$
\widehat{K_{\mathcal{F}, n}}=\frac{1}{\sqrt{q^{n}}} \sum_{y \in \mathbb{F}_{q^{n}}} f(y) e\left(\frac{-\operatorname{Tr}_{\mathbb{F}_{q^{n}} / \mathbb{F}_{q}} x y}{q}\right)
$$

The map $\mathcal{F} \mapsto \widehat{\mathcal{F}}$ is called the geometric Fourier transform and satisfies for $a \in \mathbb{F}_{q}$ and $z \in \mathbb{F}_{q}^{\times}$,

$$
\begin{gathered}
\widehat{\widehat{\mathcal{F}}}=[\times-1]^{*} \mathcal{F}, \\
\widehat{[+a]^{*} \mathcal{F}}=\mathcal{L}_{e_{q}(a)} \otimes \mathcal{F}, \\
\widehat{[\times z]^{*} \mathcal{F}}=\left[\times z^{-1}\right]^{*} \mathcal{F} .
\end{gathered}
$$

See below for the definition of pure of weight 0 . Moreover the conductor of the geometric Fourier transform can be shown to be bounded in terms of the conductor of the original sheaf. We also have the proposition:

Proposition 3.2.3. The geometric Fourier transform maps irreducible (resp. isotypic) Fourier sheaves to irreducible (resp. isotypic) Fourier sheaves.

See proposition 7.8 in [Fou +19$]$.

### 3.3. Size of trace functions

The two quantities attached to a trace function that is of importance are its sup-norm and a measure of its complexity called its conductor. We do not discuss the conductor in detail but refer the reader to [Fou +19$]$. We will also need the notion of the conductor of a trace function $K($ denoted cond $(K))$ - this is the smallest conductor among all $\ell$-adic sheaves whose trace function is $K$.

Definition 3.3.1 (Conductor). Let $\mathcal{F}$ be a a $\ell$-adic sheaf lisse on an open set $U$, the conductor of $\mathcal{F}$ is defined as

$$
C(\mathcal{F})=\operatorname{rk}(\mathcal{F})+\left|\mathrm{P}^{1} \backslash U\left(\overline{\mathbb{F}_{q}}\right)\right|+\sum_{x \in D_{\text {ram }}\left(\overline{\mathbb{F}_{q}}\right)} \operatorname{Swan}_{x}(\mathcal{F})
$$

Here $D_{\text {ram }}$ is the ramification locus of $\mathcal{F}$ and $\operatorname{Swan}_{x}(\mathcal{F})$ is the Swan conductor of $\mathcal{F}$ at $x$.
We refer the reader to section 3.7 of [Fou+19] for the definition of the latter two quantities.
Definition 3.3.2 (Purity). A $\ell$-adic sheaf $\mathcal{F}$ lisse on an open set $U \subseteq \mathrm{~A}_{\mathbb{F}_{q}}^{1}$ is said to be $i-$ punctually pure of weight $w$, if for every $x \in U$, the eigenvalues of Frob ${ }_{x}$ on $V_{\mathcal{F}}$ (applying the map $i$ ) are complex numbers of absolute value less than or equal to $q^{w / 2}$. In particular for every $x \in U$,

$$
\left|K_{\mathcal{F}}(x)\right| \leq \operatorname{rk}(\mathcal{F}) q^{w / 2}
$$

REMARK. (1) If we start a sheaf $\mathcal{F}$ lisse on an open set $U \subseteq \mathrm{~A}_{\mathbb{F}_{q}}^{1}, i$-punctually pure of weight $w$. We can always reduce to a sheaf $i$-punctually pure of weight 0 lisse on $U$ by making an appropriate twist. See remark 3.11 in [Fou +19 ].
(2) If we start a sheaf $\mathcal{F}$ lisse on an open set $U \subseteq \mathrm{~A}_{\mathbb{F}_{q}}^{1} i$-punctually pure of weight $w$. The bound

$$
\left|K_{\mathcal{F}}(x)\right| \leq \operatorname{rk}(\mathcal{F}) q^{w / 2}
$$

was shown to hold for all $x \in \mathrm{~A}_{\mathbb{F}_{q}}^{1}$ for the middle extension by Deligne. See remark 3.12 in [Fou +19 ].
Let $\mathcal{F}$ be a $\ell$-adic sheaf lisse on an open set $U$ pure, of weight 0 . In this thesis we will encounter sums of the shape

$$
\sum_{x \in \mathbb{F}_{q}} K_{\mathcal{F}}(x)
$$

The trivial bound for such a sum is $(\operatorname{rk}(\mathcal{F})) q$. Thanks to Deligne's proof of the generalized Riemann hypothesis we can do better:

Theorem 3.3.3 (Square root cancellation for trace functions). Let $\mathcal{F}$ be a $\ell$-adic sheaf lisse on an open set $U$ pure, of weight 0 that is geometrically irreducible or isotypic with no trivial components. We have

$$
\sum_{x \in \mathbb{F}_{q}} K_{\mathcal{F}}(x) \ll C(\mathcal{F})^{2} q^{1 / 2}
$$

and for $n \geq 1$

$$
\sum_{x \in \mathbb{F}_{q^{n}}} K_{\mathcal{F}, n}(x) \ll C(\mathcal{F})^{2} q^{n / 2}
$$

where $C(\mathcal{F})$ is the conductor of $\mathcal{F}$ and the implied constants in the above bound are absolute.
The Grothendieck-Lefschetz formula reduces the problem of calculating the above sum to finding the Frobenius trace on compactly supported étale cohomology groups of $\mathcal{F}$. The only surviving cohomology groups are of dimensions $0,1,2$. When $U \neq \mathrm{P}_{\mathbb{F}_{q}}^{1}$ the zeroth cohomology group vanishes and if $\mathcal{F}$ is geometrically irreducible or isotypic with no trivial components, the second cohomology group also vanishes. The Frobenius trace on the first cohomology group is more mysterious, and is calculated using the generalized Riemann hypothesis proved by Deligne - who proved that the Frobenius eigenvalues for the action on the first cohomology group is of size $q^{1 / 2}$. For more details on this proof, the reader may consult [Fou +19 ]. The Grothendieck-Ogg-Shafarevich formula is used to bound the sume of dimensions of the cohomology groups by $C(\mathcal{F})^{2}$.

Restricting ourselves to geometrically isotypic sheaves is not a serious restriction since we have the following proposition.

Proposition 3.3.4. A trace function associated with a sheaf $\mathcal{F}$ lisse on an open set $U$ and punctually pure, can be written as a sum of at most $C(\mathcal{F})$ trace functions associated with sheaves $\mathcal{F}_{i}$ lisse on $U$ and punctually pure of weight 0 that are geometrically isotypic with conductors $C\left(\mathcal{F}_{i}\right) \leq C(\mathcal{F})$.

See proposition 5.1 in [Fou +19$]$ and the discussion before for more details.

### 3.4. Correlation sums and quasiorthogonality relation

Let $\mathcal{F}$ and $\mathcal{G}$ be two sheaves that are lisse on an open set $U$, pure of weight 0 . We can apply the results of the previous section to the sheaf $\mathcal{F} \otimes D(\mathcal{G})$ which is also lisse on $U$, pure of weight 0 . Note that

$$
K_{\mathcal{F} \otimes D(\mathcal{G})}=K_{\mathcal{F}} \overline{K_{\mathcal{G}}} .
$$

We will be interested in calculating correlation sums of the form, for $n \geq 1$

$$
\mathcal{C}_{n}(\mathcal{F}, \mathcal{G})=\frac{1}{q^{n}} \sum_{a \in \mathbb{F}_{q^{n}}} K_{\mathcal{F}}(a) \overline{K_{\mathcal{G}}(a)} .
$$

Applying the theorem from the previous section we get
Theorem 3.4.1 (Quasi-orthogonality relation). Let $\mathcal{F}$ and $\mathcal{G}$ be as above and let us further assume that they are geometrically irreducible. There exists a complex number $\alpha_{\mathcal{F}, \mathcal{G}} \in S^{1}$ s.t.

$$
\mathcal{C}_{n}(\mathcal{F}, \mathcal{G})=\alpha_{\mathcal{F}, \mathcal{G}}^{n} \delta_{\mathcal{F} \simeq_{\text {geom }} \mathcal{G}}+O\left(\frac{C(\mathcal{F})^{2} C(\mathcal{G})^{2}}{q^{n / 2}}\right)
$$

Here we have used the fact that $C(\mathcal{F} \otimes D(\mathcal{G})) \leq C(\mathcal{F}) C(\mathcal{G})$ and the results of the previous section.

Let $\mathcal{F}$ be a sheaf that is lisse on an open set $U$, pure of weight 0 and geometrically irreducible. Let $\gamma \in \mathrm{PGL}_{2}\left(\mathbb{F}_{q^{n}}\right)$ acting as a fractional linear transformation on $\mathrm{P}_{\mathbb{F}_{q^{n}}}^{1}$,

$$
\gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right): x \mapsto \frac{a x+b}{c x+d}
$$

In this thesis we will encounter the following kind of correlation sums:

$$
\mathcal{C}_{n}(\mathcal{F}, \gamma)=\mathcal{C}_{n}(\mathcal{F}, \gamma * \mathcal{F})=\frac{1}{q^{n}} \sum_{a \in \mathbb{F}_{q^{n}}} K_{\mathcal{F}}(a) \overline{K_{\mathcal{F}}(\gamma(a))}
$$

On applying the above theorem, we see that the size of the above sum is controlled by the following invariant:

Theorem 3.4.2 (Automorphism group of the sheaf). Let $\mathcal{F}$ be as above. There exists an algebraic group $\mathrm{Aut}_{\mathcal{F}} \subseteq \mathrm{PGL}_{2}$ defined over $\mathbb{F}_{q}$, the group of automorphisms of $\mathcal{F}$. It satisfies $\operatorname{Aut}_{\mathcal{F}}\left(\mathbb{F}_{q^{n}}\right) \subseteq \mathrm{PGL}_{2}\left(\mathbb{F}_{q^{n}}\right)$ consist of all $\gamma$ s.t.

$$
\gamma^{*} \mathcal{F} \simeq_{\text {geom }} \mathcal{F}
$$

Definition 3.4.3 (Fourier-Möbius group). Let $\mathcal{F}$ be as above. Further assume that $\mathcal{F}$ is Fourier, the Fourier-Möbius group is defined to be the group of automorphisms of $\widehat{\mathcal{F}}$, the geometric Fourier transform of $\mathcal{F}$.

Let $B$ denote the subgroup of upper triangular matrices, we define

$$
B_{\mathcal{F}}:=B \cap \mathrm{Aut}_{\mathcal{F}} .
$$

Corollary. If $\gamma \notin \operatorname{Aut}_{\mathcal{F}}\left(\mathbb{F}_{q^{n}}\right)$

$$
\mathcal{C}_{n}(\mathcal{F}, \gamma)=O_{C(\mathcal{F})}\left(q^{-n / 2}\right)
$$

### 3.5. Examples of trace functions

For more details on these examples consult section 4.2 of [Fou+19].
(1) Trivial sheaf The $\ell$-adic sheaf corresponding to the trivial representaion $\overline{\mathbb{Q}_{\ell}}$ is lisse everywhere, pure of weight 0 , rank 1 and has the trace function

$$
K_{\mathcal{F}, n} \equiv 1
$$

(2) Kummer sheaf Let $\chi: \mathbb{F}_{p}^{\times} \rightarrow \mathbb{C}$ be a Dirichlet character. There exists a $\ell$-adic sheaf called the Kummer sheaf that is lisse on $\mathrm{P}_{\mathbb{F}_{p}}^{1} \backslash\{0, \infty\}$, pure of weight 0 , rank 1 and has the trace function

$$
\begin{gathered}
K_{\mathcal{F}}(x)=\chi(x) x \in \mathbb{F}_{p}^{\times} \\
K_{\mathcal{F}, n}(x)=\chi\left(\operatorname{Nm}_{\mathbb{F}_{p^{n}} \mid \mathbb{F}_{p}}(x)\right) x \in \mathbb{F}_{p^{n}}^{\times} .
\end{gathered}
$$

(3) Artin-Schreier sheaf Let $\psi: \mathbb{F}_{p} \rightarrow \mathbb{C}$ be a non-trivial additive character. There exists a $\ell$-adic sheaf called the Artin-Schreier sheaf that is lisse on $\mathrm{P}_{\mathbb{F}_{p}}^{1} \backslash\{\infty\}$, pure of weight 0 , rank 1 and has the trace function

$$
\begin{gathered}
K_{\mathcal{F}}(x)=\psi(x) x \in \mathbb{F}_{p} \\
K_{\mathcal{F}, n}(x)=\psi\left(\operatorname{Tr}_{\mathbb{F}_{p^{n}} \mid \mathbb{F}_{p}}(x)\right) x \in \mathbb{F}_{p^{n}} .
\end{gathered}
$$

## (4) Hyperkloostermann sheaf

Let $\psi: \mathbb{F}_{p} \rightarrow \mathbb{C}$ be a non-trivial additive character. Define for every $m \geq 2$ the hyperkloostermann sum as the m-fold multiplicative convolution of the $\psi$

$$
K l_{m, \psi}(a ; p)=\frac{1}{p^{m-1 / 2}} \sum_{x_{1} x_{2} \ldots x_{m}=a} \psi\left(\frac{x_{1}+\ldots+x_{m}}{p}\right)
$$

where $x_{1}, \ldots, x_{m} \in \mathbb{F}_{p}^{\times}$.

$$
K l_{m, \psi}\left(a ; p^{n}\right)=\frac{1}{p^{n \cdot(m-1) / 2}} \sum_{x_{1} x_{2} \ldots x_{m}=a} \psi\left(\frac{x_{1}+\ldots+x_{m}}{p^{n}}\right)
$$

where $x_{1}, \ldots, x_{m} \in \mathbb{F}_{p^{n}}^{\times}$.
Deligne showed that $\forall m \geq 2$ there exists a $\ell$-adic sheaf $\mathcal{K} \ell_{m, \psi}$ lisse on $\mathrm{P}_{\mathbb{F}_{p}}^{1} \backslash$ $\{0, \infty\}$, pure of weight 0 , rank n, geometrically irreducible and has the trace function

$$
K_{\mathcal{K} \ell_{m, \psi}, n}(x)=K l_{m, \psi}\left(x ; p^{n}\right)
$$

for $n \geq 1, x \in \mathbb{F}_{p^{n}}^{\times}$.
Remark. When the above examples are combined using the constructions listed in the previous section - sums, products, composition with rational functions we get a very rich class of examples.

## CHAPTER 4

## The relative trace formula

### 4.1. Introduction

The main tool that we will use to compute and bound the spectral average is the relative trace formula. This approach relies on the fact that the correlation sum we are interested in bounding is the twist of a unipotent period. In this chapter we will outline the generalities related to relative trace formula, we will apply this formula to our situation in the next chapter.

We can extend the right regular action of $G$ on $L^{2}([G])$ to an action of smooth compactly supported functions on $L^{2}([G])$. So for a smooth compactly supported function $f$ we associate an operator $R(f)$ on $L^{2}([G])$. The relative trace formula computes the relative trace of the operator $R(f)$ i.e. integral of the kernel $K(x, y)$ of $R(f)$ over [ $H$ ] for a subgroup $H<G \times G$. For $H=\Delta G, G$ being a reductive group, this is the celebrated Arthur-Selberg trace formula. Jacquet worked out several examples where $H=H_{1} \times H_{2}$ is a product of subgroups of $G$. In general one can also handle the integral of the kernel $K(x, y)$ of $R(f)$ twisted by automorphic forms over $[H]$ for a subgroup $H<G \times G$. This is called the spectral side of the relative trace formula. The formula relates the spectral side to the so called geometric side - a sum over certain integrals over orbits. This allows one to express spectral average of period integrals over automorphic forms as a sum of relative orbital integrals. We refer the reader to chapter 18 of [GH23] for some history and generalities of trace formulae.

Our starting point are the works of A. Knightly and C. Li [KL06], [KL13] where the authors derive the Kuznetsov trace formula (of weight 0 ) by taking $G=\mathrm{PGL}_{2}$ and $H=$ $N \times N$. We replace the Hecke operator by a Hecke operator twisted by a trace function in order to express the second moment of the correlation sum as a sum of relative orbital integrals and in turn as a sum of Klostermann sums. Given the Bruhat decomposition, the structure of the orbits is also easy to determine. We will spell out the setup of the relative trace formula in our case in the beginning of the next chapter.

### 4.2. The kernel function

Definition 4.2.1. We say $f: G(\mathbb{A}) \rightarrow \mathbb{C}$ is $m$ times smooth and factorizable if it is a product of local functions

$$
f=f_{\infty} \prod_{p} f_{p}
$$

satisfying
(1) $f$ is invariant under $Z(\mathbb{A})$.
(2) $f$ has compact support modulo the center.
(3) $f_{\infty}$ is m-times continuously differentiable.
(4) $f_{p}$ is locally constant.
(5) For a.e. $p, f_{p}=\mathbb{1}_{Z\left(F_{p}\right) K_{p}}$.

Note that such an $f$ is in $L^{1}(\bar{G}(\mathbb{A}))$. We will denote the set of functions satisfying the above property by $C_{c}^{m}(G(\mathbb{A}))$ following [KL13] and by $C_{c}^{\infty}(G(\mathbb{A}))$ the set of smooth factorizable functions.

Recall, that for $\phi \in L^{2}([\bar{G}])$ and $f \in C_{c}^{m}(G(\mathbb{A}))$, we have the induced right action

$$
R(f) \phi(x)=\int_{\bar{G}(\mathbb{A})} f(y) \phi(x y) d y
$$

By unfolding, we get

$$
R(f) \phi(x)=\int_{[\bar{G}]} \sum_{\gamma \in \bar{G}(F)} f\left(x^{-1} \gamma y\right) \phi(y) d y
$$

The operator $R(f)$ therefore has the kernel

$$
K(x, y)=\sum_{\gamma \in \bar{G}(F)} f\left(x^{-1} \gamma y\right) .
$$

Note that if $f \in C_{c}^{m}(G(\mathbb{A}))$ the sum is locally finite and is therefore continuous.
Theorem (Thm 6.1 in [KL13]). For $m \geq 3$ and $f \in C_{c}^{m}(G(\mathbb{A}))$ the operator $R(f)$ on $L^{2}([\bar{G}])$ is Hilbert-Schmidt, which in this case means that $K \in L^{2}([\bar{G}] \times[\bar{G}])$.

### 4.3. The spectral side

Assume $f \in C_{c}^{\infty}(G(\mathbb{A}))$, we have (see [KL13] equation 6.11)

$$
K(x, y)=K_{\text {cusp }}(x, y)+K_{\text {res }}(x, y)+K_{\text {Eis }}(x, y)
$$

for a.e. $x, y \in[\bar{G}]$ where

$$
K_{\text {cusp }}(x, y)=\sum_{\varphi} R(f) \varphi(x) \overline{\varphi(y)}
$$

the sum running over an orthonormal basis of the cuspidal part of the spectrum.

$$
K_{r e s}(x, y)=\frac{3}{\pi} \sum_{\chi^{2}=1} R(f) \phi_{\chi}(x) \overline{\phi_{\chi}(y)}
$$

the sum running over an orthonormal basis of the residual part of the spectrum.

$$
K_{E i s}(x, y)=\frac{1}{4 \pi} \sum_{\psi \in H(0)} \int_{-\infty}^{\infty} E\left(R(f) \psi_{i t}, x\right) \overline{E\left(\psi_{i t}, y\right)} d t
$$

the sum running over an orthonormal basis of $H(0):=\bigoplus_{\chi} H\left(\chi, \chi^{-1}, 0\right)$.
Like in [KL13] we wish to integrate this expression over $(N(\mathbb{A}) / N(F))^{2}$ which has measure 0 in $\mathbb{X}^{2}$. So we use the following result:

Theorem. Assume $f=h_{1} * h_{2}^{*}$ for $h_{1}, h_{2} \in C_{c}^{\infty}(G(\mathbb{A}))$ where $h_{2}^{*}(y)=\overline{h_{2}\left(y^{-1}\right)}$, we have

$$
\begin{equation*}
K(x, y)=K_{\text {cusp }}(x, y)+K_{\text {res }}(x, y)+K_{\text {Eis }}(x, y) \tag{1}
\end{equation*}
$$

for every $x, y \in[\bar{G}]$ where

$$
K_{\text {cusp }}(x, y)=\sum_{\varphi} R\left(h_{1}\right) \varphi(x) \overline{R\left(h_{2}\right) \varphi(y)}
$$

the sum running over an orthonormal basis of the cuspidal part of the spectrum.

$$
K_{\text {res }}(x, y)=\frac{3}{\pi} \sum_{\chi^{2}=1} R\left(h_{1}\right) \phi_{\chi}(x) \overline{R\left(h_{2}\right) \phi_{\chi}(y)}
$$

the sum running over an orthonormal basis of the residual part of the spectrum.

$$
K_{E i s}(x, y)=\frac{1}{4 \pi} \sum_{\psi \in H(0)} \int_{-\infty}^{\infty} E\left(R\left(h_{1}\right) \psi_{i t}, x\right) \overline{E\left(R\left(h_{2}\right) \psi_{i t}, y\right)} d t
$$

the sum running over an orthonormal basis of $H(0):=\bigoplus_{\chi} H\left(\chi, \chi^{-1}, 0\right)$.
All the sums and integrals above converge absolutely.
In [KL13], the authors prove an everywhere, absolute convergence statement assuming that the archimedean part is binvariant under the maximal compact subgroup. They do this by using the fact that such a function $f$ can be written as $h_{1} * h_{2}+k_{1} * k_{2}$ for some $h_{1}, h_{2}, k_{1}, k_{2}$ satisfying the same properties as $f$. So, their proof can be adapted to prove the above theorem.

REmark. It turns out that

$$
K_{r e s}(x, y) \equiv \frac{3}{\pi} \int_{\bar{G}(\mathbb{A})} f(g) d g .
$$

We are interested in computing

$$
I=\int_{[N] \times[N]} K(x, y) \psi_{m}(x) \overline{\psi_{n}(y)} d x d y
$$

where $\psi_{m}(n(x))=\psi(m x), \psi$ is the standard additive character on $N(F) / N(\mathbb{A}) \simeq F / \mathbb{A}$ and $m, n \in F^{\times}$.

The spectral side is obtained by computing $I$ using the spectral expansion (1).

### 4.4. The geometric side

We will now compute the integral using the geometric expansion of the kernel

$$
\begin{aligned}
I & =\int_{[N] \times[N]} K(x, y) \psi_{m}(x) \overline{\psi_{n}(y)} d x d y \\
& =\int_{[N] \times[N]} \sum_{\gamma \in \bar{G}(F)} f\left(x^{-1} \gamma y\right) \psi_{m}(x) \overline{\psi_{n}(y)} d x d y
\end{aligned}
$$

Breaking the sum into orbits and unfolding as in [KL06], we get

$$
I=\sum_{[\delta]} I_{\delta}
$$

where the sum runs over orbits of $\bar{G}(F)$ under conjugation action of $N(F)$ i.e.

$$
[\delta]=\left\{x^{-1} \delta y \mid x, y \in N(F)\right\} \text { for } \delta \in \bar{G}(F)
$$

$$
\begin{gathered}
I_{\delta}=\int_{H_{\delta}(F) / H(\mathbb{A})} f\left(x^{-1} \delta y\right) \psi_{m}(x) \overline{\psi_{n}(y)} d x d y \\
H=N \times N \text { and } H_{\delta}=\left\{(x, y) \in H \mid x^{-1} \delta y=\delta\right\} \text { for } \delta \in \bar{G} .
\end{gathered}
$$

Observe that $I_{\delta}=0$ unless $\psi_{m}(x) \overline{\psi_{n}(y)}=1$ for all $(x, y) \in H_{\delta}(\mathbb{A})$.
Definition 4.4.1. We will say $[\delta]$ is relevant, if $\psi_{m}(x) \overline{\psi_{n}(y)}=1$ for $(x, y) \in H_{\delta}(\mathbb{A})$.
We will now calculate $I_{\delta}$ for relevant orbits.

### 4.5. A parametrization of the orbits for the unipotent subgroup

Bruhat decomposition for $G$ is as follows:

$$
G=N A \coprod N A w N
$$

where $N$ is the unipotent radical, $A$ the diagonal torus and $w=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ is the Weyl element.
We get therefore the following description of the orbits:

$$
N(F) \backslash \bar{G}(F) / N(F)=\left\{\left.\left[\left(\begin{array}{cc}
\lambda & 0 \\
0 & 1
\end{array}\right)\right] \right\rvert\, \lambda \in F^{\times}\right\} \coprod\left\{\left.\left[\left(\begin{array}{cc}
0 & \mu \\
1 & 0
\end{array}\right)\right] \right\rvert\, \mu \in F^{\times}\right\} .
$$

For

$$
\delta=\left(\begin{array}{ll}
\lambda & 0 \\
0 & 1
\end{array}\right)
$$

we calculate the stabilizer explicitly:
recall

$$
H_{\delta}=\left\{(x, y) \in H \mid x^{-1} \delta y=\delta\right\}
$$

we find

$$
H_{\delta}(\mathbb{A})=\left\{\left.\left(\left(\begin{array}{cc}
1 & \lambda t \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
1 & t \\
0 & 1
\end{array}\right)\right) \right\rvert\, t \in \mathbb{A}\right\} .
$$

So $\delta$ is relevant only if $\psi((n-m \lambda) t) \equiv 1$ for all $t \in \mathbb{A}$, i.e.

$$
n=m \lambda
$$

We will call the relative orbital integral corresponding to this orbit as the diagonal contribution to the geometric side.

The next case is

$$
\delta=\left(\begin{array}{cc}
0 & \mu \\
1 & 0
\end{array}\right)
$$

By explicit calculation, the stabilizer is found to be

$$
H_{\delta}(\mathbb{A})=\{(e, e)\} .
$$

So all $\delta$ 's are relevant. We will call the sum of the relative orbital integrals corresponding to these orbits as the non-diagonal contribution to the geometric side.

### 4.6. Summary of the relative trace formula for the unipotent subgroup

Putting together the information in the previous two sections, the geometric side reads

$$
\begin{aligned}
I_{m, n} & =\int_{[N] \times[N]} K(x, y) \psi_{m}(x) \overline{\psi_{n}(y)} d x d y \\
& =\sum_{\lambda \in F^{\times}} \mathbb{1}_{n=m \lambda} \int_{\{t(\lambda, 1) \mid t \in F\} \backslash \mathbb{A} \times \mathbb{A}} f\left(\begin{array}{cc}
1 & -t_{1} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\lambda & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & t_{2} \\
0 & 1
\end{array}\right) \psi\left(m t_{1}-n t_{2}\right) d t_{1} d t_{2} \\
& +\sum_{\mu \in F^{\times}} \int_{\mathbb{A} \times \mathbb{A}} f\left(\begin{array}{cc}
1 & -t_{1} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
0 & \mu \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
1 & t_{2} \\
0 & 1
\end{array}\right) \psi\left(m t_{1}-n t_{2}\right) d t_{1} d t_{2} .
\end{aligned}
$$

Multiplying out the matrices and making a change of variables we get,

$$
\begin{aligned}
& I_{m, n}=\sum_{\lambda \in F^{\times}} \mathbb{1}_{n=m \lambda} \int_{\{0\} \times F \backslash \mathbb{A} \times \mathbb{A}} f\left(\begin{array}{cc}
\lambda & x \\
0 & 1
\end{array}\right) \psi(-m x) d x d y \\
& +\sum_{\mu \in F \times} \int_{\mathbb{A} \times \mathbb{A}} f\left(\begin{array}{cc}
-t_{1} & \mu-t_{1} t_{2} \\
1 & t_{2}
\end{array}\right) \psi\left(m t_{1}\right) \psi\left(n t_{2}\right) d t_{1} d t_{2} . \\
& I_{m, n}=\sum_{\lambda \in F^{\times}} \mathbb{1}_{n=m \lambda} \operatorname{meas}(F \backslash \mathbb{A}) \int_{\mathbb{A}} f\left(\begin{array}{cc}
\lambda & x \\
0 & 1
\end{array}\right) \psi(-m x) d x \\
& +\sum_{\mu \in F^{\times}} \int_{\mathbb{A} \times \mathbb{A}} f\left(\begin{array}{cc}
-t_{1} & \mu-t_{1} t_{2} \\
1 & t_{2}
\end{array}\right) \psi\left(m t_{1}\right) \psi\left(n t_{2}\right) d t_{1} d t_{2} .
\end{aligned}
$$

This is the form we will use to compute the geometric side explicitly for our choice of $f$. We will also explain the change of variables we used to obtain this form when we make these computations later.

The spectral side reads for $m, n \in F^{\times}$

$$
I_{m, n}=\int_{[N] \times[N]} K(x, y) \psi_{m}(x) \overline{\psi_{n}(y)} d x d y=I_{m, n, \text { cusp }}+I_{m, n, \text { Eis }}
$$

where

$$
I_{m, n, \text { cusp }}=\int_{[N] \times[N]} K_{\text {cusp }}(x, y) \psi_{m}(x) \overline{\psi_{n}(y)} d x d y
$$

and

$$
I_{m, n, \text { Eis }}=\int_{[N] \times[N]} K_{\text {Eis }}(x, y) \psi_{m}(x) \overline{\psi_{n}(y)} d x d y
$$

The residual contribution is zero since the residual part of the kernel is a constant as remarked earlier. More explicitly we have

$$
I_{m, n, \mathrm{cusp}}=\sum_{\pi} \sum_{\varphi \in \mathscr{B}(\pi)} W_{R(h) \varphi}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) \overline{W_{R(h) \varphi}\left(\begin{array}{cc}
n & 0 \\
0 & 1
\end{array}\right)}
$$

where $\pi$ runs over cuspidal subrepresentations in $L^{2}([G]), \mathscr{B}(\pi)$ is any choice of orthonormal basis of $\pi$ and $W_{\varphi}$ is the Whittaker function of $\varphi$ as explained in the previous chapter.

The Eisenstein contribution can also be made explicit in terms of Fourier coefficients of Eisenstein series, We will not pursue this here since it will not be needed in the sequel. For more details on Fourier expansion of weight 0 Eisenstein series, the reader may consult page 43, section 5.6 of [KL13].

## Proof of the main theorem

## CHAPTER 5

## Strategy and proof of the main theorem

We begin this chapter by recalling the theorem that we will prove
Main Theorem. Let $\pi$ be a cuspidal $\mathrm{GL}_{2}$-automorphic representation over $F$ of level $\mathfrak{N}$ with $\mathfrak{N}$ coprime to $\mathfrak{p}$. Let $\phi$ be an automorphic form in $\pi$ that is of level $\mathfrak{N}$. Let $K$ be an isotypic trace function defined on the residue field $k(\mathfrak{p})$ with an associated Fourier-Möbius group contained in the standard Borel subgroup. There exists an absolute constant s>0 s.t.

$$
\sum_{m \in F^{\times}} K\left(m_{\mathfrak{p}}\right) W_{\phi, f}\left(\begin{array}{cc}
m \pi_{\mathfrak{p}} & 0 \\
0 & 1
\end{array}\right) V\left(m_{\infty}\right)<_{\phi, F, V, \delta} \operatorname{cond}(K)^{s} \operatorname{Nm}(\mathfrak{p})^{\frac{1}{2}-\delta}
$$

for any $\delta<\frac{1}{8}$.
We fix the following in our problem: Let $\mathfrak{p}$ be a prime in $F$ and $k(\mathfrak{p})$ be the residue field (of size $\operatorname{Nm}(\mathfrak{p})$ ).

We fix a set

$$
\Lambda=\left\{\mathfrak{l} \in \operatorname{Spec}\left(\mathcal{O}_{F}\right) \mid L \leq \operatorname{Nm}(\mathfrak{l}) \leq 2 L\right\}
$$

and

$$
x_{\mathfrak{l}} \in \mathbb{C} \text { for } \mathfrak{l} \in \Lambda \text {. }
$$

We assume that the elements of $\Lambda$ are coprime to $\mathfrak{p}$ and $\mathfrak{N}$.
Since we are interested in the situation when $L$ and $\operatorname{Nm}(\mathfrak{p})$ are very large, we will assume cond $(\psi)$ has valuation 0 at places corresponding to $\mathfrak{p}$ and to all $\mathfrak{l} \in \Lambda$.

Let $K: k(\mathfrak{p}) \rightarrow \mathbb{C}$ be a function on the residue field at $\mathfrak{p}$ and $\widehat{K}$ be its Fourier transform defined by

$$
\widehat{K}(a)=\frac{1}{\sqrt{\operatorname{Nm}(\mathfrak{p})}} \sum_{x \in k(\mathfrak{p})} K(x) \psi_{\mathfrak{p}}\left(-a x / \varpi_{\mathfrak{p}}\right)
$$

for $a \in k(\mathfrak{p})$. Note the abuse of notation: by $\psi_{\mathfrak{p}}\left(-a x / \varpi_{\mathfrak{p}}\right)$ we mean $\psi_{\mathfrak{p}}\left(-a_{0} x_{0} / \varpi_{\mathfrak{p}}\right)$ for any $a, x \in \mathcal{O}_{\mathfrak{p}}$ whose residue is $a_{0}, x_{0} \in k(\mathfrak{p})$ respectively. Let us define the operator $R(f)$ as follows:

We now fix

$$
f=\sum_{\substack{\mathfrak{l}_{1}, \mathfrak{l}_{2} \in \Lambda \\ \mathfrak{l}_{1} \neq \mathfrak{l}_{2}}} x_{\mathfrak{l}_{1}} \overline{x_{\mathfrak{l}_{2}}} h\left[\mathfrak{l}_{1}\right] * h\left[\mathfrak{l}_{2}\right]^{*}
$$

where

$$
h[\mathfrak{l}]=h_{\infty}[\mathfrak{l}] \prod_{\mathfrak{q}} h_{\mathfrak{q}}[\mathfrak{l}]
$$

is defined such that
(1) For the prime $\mathfrak{q}=\mathfrak{p}$

$$
h_{\mathfrak{q}}[\mathfrak{l}]:=\frac{1}{\operatorname{meas}\left(K_{0}(\mathfrak{p})\right) \sqrt{\operatorname{Nm}(\mathfrak{p})}} \sum_{x \in k(\mathfrak{p})} \widehat{K}(x) \mathbb{1}{ }_{Z\left(F_{\mathfrak{q}}\right) \delta_{\mathfrak{q}}}\left(\begin{array}{cc}
\varpi_{\mathfrak{q}} & x \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p})_{\mathfrak{q}}
$$

where $K_{0}(\mathfrak{p})=\left\{M \in G(\widehat{\mathcal{O}}) \mid M_{21} \equiv 0 \bmod \mathfrak{p} \widehat{\mathcal{O}}\right\}$.
(2) For primes $\mathfrak{q}=\mathfrak{l}$

$$
h_{\mathfrak{q}}[\mathfrak{l}]=\frac{1}{\sqrt{\operatorname{Nm}(\mathfrak{l})}} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right)\left\{M \in M_{2}\left(\mathcal{O}_{\mathfrak{q}}\right) \mid \operatorname{det}(M) \in \mathfrak{O _ { \mathfrak { q } } ^ { * } \}}\right.}
$$

(3) For primes $\mathfrak{q} \nmid \mathfrak{l p}$

$$
h_{\mathfrak{q}}[\mathfrak{l}]=\mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) K_{0}(\mathfrak{N})_{\mathfrak{q}}}
$$

where $K_{0}(\mathfrak{N})=\left\{M \in G(\widehat{\mathcal{O}}) \mid M_{21} \equiv 0 \bmod \mathfrak{N} \widehat{\mathcal{O}}\right\}$.
(4) We will define the archimedean components subsequently.

Compare with the definition in section $\S 2.6$. We will also apply the relative trace formula to another choice of test function

$$
f=h[1] * h[1]^{*}
$$

where $h[1]$ is defined such that
(1) For the prime $\mathfrak{q}=\mathfrak{p}$

$$
h_{\mathfrak{q}}[1]:=\frac{1}{\operatorname{meas}\left(K_{0}(\mathfrak{p})\right) \sqrt{N m(\mathfrak{p})}} \sum_{x \in k(\mathfrak{p})} \widehat{K}(x) \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) \delta_{\mathfrak{q}}}\left(\begin{array}{cc}
\varpi_{\mathfrak{q}} & x \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p})_{\mathfrak{q}}
$$

where $K_{0}(\mathfrak{p})=\left\{M \in G(\widehat{\mathcal{O}}) \mid M_{21} \equiv 0 \bmod \mathfrak{p} \widehat{\mathcal{O}}\right\}$.
(2) For primes $\mathfrak{q} \nmid \mathfrak{l p}$

$$
h_{\mathfrak{q}}[1]=\mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) K_{0}(\mathfrak{N})_{\mathfrak{q}}}
$$

where $K_{0}(\mathfrak{N})=\left\{M \in G(\widehat{\mathcal{O}}) \mid M_{21} \equiv 0 \bmod \mathfrak{N} \widehat{\mathcal{O}}\right\}$.
(3) We will define the archimedean components subsequently.

### 5.1. The spectral side of our relative trace formula

As we have mentioned in the introduction, we are interested in computing the amplified spectral average of the correlation sum we are interested in using the relative trace formula. To this end we set up some notations:

$$
I_{m, n}:=\int_{[N] \times[N]} K(x, y) \psi_{m}(x) \overline{\psi_{n}(y)} d x d y
$$

where $\psi_{m}(n(x))=\psi(m x), \psi$ is the standard additive character on

$$
N(F) \backslash N(\mathbb{A}) \simeq F \backslash \mathbb{A}
$$

and $m, n \in F$. Here $K$ is the kernel of the twisted Hecke operator $R(f)$ we defined below. We will be using the same framework in turn for

$$
f=\sum_{\substack{\mathfrak{l}_{1}, \mathfrak{l}_{2} \in \Lambda \\ \mathfrak{l}_{1} \neq \mathfrak{l}_{2}}} x_{\mathfrak{l}_{1}} \overline{x_{l_{2}}} h\left[\mathfrak{l}_{1}\right] * h\left[\mathfrak{l}_{2}\right]^{*}
$$

and

$$
f=h[1] * h[1]^{*} .
$$

Following the discussion in section $\S 4.6$ we can write,

$$
I_{m, n}=I_{m, n, \mathrm{cusp}}+I_{m, n, \text { Eis }}
$$

where

$$
I_{m, n, \text { cusp }}:=\int_{[N] \times[N]} K_{\text {cusp }}(x, y) \psi_{m}(x) \overline{\psi_{n}(y)} d x d y
$$

and

$$
I_{m, n, \text { Eis }}:=\int_{[N] \times[N]} K_{\text {Eis }}(x, y) \psi_{m}(x) \overline{\psi_{n}(y)} d x d y
$$

Recall that the residual contribution is 0 . We will then sum $I_{m, n}$ over all $m, n \in F^{\times}$. Define

$$
I:=\sum_{m, n \in F^{\times}} I_{m, n} .
$$

Likewise we may define $I_{\text {cusp }}$ and $I_{\text {Eis }}$. Note that using the expression

$$
I_{m, n, \mathrm{cusp}}=\sum_{\pi} \sum_{\varphi \in \mathscr{B}(\pi)} W_{R(h) \varphi}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) \overline{W_{R(h) \varphi}\left(\begin{array}{ll}
n & 0 \\
0 & 1
\end{array}\right)}
$$

discussed in section $\S 4.6$, we have the following expression

$$
I_{\text {cusp }}=\sum_{\pi} \sum_{\varphi \in \mathscr{B}(\pi)} \sum_{m \in F^{\times}}\left|W_{R(h) \varphi}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2}
$$

This allows us to deduce the non-negativity of the cuspidal contribution and likewise for the Eisenstein contribution. The non-negativity of individual summands in the cuspidal contribution will allow us to upper bound them by the whole spectral side and hence by the geometric side.

Here is a road map for what follows:

- section $\S 5.1 .1$ computes the $I_{m, n, \text { cusp }}$ for our two choices of $f$ to show that it indeed is the amplified spectral average we want
- section $\S 5.1 .2$ makes precise the non-archimedean support of the spectral average.
- section $\S 5.2$ formulates a restatement of the problem modifying the archimedean aspect.
- section $\S 5.3$ details the proof of the main theorem assuming certain estimates of the geometric side.
- chapter $\S 6$ computes the geometric side for the two choices of $f$ and proves the estimates mentioned in the previous item.
5.1.1. What does the spectral side look like? Let us calculate the cuspidal contribution to the spectral side for our two choices of $f$. From section $\S 4.6$ we have

$$
I_{m, n, \mathrm{cusp}}=\sum_{\pi} \sum_{\varphi \in \mathscr{B}(\pi)} W_{R(h) \varphi}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) \overline{W_{R(h) \varphi}\left(\begin{array}{ll}
n & 0 \\
0 & 1
\end{array}\right)}
$$

where $\mathscr{B}(\pi)$ is an orthonormal basis of an irreducible cuspidal representation $\pi$. Let us choose the orthonormal basis to be made of pure tensors.

Let us look at the contribution of one cuspidal irreducible representation. Let $\pi$ be an irreducible cuspidal representation, let $\pi=\bigotimes_{v} \pi_{v}$ (as explained in the preliminaries). Let $\varphi \in \pi$ be a pure tensor. Assume $\varphi_{f}$, the non-archimedean part is right $K_{0}(\mathfrak{N})$ invariant.

As we saw in the preliminaries we can factorise the Whittaker function of a pure tensor automorphic form

Using the definition of $h_{f}[l]$, a quick calculation shows:

$$
\begin{aligned}
W_{R\left(h_{f}[\mathfrak{l}] \varphi_{f}\right.}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) & =\lambda_{\pi}(\mathfrak{l}) \prod_{\substack{v<\infty \\
v \neq \mathfrak{p}}} W_{\varphi_{v}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) \frac{1}{\sqrt{\operatorname{Nm}(\mathfrak{p})}} \sum_{x \in k(\mathfrak{p})} \widehat{K}(x) W_{\varphi_{\mathfrak{p}}}\left(\begin{array}{cc}
m \varpi_{\mathfrak{p}} & m x \\
0 & 1
\end{array}\right) \\
& =\lambda_{\pi}(\mathfrak{l}) \prod_{\substack{v<\infty \\
v \neq \mathfrak{p}}} W_{\varphi_{v}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) W_{\varphi_{\mathfrak{p}}}\left(\begin{array}{cc}
m \varpi_{\mathfrak{p}} & 0 \\
0 & 1
\end{array}\right) \frac{1}{\sqrt{\operatorname{Nm}(\mathfrak{p})}} \sum_{x \in k(\mathfrak{p})} \widehat{K}(x) \psi(m x) .
\end{aligned}
$$

Note that since the conductor of $\pi$ is coprime to $\mathfrak{p}$

$$
W_{\varphi_{\mathfrak{p}}}\left(\begin{array}{cc}
m \varpi_{\mathfrak{p}} & 0 \\
0 & 1
\end{array}\right) \neq 0
$$

iff

$$
m \varpi_{\mathfrak{p}} \in \mathcal{O}_{p}
$$

For $m \in \frac{1}{\varpi_{\mathfrak{p}}} \mathcal{O}_{p}$,

$$
W_{R\left(h_{f}[\mathfrak{l}) \varphi_{f}\right.}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)=\lambda_{\pi}(\mathfrak{l}) W_{\varphi_{f}}\left(\begin{array}{cc}
m \varpi_{\mathfrak{p}} & 0 \\
0 & 1
\end{array}\right) K\left(m_{p}\right)
$$

where $m_{p}$ is the residue of $m \varpi_{p}$.
Likewise for $m \in \frac{1}{\varpi_{\mathfrak{p}}} \mathcal{O}_{p}$,

$$
W_{R\left(h_{f}[1]\right) \varphi_{f}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)=W_{\varphi_{f}}\left(\begin{array}{cc}
m \varpi_{\mathfrak{p}} & 0 \\
0 & 1
\end{array}\right) K\left(m_{p}\right)
$$

where $m_{p}$ is the residue of $m \varpi_{\mathfrak{p}}$.
This computation is the first ingredient needed to carry out our proof strategy in section §5.3. We will examine in the next section the support of the finite part of $\operatorname{cond}(\pi)$.
5.1.2. Non-archimedean support of the spectral side. The non-archimedean support of the spectral side is controlled by the invariance of $h$. We have the following proposition:

Proposition 5.1.1. Let $K_{a}$ and $K_{b}$ be open, compact subgroups of $G\left(F_{\mathfrak{q}}\right)$ and $f \in$ $L^{1}\left(\bar{G}\left(F_{\mathfrak{q}}\right)\right)$ which is left $K_{a}$-invariant and right $K_{b}$-invariant. Consider a unitary representation $(V, R)$ of $G\left(F_{\mathfrak{q}}\right)$. We have

$$
R(f) V \subseteq V^{K_{a}}
$$

and

$$
R(f)\left(\left(V^{K_{b}}\right)^{\perp}\right)=\{0\}
$$

Proof. Let $\phi$ be a vector in a unitary representation $(V, R)$ of $G\left(F_{\mathfrak{q}}\right)$.

$$
R(f) \phi:=\int_{\bar{G}\left(F_{\mathfrak{p}}\right)} f(h) R(h) \phi d h
$$

Note that the above integral is defined to satisfy for any $\psi \in V$,

$$
\langle R(f) \phi, \psi\rangle=\int_{\bar{G}\left(F_{\mathfrak{p}}\right)} f(h)\langle R(h) \phi, \psi\rangle d h
$$

For any $k \in K_{a}$

$$
\begin{aligned}
\langle R(k) R(f) \phi, \psi\rangle & =\left\langle R(f) \phi, R\left(k^{-1}\right) \psi\right\rangle=\int_{\bar{G}\left(F_{\mathfrak{p}}\right)} f(h)\left\langle R(h) \phi, R\left(k^{-1}\right) \psi\right\rangle d h \\
& =\int_{\bar{G}\left(F_{\mathfrak{p}}\right)} f(h)\langle R(k h) \phi, \psi\rangle d h=\int_{\bar{G}\left(F_{\mathfrak{p}}\right)} f\left(k^{-1} h\right)\langle R(h) \phi, \psi\rangle d h \\
& =\langle R(f) \phi, \psi\rangle
\end{aligned}
$$

In other words $R(f) \phi$ is $K_{a}$ invariant. Here we have used that $\bar{G}$ is unimodular and $f$ is left $K_{a}$ invariant.

We have that

$$
R(f)^{*}=R\left(f^{*}\right)
$$

i.e. the adjoint of $R(f)$ is the right translation by $f^{*}$ which is defined by $f^{*}(g)=\overline{f\left(g^{-1}\right)}$. (Note that $f^{*}$ is left $K_{b}$ invariant.)

For any $\phi \in V^{K_{b} \perp}$ and any $\psi \in V$ :

$$
\langle R(f) \phi, \psi\rangle=\left\langle\phi, R(f)^{*} \psi\right\rangle=\left\langle\phi, R\left(f^{*}\right) \psi\right\rangle=0 .
$$

Here we have used that $R\left(f^{*}\right) \psi$ is $K_{b}$ invariant. Since $\psi$ is arbitrary we conclude $R(f) \phi=$ 0.

Let us examine the invariance of $h_{\mathfrak{p}}[l]$ next since that is the non-trivial one:
5.1.2.1. Invariance of $h_{\mathfrak{p}}[l]$. We have that $h_{\mathfrak{p}}[l]=h_{\mathfrak{p}}[1]$ is right invariant under the open compact $K_{0}(\mathfrak{p})$ and left invariant under the open compact $K_{1}(\mathfrak{p})$.:

$$
h_{\mathfrak{p}}[\mathfrak{l}]=\frac{1}{\operatorname{meas}\left(K_{0}(\mathfrak{p})\right) \sqrt{\mathrm{Nm}(\mathfrak{p})}} \sum_{x \in k(\mathfrak{p})} \widehat{K}(x) \mathbb{1}_{Z\left(F_{\mathfrak{p}}\right)}\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & x \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p}) .
$$

$h_{\mathfrak{p}}[\mathfrak{l}]$ is clearly right $K_{0}(\mathfrak{p})$-invariant. Let us investigate the left action. Let

$$
\begin{gathered}
g=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in K_{\mathfrak{p}} . \\
{ }^{g} h_{\mathfrak{p}}[l](u):=h_{\mathfrak{p}}[l](g u) .
\end{gathered}
$$

Let

$$
u \in Z\left(F_{\mathfrak{p}}\right)\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & x \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p}) .
$$

Note that

$$
Z\left(F_{\mathfrak{p}}\right)\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & x \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p})
$$

for different $x \in k(\mathfrak{p})$ are disjoint. Let us investigate when

$$
g u \in Z\left(F_{\mathfrak{p}}\right)\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & y \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p}) .
$$

This holds iff

$$
g\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & x \\
0 & 1
\end{array}\right) \in\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & y \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p}) \Longleftrightarrow\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & y \\
0 & 1
\end{array}\right)^{-1} g\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & x \\
0 & 1
\end{array}\right) \in K_{0}(\mathfrak{p}) .
$$

By explicit calculation

$$
\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & y \\
0 & 1
\end{array}\right)^{-1} g\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & x \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
a-c y & \frac{x(a-c y)+b-d y}{\varpi_{\mathfrak{p}}} \\
c \varpi_{\mathfrak{p}} & c x+d
\end{array}\right) .
$$

If $g \in\left(I d+\varpi_{\mathfrak{p}} K_{\mathfrak{p}}\right)$,

$$
\left(\begin{array}{cc}
a-c y & \frac{x(a-c y)+b-d y}{\varpi_{\mathfrak{p}}} \\
c \varpi_{\mathfrak{p}} & c x+d
\end{array}\right) \in K_{0}(\mathfrak{p})
$$

for $x=y$ and therefore

$$
g u \in Z\left(F_{\mathfrak{p}}\right)\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & x \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p}) .
$$

It follows that

$$
{ }^{g} h_{\mathfrak{p}}[l](u)=h_{\mathfrak{p}}[l](u)
$$

for $g \in\left(I d+\varpi_{\mathfrak{p}} K_{\mathfrak{p}}\right)=: K_{1}(\mathfrak{p})$.
Corollary. $R\left(h_{\mathfrak{p}}[\mathfrak{l}]\right)=R\left(h_{\mathfrak{p}}[1]\right)$ is non-zero only on local representations $\pi_{\mathfrak{p}}$ of conductor at most $\mathfrak{p}$.

The corollary follows using proposition 5.1 .1 by noting that for $f=h_{\mathfrak{p}}[\mathfrak{l}]$ one has $K_{a}=$ $K_{1}(\mathfrak{p})$ and $K_{b}=K_{0}(\mathfrak{p})$.

### 5.2. A restatement in the archimedean aspect

Given a smooth compactly supported function $V:\left(\mathbb{R}^{\times}\right)^{r_{1}} \times\left(\mathbb{C}^{\times}\right)^{r_{2}} \rightarrow \mathbb{C}$ there exists a smooth vector $\phi_{\infty} \in \pi_{\infty}$ s.t.

$$
W_{\phi, \infty}\left(\begin{array}{ll}
x & 0 \\
0 & 1
\end{array}\right)=V(x)
$$

for $x \in\left(\mathbb{R}^{\times}\right)^{r_{1}} \times\left(\mathbb{C}^{\times}\right)^{r_{2}}$. See [GGP69].
By the theorem of Diximier-Malliavin, [MD78] $\exists h_{1}, \ldots, h_{n} \in C_{c}^{\infty}\left(G\left(F_{\infty}\right)\right)$ s.t.

$$
\phi_{\infty}=\sum_{i=1}^{n} R\left(h_{i}\right) \phi_{i}
$$

for some smooth vectors $\phi_{i} \in \pi_{\infty}$. Combining the two statements:

$$
\begin{aligned}
\sum_{m \in F^{\times}} V(m) W_{\varphi, f}\left(\begin{array}{cc}
m \varpi_{\mathfrak{p}} & 0 \\
0 & 1
\end{array}\right) K\left(m_{p}\right) & \\
& =\sum_{i=1}^{n} \sum_{m \in F^{\times}} W_{R\left(h_{i}\right) \phi_{i}, \infty}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) W_{\varphi, f}\left(\begin{array}{cc}
m \varpi_{\mathfrak{p}} & 0 \\
0 & 1
\end{array}\right) K\left(m_{p}\right) .
\end{aligned}
$$

In this way we can reduce the main theorem to the following statement:
Theorem. Let $\pi$ be a cuspidal $\mathrm{GL}_{2}$-automorphic representation over $F$ of level $\mathfrak{N}$ with $\mathfrak{N}$ coprime to $\mathfrak{p}$. Let $\phi$ be an automorphic form in $\pi$ that is of level $\mathfrak{N}$. Let $K$ be an isotypic trace function defined on the residue field $k(\mathfrak{p})$ with an associated Fourier-Möbius group contained in the standard Borel subgroup. There exists an absolute constant $s>0$ s.t. for every $h_{\infty} \in C_{c}\left(F_{\infty}\right)$

$$
\sum_{m \in F^{\times}} K\left(m_{\mathfrak{p}}\right) W_{\phi, f}\left(\begin{array}{cc}
m \pi_{\mathfrak{p}} & 0 \\
0 & 1
\end{array}\right) W_{R\left(h_{\infty}\right) \phi_{\infty}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) \ll_{\phi, F, h_{\infty}, \delta} \operatorname{cond}(K)^{s} \operatorname{Nm}(\mathfrak{p})^{\frac{1}{2}-\delta}
$$

for any $\delta<\frac{1}{8}$.
This restatement lends itself well to applying the relative trace formula as we will see in the next section.

### 5.3. Proof of the main theorem

The proof the main theorem is by estimating the amplified spectral average of the correlation sum:

$$
\begin{aligned}
& \sum_{\pi}\left(\left|\sum_{\mathfrak{l} \in \Lambda} x_{\mathfrak{l}} \lambda_{\pi}(\mathfrak{l})\right|^{2}\right) \\
& \sum_{\varphi_{\infty} \in \mathscr{B}\left(\pi_{\infty}\right)} \sum_{\varphi_{f} \in \mathscr{B}\left(\pi_{f}, \mathfrak{n p}\right)}\left|\sum_{m \in F^{\times}} K\left(m_{\mathfrak{p}}\right) W_{\phi, f}\left(\begin{array}{cc}
m \pi_{\mathfrak{p}} & 0 \\
0 & 1
\end{array}\right) W_{R\left(h_{\infty}\right) \phi_{\infty}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2} .
\end{aligned}
$$

Here $\Lambda$ is the set of primes of size $L$ and $x_{\mathfrak{l}} \in \mathbb{C}$ with $\left|x_{\mathfrak{\imath}}\right|=1$ (to be chosen later).Also $\mathscr{B}(\pi, \mathfrak{a})$ for an ideal $\mathfrak{a} \triangleleft \mathcal{O}_{F}$ is an orthonormal basis of the subspace of right $K_{0}(\mathfrak{a})$-invariant vectors of an irreducible cuspidal representation $\pi$. (Recall that the subspace of $K_{0}(\mathfrak{a})$-invariant vectors of an irreducible cuspidal representation $\pi$ is finite dimensional.)

Using the computation of section §5.1.1, we have

$$
\begin{aligned}
& =\sum_{\pi}\left(\left|\sum_{\mathfrak{l} \in \Lambda} x_{\mathfrak{l}} \lambda_{\pi}(\mathfrak{l})\right|^{2}\right) \\
& \quad \sum_{\varphi_{\infty} \in \mathscr{B}\left(\pi_{\infty}\right)} \sum_{\varphi_{f} \in \mathscr{B}\left(\pi_{f}, \mathfrak{H p}\right)}\left|\sum_{m \in F^{\times}} W_{R\left(h_{\infty}\right) \varphi_{\infty}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) W_{R\left(h[1]_{f}\right) \varphi_{f}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2} .
\end{aligned}
$$

We will split the $\mathfrak{l}$ sum into diagonal and non diagonal pieces as follows:

$$
\begin{aligned}
& =\sum_{\pi} \sum_{\mathfrak{l} \in \Lambda}\left|x_{\mathfrak{l}} \lambda_{\pi}(\mathfrak{l})\right|^{2} \\
& \quad \sum_{\varphi_{\infty} \in \mathscr{B}\left(\pi_{\infty}\right)} \sum_{\varphi_{f} \in \mathscr{B}\left(\pi_{f}, \mathfrak{N q}\right)}\left|\sum_{m \in F^{\times}} W_{R\left(h_{\infty}\right) \varphi_{\infty}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) W_{R\left(h[1]_{f}\right) \varphi_{f}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2} \\
& +\sum_{\pi}\left(\sum_{\substack{\mathfrak{l}_{1}, l_{1} \in \Lambda \\
l_{1} \neq \mathfrak{l}_{2}}} x_{\mathfrak{l}_{1}} \overline{x_{\mathfrak{l}_{2}}} \lambda_{\pi}\left(\mathfrak{l}_{1}\right) \overline{\lambda_{\pi}\left(\mathfrak{l}_{2}\right)}\right) \\
& \\
& \sum_{\varphi_{\infty} \in \mathscr{B}\left(\pi_{\infty}\right)} \sum_{\varphi_{f} \in \mathscr{B}\left(\pi_{f}, \mathfrak{n q}\right)}\left|\sum_{m \in F^{\times}} W_{R\left(h_{\infty}\right) \varphi_{\infty}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) W_{R\left(h[1]_{f}\right) \varphi_{f}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2} .
\end{aligned}
$$

5.3.1. The term $\mathfrak{l}_{1}=\mathfrak{l}_{2}$. Let us look at the term $\mathfrak{l}_{1}=\mathfrak{l}_{2}$ first. We have by RankinSelberg theory for $\pi$ of conductor dividing $\mathfrak{N p}$

$$
\sum_{\mathfrak{l} \in \Lambda}\left|\lambda_{\pi}(\mathfrak{l})\right|^{2} \ll \epsilon, \mathfrak{N}(\operatorname{cond}(\pi))^{\epsilon} L^{1+\epsilon}<_{\epsilon, \mathfrak{N}}\left(\operatorname{cond}\left(\pi_{\infty}\right)\right)^{\epsilon}(\operatorname{Nm} \mathfrak{p})^{\epsilon} L^{1+\epsilon}
$$

Fix $\epsilon>0$, Substituting the above bound we need to look at

$$
\sum_{\pi}\left(\operatorname{cond}\left(\pi_{\infty}\right)\right)^{\epsilon} \sum_{\varphi_{\infty} \in \mathscr{B}\left(\pi_{\infty}\right)} \sum_{\varphi_{f} \in \mathscr{B}\left(\pi_{f}, \mathfrak{H p}\right)}\left|\sum_{m \in F^{\times}} W_{R\left(h_{\infty}\right) \varphi, \infty}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) W_{R\left(h[1]_{f}\right) \varphi_{f}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2}
$$

We split the sum into $\operatorname{cond}\left(\pi_{\infty}\right)<\operatorname{Nm}(\mathfrak{p})$ and $\operatorname{cond}\left(\pi_{\infty}\right) \geq \operatorname{Nm}(\mathfrak{p})$. In the first case by positivity we get

$$
\begin{aligned}
& \quad \sum_{\substack{\pi \\
\operatorname{cond}\left(\pi_{\infty}\right)<\operatorname{Nm}(\mathfrak{p})}}\left(\operatorname{cond}\left(\pi_{\infty}\right)\right)^{\epsilon} \sum_{\varphi_{\infty} \in \mathscr{B}\left(\pi_{\infty}\right)} \sum_{\varphi_{f} \in \mathscr{B}\left(\pi_{f}, \mathfrak{T p}\right)}\left|\sum_{m \in F^{\times}} W_{R\left(h_{\infty}\right) \varphi, \infty}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) W_{R\left(h[1]_{f}\right) \varphi_{f}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2} \\
& \quad \leq(\operatorname{Nm}(\mathfrak{p}))^{\epsilon} \sum_{\pi} \sum_{\varphi_{\infty} \in \mathscr{B}\left(\pi_{\infty}\right)} \sum_{\varphi_{f} \in \mathscr{B}\left(\pi_{f}, \mathfrak{M p}\right)}\left|\sum_{m \in F^{\times}} W_{R\left(h_{\infty}\right) \varphi, \infty}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) W_{R\left(h[1]_{f}\right) \varphi_{f}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2} .
\end{aligned}
$$

We will prove by computing the geometric side of the relative trace formula in propositions 6.1.2 and 6.2 .4 , the following bound. This bound uses the fact that, by positivity the cuspidal contribution is bounded by the overall spectral average which is equal to the geometric side.

$$
\sum_{\pi} \sum_{\varphi_{\infty} \in \mathscr{B}\left(\pi_{\infty}\right)} \sum_{\varphi_{f} \in \mathscr{B}\left(\pi_{f}\right)}\left|\sum_{m \in F^{\times}} W_{R\left(h_{\infty}\right) \varphi, \infty}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) W_{R\left(h[1]_{f}\right) \varphi_{f}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2} \ll_{f_{\infty}, F} \operatorname{cond}(K)^{s} \operatorname{Nm}(\mathfrak{p})
$$

for some $s>0$. Using the result of section §5.1.2, we have

$$
\sum_{\pi} \sum_{\varphi_{\infty} \in \mathscr{B}\left(\pi_{\infty}\right)} \sum_{\varphi_{f} \in \mathscr{B}\left(\pi_{f}, \mathfrak{n p}\right)}\left|\sum_{m \in F^{\times}} W_{R\left(h_{\infty}\right) \varphi, \infty}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) W_{R\left(h[1]_{f}\right) \varphi_{f}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2} \ll_{f_{\infty}, F} \operatorname{cond}(K)^{s} \operatorname{Nm}(\mathfrak{p})
$$

for some $s>0$.
In the second case, we use rapid decay of the archimedean part in analogy with section 3.3.2 (equation 3.6) in [Nel17] and the trivial bound for the non archimedean average which is polynomial in $\operatorname{Nm}(\mathfrak{p})$ (see section §1.4) to get

$$
\begin{aligned}
& \sum_{\substack{\pi \\
\operatorname{cond}\left(\pi_{\infty}\right) \geq \operatorname{Nm}(\mathfrak{p})}}\left(\operatorname{cond}\left(\pi_{\infty}\right)\right)^{\epsilon} \sum_{\varphi_{\infty} \in \mathscr{B}\left(\pi_{\infty}\right)} \sum_{\varphi_{f} \in \mathscr{B}\left(\pi_{f}, \mathfrak{M p}\right)} \left\lvert\, \sum_{m \in F^{\times}} W_{R\left(h_{\infty}\right) \varphi, \infty}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right.\left.W_{R\left(h[1]_{f}\right) \varphi_{f}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2} \\
&<_{A}(\mathrm{Nm}(\mathfrak{p}))^{-A}
\end{aligned}
$$

for any $A>0$.
Putting together the results we conclude,

$$
\begin{aligned}
\sum_{\pi} \sum_{\mathfrak{l} \in \Lambda}\left|x_{\mathfrak{l}} \lambda_{\pi}(\mathfrak{l})\right|^{2} \sum_{\varphi_{\infty} \in \mathscr{B}\left(\pi_{\infty}\right)} \sum_{\varphi_{f} \in \mathscr{B}\left(\pi_{f}, \mathfrak{T p}\right)}\left|\sum_{m \in F^{\times}} W_{R\left(h_{\infty}\right) \varphi_{\infty}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) W_{R\left(h[1]_{f}\right) \varphi_{f}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2} \\
\ll f_{\infty}, F, \epsilon \\
\operatorname{cond}(K)^{s} \operatorname{Nm}(\mathfrak{p})^{1+\epsilon} L^{1+\epsilon}
\end{aligned}
$$

5.3.2. The term $\mathfrak{l}_{1} \neq \mathfrak{l}_{2}$. We see that the non-diagonal part of the sum can be rewritten as

$$
\begin{aligned}
& \sum_{\pi}\left(\sum_{\substack{\mathfrak{l}_{1}, \mathfrak{l}_{2} \in \Lambda \\
\mathfrak{l}_{1} \neq \mathfrak{l}_{2}}} x_{\mathfrak{l}_{1}} \overline{\mathfrak{l}_{2}} \lambda_{\pi}\left(\mathfrak{l}_{1}\right) \overline{\lambda_{\pi}\left(\mathfrak{l}_{2}\right)}\right) \sum_{\varphi_{\infty} \in \mathscr{B}\left(\pi_{\infty}\right)} \sum_{\varphi_{f} \in \mathscr{B}\left(\pi_{f}, \mathfrak{H p}\right)}\left|\sum_{m \in F^{\times}} W_{R\left(h_{\infty}\right) \varphi_{\infty}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) W_{R\left(h[1]_{f}\right) \varphi_{f}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2} \\
&=\sum_{\pi} \sum_{\varphi \infty \in \mathscr{B}\left(\pi_{\infty}\right)} \sum_{\varphi_{f} \in \mathscr{B}\left(\pi_{f}, \mathfrak{H p}\right)}\left|\sum_{m \in F^{\times}} W_{R(f) \varphi}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2}
\end{aligned}
$$

where

$$
f=\sum_{\substack{\mathfrak{l}_{1}, \mathfrak{l}_{2} \in \Lambda \\ \mathfrak{l}_{1} \neq \mathfrak{l}_{2}}} x_{\mathfrak{l}_{1}} \overline{x_{l_{2}}} h\left[\mathfrak{l}_{1}\right] * h\left[\mathfrak{l}_{2}\right]^{*} .
$$

Under the assumption that the Fourier-Möbius group of the trace function is contained in the Borel subgroup, we will show by applying the relative trace formula to $f$ and bounding the geometric side the following estimate. This bound uses the fact that, by positivity the cuspidal contribution is bounded by the overall spectral average which is equal to the
geometric side.

$$
\begin{aligned}
& \sum_{\pi} \sum_{\varphi_{\infty} \in \mathscr{B}\left(\pi_{\infty}\right)} \sum_{\varphi_{f} \in \mathscr{B}\left(\pi_{f}\right)} \mid\left.\sum_{m \in F^{\times}} W_{R(f) \varphi}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2} \\
& \ll f_{\infty}, F \\
& \operatorname{cond}(K)^{s} \sqrt{\operatorname{Nm}(\mathfrak{p})} \cdot L^{3+\epsilon}+\operatorname{cond}(K)^{s} \frac{\operatorname{Nm}(\mathfrak{p})}{L} \sum_{\substack{\mathfrak{l}_{1} \neq \mathfrak{l}_{2} \\
\mathfrak{l}_{1}, l_{2} \in \Lambda}}\left|x_{\mathfrak{l}_{1}} \overline{x_{\mathfrak{l}_{2}}}\right| .
\end{aligned}
$$

The above bounds are obtained in propositions 6.1.4 and 6.2.8.
Using the result of section §5.1.2, we have

$$
\begin{aligned}
& \sum_{\pi} \sum_{\varphi_{\infty} \in \mathscr{B}\left(\pi_{\infty}\right)} \sum_{\varphi_{f} \in \mathscr{B}\left(\pi_{f}, \mathfrak{N p}\right)} \mid\left.\sum_{m \in F^{\times}} W_{R(f) \varphi}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2} \\
& \ll f_{\infty}, F \\
& \operatorname{cond}(K)^{s} \sqrt{\operatorname{Nm}(\mathfrak{p})} \cdot L^{3+\epsilon}+\operatorname{cond}(K)^{s} \frac{\operatorname{Nm}(\mathfrak{p})}{L} \sum_{\substack{\mathfrak{l}_{1} \neq \mathfrak{l}_{2} \\
\mathfrak{l}_{1}, \mathfrak{l}_{2} \in \Lambda}}\left|x_{\mathfrak{l}_{1}} \overline{x_{\mathfrak{l}_{2}}}\right| .
\end{aligned}
$$

5.3.3. Conclusion. Combining all the bounds together we obtain,

$$
\begin{aligned}
\sum_{\pi}\left|\sum_{\mathfrak{l} \in \Lambda} x_{\mathfrak{l}} \lambda_{\pi}(\mathfrak{l})\right|^{2} \sum_{\varphi_{\infty} \in \mathscr{B}\left(\pi_{\infty}\right)} & \sum_{\varphi_{f} \in \mathscr{B}\left(\pi_{f}, \mathfrak{M p}\right)}\left|\sum_{m \in F^{\times}} W_{R\left(h_{\infty}\right) \varphi, \infty}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) W_{R\left(h[1]_{f}\right) \varphi_{f}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2} \\
& <_{f_{\infty}, F} \operatorname{cond}(K)^{s}(\operatorname{Nm}(\mathfrak{p}))^{1+\epsilon} \cdot L^{1+\epsilon}+\operatorname{cond}(K)^{s} \sqrt{\operatorname{Nm}(\mathfrak{p})} \cdot L^{3+\epsilon}
\end{aligned}
$$

Let $\phi$ be a cuspidal automorphic form in the representation $\pi$ of conductor $K_{0}(\mathfrak{N})$ that is a pure tensor. By positivity we have the following bound

$$
\begin{aligned}
&\left|\sum_{\mathfrak{l} \in \Lambda} x_{\mathfrak{l}} \lambda_{\pi}(\mathfrak{l})\right|^{2}\left|\sum_{m \in F^{\times}} W_{R\left(h_{\infty}\right) \phi, \infty}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) W_{\left.R(h[1]]_{f}\right) \phi_{f}}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right)\right|^{2} \\
& \ll f_{\infty}, F \\
& \operatorname{cond}(K)^{s}(\operatorname{Nm}(\mathfrak{p}))^{1+\epsilon} \cdot L^{1+\epsilon}+\operatorname{cond}(K)^{s} \sqrt{\operatorname{Nm}(\mathfrak{p})} \cdot L^{3+\epsilon} .
\end{aligned}
$$

Choosing

$$
x_{\mathfrak{l}}= \begin{cases}\operatorname{sign}\left(\lambda_{\pi}(\mathfrak{l})\right) & \text { if } \mathfrak{l} \in \Lambda \text { and } \lambda_{\pi}(\mathfrak{l}) \neq 0 \\ 0 & \text { otherwise }\end{cases}
$$

By the prime number theorem for Rankin-Selberg L functions (see [AVe10] for this choice of amplifier) we have with the above choice,

$$
\left|\sum_{\mathfrak{l} \in \Lambda} x_{\mathfrak{l}} \lambda_{\pi}(\mathfrak{l})\right|=\sum_{\mathfrak{l} \in \Lambda}\left|\lambda_{\pi}(\mathfrak{l})\right| \gg_{\pi} \frac{L}{(\log L)^{2}}
$$

Putting all this information together and choosing $L=(\operatorname{Nm}(\mathfrak{p}))^{\frac{1}{4}}$ we get

$$
\left|\sum_{m \in F^{\times}} W_{R\left(h_{\infty}\right) \phi, \infty}\left(\begin{array}{cc}
m & 0 \\
0 & 1
\end{array}\right) W_{\phi}\left(\begin{array}{cc}
m \varpi_{\mathfrak{p}} & 0 \\
0 & 1
\end{array}\right) K\left(m_{p}\right)\right| \ll f_{\infty}, F, \pi \operatorname{cond}(K)^{s}(\operatorname{Nm}(\mathfrak{p}))^{\frac{3}{8}+\epsilon} .
$$

This completes the proof modulo computing the geometric side and proving the bounds that we stated in the course of the proof. This is done in the following chapter.

## CHAPTER 6

## The geometric side

The aim of this chapter is to complete the proof of the main theorem by computing the geometric side and bounding it. We obtain estimates in the case of $f=h[1] * h[1]^{*}$ and in the case $f=\sum_{\mathfrak{l}_{1} \neq \mathfrak{l}_{2} \in \Lambda} x_{\mathfrak{l}_{1}} \overline{x_{2}} h\left[\mathfrak{l}_{1}\right] * h\left[\mathfrak{l}_{2}\right]^{*}$. The bounds for the case of $f=h[1] * h[1]^{*}$ are in propositions 6.1.2 and 6.2.4, and for the other case in propositions 6.1.4 and 6.2.8. We will now compute the integral using the geometric expansion of the kernel

$$
\begin{aligned}
I_{m, n} & =\int_{[N] \times[N]} K(x, y) \psi_{m}(x) \overline{\psi_{n}(y)} d x d y \\
& =\int_{[N] \times[N]} \sum_{\gamma \in \bar{G}(F)} f\left(x^{-1} \gamma y\right) \psi_{m}(x) \overline{\psi_{n}(y)} d x d y .
\end{aligned}
$$

Unfolding the integral and rearranging according to the orbits we get,(see [KL06] for details)

$$
I_{m, n}=\sum_{[\delta]} I_{\delta}
$$

where

$$
I_{\delta}=\int_{H_{\delta}(F) / H(\mathbb{A})} f\left(x^{-1} \delta y\right) \psi_{m}(x) \overline{\psi_{n}(y)} d x d y
$$

where

$$
[\delta]=\left\{x^{-1} \delta y \mid x, y \in N(F)\right\} \text { for } \delta \in \bar{G}(F)
$$

and

$$
H=N \times N \text { with } H_{\delta}=\left\{(x, y) \in H \mid x^{-1} \delta y=\delta\right\} \text { for } \delta \in \bar{G}
$$

The $I_{\delta}$ depend on $m, n$ but the dependence is dropped for simplicity.
Further $I_{\delta}=0$ unless $\psi_{m}(x) \overline{\psi_{n}(y)}=1$ for $(x, y) \in H_{\delta}(\mathbb{A})$. If $\psi_{m}(x) \overline{\psi_{n}(y)}=1$ for $(x, y) \in H_{\delta}(\mathbb{A})$, we will say $[\delta]$ is relevant. We will now calculate $I_{\delta}$ for relevant orbits.

ObSERVATION 6.0.1. Let $\mathfrak{q} \neq \mathfrak{p}$ be a finite place, we know that $f$ is $K_{0}(\mathfrak{N})_{\mathfrak{q}}$-bi invariant. In particular

$$
f(g)=f\left(g \delta_{\mathfrak{q}}\left(\begin{array}{ll}
1 & t \\
0 & 1
\end{array}\right)=f\left(\delta_{\mathfrak{q}}\left(\begin{array}{ll}
1 & t \\
0 & 1
\end{array}\right) g\right)\right.
$$

for $t \in \mathcal{O}_{\mathfrak{q}}$
Using this in $I_{\delta}$ we get $I_{\delta} \neq 0$ for some $\delta$ only if $m \mathcal{O}_{\mathfrak{q}} \subseteq \operatorname{cond}(\psi)_{\mathfrak{q}}$ and $n \mathcal{O}_{\mathfrak{q}} \subseteq \operatorname{cond}(\psi)_{\mathfrak{q}}$ for all finite place $\mathfrak{q} \neq \mathfrak{p}$.

As discussed in the section before, we will apply the relative trace formula to the case $f=h[1] * h[1]^{*}$ and to the case $f=\sum_{\mathfrak{l}_{1} \neq \mathfrak{l}_{2} \in \Lambda} x_{\mathfrak{l}_{1}} \overline{x_{2}} h\left[\mathfrak{l}_{1}\right] * h\left[\mathfrak{l}_{2}\right]^{*}$. In both these cases the above observation is applicable.

### 6.1. The diagonal contribution

Recall that this corresponds to the case:

$$
\delta=\left(\begin{array}{ll}
\lambda & 0 \\
0 & 1
\end{array}\right) .
$$

Recall that $\delta$ is relevant only if

$$
\begin{gathered}
n=m \lambda . \\
I_{\delta}=\int_{\{t(\lambda, 1) \mid t \in F\} \backslash \mathbb{A} \times \mathbb{A}} f\left(\begin{array}{cc}
1 & -t_{1} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\lambda & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & t_{2} \\
0 & 1
\end{array}\right) \psi\left(m t_{1}-n t_{2}\right) d t_{1} d t_{2} \\
\\
=\int_{\{t(\lambda, 1) \mid t \in F\} \backslash \mathbb{A} \times \mathbb{A}} f\left(\begin{array}{cc}
\lambda & \lambda t_{2}-t_{1} \\
0 & 1
\end{array}\right) \psi\left(m t_{1}-n t_{2}\right) d t_{1} d t_{2} .
\end{gathered}
$$

Set $x=\lambda t_{2}-t_{1}$ and $y=t_{2}$ to get

$$
I_{\delta}=\int_{\{0\} \times F \backslash \mathbb{A} \times \mathbb{A}} f\left(\begin{array}{ll}
\lambda & x \\
0 & 1
\end{array}\right) \psi(-m x) d x d y=c \int_{\mathbb{A}} f\left(\begin{array}{cc}
\lambda & x \\
0 & 1
\end{array}\right) \psi(-m x) d x
$$

with $c=\operatorname{meas}(F \backslash \mathbb{A})$.
Recall that we will work with two cases

$$
f=\sum_{\substack{\mathfrak{l}_{1} \mathfrak{l}_{2} \in \Lambda \\ \mathfrak{l}_{1} \neq \mathfrak{l}_{2}}} x_{\mathfrak{l}_{1}} \overline{x_{\mathfrak{l}_{2}}} h\left[\mathfrak{l}_{1}\right] * h\left[\mathfrak{l}_{2}\right]^{*}:=\sum_{\substack{\mathfrak{l}_{1}, \mathfrak{l}_{2} \in \Lambda \\ \mathfrak{l}_{1} \neq \mathfrak{l}_{2}}} x_{\mathfrak{l}_{1}} \overline{x_{\mathfrak{l}_{2}}} f\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]
$$

and

$$
f=h[1] * h[1]^{*} .
$$

Since $f$ and $\psi$ can be factored, the integral factors into local integrals.
6.1.1. Local computation at $\mathfrak{q} \mid \mathfrak{l}_{1} \mathfrak{l}_{2}, \mathfrak{l}_{1} \neq \mathfrak{l}_{2}$. Let $\mathfrak{q}=\mathfrak{l}_{1}$ :

$$
\begin{aligned}
& \int_{F_{\mathfrak{q}}} f_{\mathfrak{q}}\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]\left(\begin{array}{cc}
\lambda & -x \\
0 & 1
\end{array}\right) \psi_{\mathfrak{q}}(m x) d x \\
&\left.=\frac{1}{\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{1}\right)}} \int_{F_{\mathfrak{q}}} \int_{G\left(F_{\mathfrak{q}}\right)} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{1}\right)_{\mathfrak{q}}}\left(\begin{array}{cc}
\lambda & -x \\
0 & 1
\end{array}\right) g^{-1}\right) \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{2}\right)_{\mathfrak{q}}}\left(g^{-1}\right) \psi_{\mathfrak{q}}(m x) d g d x
\end{aligned}
$$

where

$$
M(\mathfrak{l})_{\mathfrak{q}}=\left\{M \in M_{2}\left(\mathcal{O}_{\mathfrak{q}}\right) \mid \operatorname{det}(M) \in \mathfrak{l} \mathcal{O}_{\mathfrak{q}}^{*}\right\} .
$$

$$
\begin{aligned}
& \int_{F_{\mathfrak{q}}} f_{\mathfrak{q}}\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]\left(\begin{array}{cc}
\lambda & -x \\
0 & 1
\end{array}\right) \psi_{\mathfrak{q}}(m x) d x=\frac{1}{\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{1}\right)}} \int_{F_{\mathfrak{q}}} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{1}\right)_{\mathfrak{q}}}\left(\begin{array}{cc}
\lambda & -x \\
0 & 1
\end{array}\right) \psi_{\mathfrak{q}}(m x) \int_{\overline{G\left(F_{\mathfrak{q}}\right)}} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) K_{\mathfrak{q}}}(g) d g d x \\
& =\frac{1}{\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{1} \mathfrak{l}_{2}\right)}} \int_{F_{\mathfrak{q}}} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{1}\right)_{\mathfrak{q}}}\left(\begin{array}{cc}
\lambda & -x \\
0 & 1
\end{array}\right) \psi_{\mathfrak{q}}(m x) d x \\
& =\frac{1}{\sqrt{N m\left(\mathfrak{l}_{1}\right)}} \sum_{d \in \mathbb{Z}} \mathbb{1}_{v_{\mathfrak{q}}(\lambda)=1+2 d} \int_{F_{\mathfrak{q}}} \mathbb{1}_{M\left(l_{1}\right)_{\mathfrak{q}}}\left(\begin{array}{cc}
\lambda \varpi_{\mathfrak{q}}^{-d} & -x \varpi_{\mathfrak{q}}^{-d} \\
0 & \varpi_{\mathfrak{q}}^{-d}
\end{array}\right) \psi_{\mathfrak{q}}(m x) d x \\
& =\frac{1}{\sqrt{N m\left(\mathfrak{l}_{1}\right)}} \sum_{-1 \leq d \leq 0} \mathbb{1}_{v_{\mathfrak{q}}(\lambda)=1+2 d} \int_{\mathfrak{q}^{d} \mathcal{O}_{\mathfrak{q}}} \psi_{\mathfrak{q}}(m x) d x \\
& =\frac{1}{\sqrt{N m\left(\mathfrak{l}_{1}\right)}} \sum_{0 \leq d \leq 1} \mathbb{1}_{v_{\mathfrak{q}}(\lambda)=1-2 d} \mathbb{1}_{\mathfrak{q}^{-d} m \subseteq \operatorname{cond}\left(\psi_{\mathfrak{q}}\right)} \operatorname{meas}\left(\mathfrak{q}^{-d} \mathcal{O}_{\mathfrak{q}}\right) \\
& =\frac{1}{\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{1}\right)}} \sum_{0 \leq d \leq \min \left(1, v_{\mathfrak{q}}(m)\right)} \operatorname{Nm}(\mathfrak{q})^{d} \mathbb{1}_{v_{\mathfrak{q}}(\lambda)=1-2 d} .
\end{aligned}
$$

Let $\mathfrak{q}=\mathfrak{l}_{2}$ :

$$
\begin{aligned}
& \int_{F_{\mathfrak{q}}} f_{\mathfrak{q}}\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]\left(\begin{array}{cc}
\lambda & -x \\
0 & 1
\end{array}\right) \psi_{\mathfrak{q}}(m x) d x \\
&\left.=\frac{1}{\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{2}\right)}} \int_{F_{\mathfrak{q}}} \int_{G\left(F_{\mathfrak{q}}\right)} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{1}\right)_{\mathfrak{q}}}\left(\begin{array}{cc}
\lambda & -x \\
0 & 1
\end{array}\right) g^{-1}\right) \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{2}\right)_{\mathfrak{q}}}\left(g^{-1}\right) \psi_{\mathfrak{q}}(m x) d g d x .
\end{aligned}
$$

Changing variables $g \mapsto g \cdot\left(\begin{array}{cc}\lambda & -x \\ 0 & 1\end{array}\right)$ and using the fact that the measure is right invariant.

$$
\left.=\frac{1}{\sqrt{N m\left(\mathfrak{l}_{2}\right)}} \int_{F_{\mathfrak{q}}} \int_{G\left(F_{\mathfrak{q}}\right)} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{2}\right)_{\mathfrak{q}}}\left(\begin{array}{cc}
\frac{1}{\lambda} & \frac{x}{\lambda} \\
0 & 1
\end{array}\right) g^{-1}\right) \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{1}\right)_{\mathfrak{q}}}\left(g^{-1}\right) \psi_{\mathfrak{q}}(m x) d g d x .
$$

Changing variables $y=\frac{x}{\lambda}$

$$
\left.=\frac{1}{\sqrt{\mathrm{Nm}\left(\mathfrak{l}_{2}\right)}}|\lambda|_{\mathfrak{q}} \int_{F_{\mathfrak{q}}} \int_{G\left(F_{\mathfrak{q}}\right)} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{2}\right)_{\mathfrak{q}}}\left(\begin{array}{cc}
\frac{1}{\lambda} & y \\
0 & 1
\end{array}\right) g^{-1}\right) \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{1}\right)_{\mathfrak{q}}}\left(g^{-1}\right) \psi_{\mathfrak{q}}(m \lambda y) d g d y
$$

In analogy with the previous calculation we get,

$$
\begin{aligned}
\int_{F_{\mathfrak{q}}} f_{\mathfrak{q}}\left[l_{1}, l_{2}\right]\left(\begin{array}{ll}
\lambda & x \\
0 & 1
\end{array}\right) \psi_{\mathfrak{q}}(m x) d x & =\frac{1}{\sqrt{N m\left(\mathfrak{l}_{2}\right)}} \sum_{-1 \leq d \leq 0} \mathbb{1}_{-v_{\mathfrak{q}}(\lambda)=1+2 d}|\lambda|_{\mathfrak{q}} \int_{\mathfrak{q}^{d} \mathcal{O}_{\mathfrak{q}}} \psi_{\mathfrak{q}}(m \lambda y) d y \\
& =\frac{1}{\sqrt{\mathrm{Nm}\left(\mathfrak{l}_{2}\right)}} \sum_{-1 \leq d \leq 0} \mathbb{1}_{-v_{\mathfrak{q}}(\lambda)=1+2 d} \int_{\mathfrak{q}^{-d-1} \mathcal{O}_{\mathfrak{q}}} \psi_{\mathfrak{q}}(m y) d y \\
& =\frac{1}{\sqrt{\mathrm{Nm}\left(\mathfrak{l}_{2}\right)}} \sum_{-1 \leq d \leq \min \left(0, v_{q}(m)-1\right)} \mathbb{1}_{-v_{\mathfrak{q}}(\lambda)=1+2 d} \mathrm{Nm}(\mathfrak{q})^{d+1} .
\end{aligned}
$$

### 6.1.2. Local computation at $\mathfrak{p}$.

$$
\left.\begin{array}{rl}
\int_{F_{\mathfrak{p}}} f_{\mathfrak{p}}\left[l_{1}, l_{2}\right] & \left(\begin{array}{cc}
\lambda & -x \\
0 & 1
\end{array}\right) \psi_{\mathfrak{p}}(m x) d x
\end{array}\right) \frac{1}{\operatorname{meas}\left(K_{0}(\mathfrak{p})\right)^{2} \operatorname{Nm}(\mathfrak{p})} \sum_{a, b \in k(\mathfrak{p})} \widehat{K}(a) \widehat{\widehat{K}(b)}
$$

The integrand is non zero if and only if

$$
\left(\begin{array}{cc}
\lambda & -x \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & b \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p}) \in Z\left(F_{\mathfrak{p}}\right)\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & a \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p}) .
$$

Considering determinants, this implies:

$$
\lambda \in\left(F_{\mathfrak{p}}^{\times}\right)^{2} \mathcal{O}_{\mathfrak{p}}^{\times} .
$$

Let $v_{\mathfrak{p}}(\lambda)=2 d$. The above condition is equivalent to

$$
\left(\begin{array}{cc}
\lambda \varpi_{\mathfrak{p}}^{-d+1} & -\varpi_{\mathfrak{p}}^{-d}(-b \lambda+x) \\
0 & \varpi_{\mathfrak{p}}^{-d}
\end{array}\right) \in\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & a \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p}) .
$$

Looking at the bottom elements we conclude that in fact

$$
d=0 .
$$

The conclusion is that,

$$
\begin{aligned}
& \left.\mathbb{1}_{Z\left(F_{\mathfrak{p}}\right)}\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & a \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p})\left(\begin{array}{cc}
\lambda & -x \\
0 & 1
\end{array}\right) g^{-1}\right) \mathbb{1}_{Z\left(F_{\mathfrak{p}}\right)}\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & b \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p}) \quad\left(g^{-1}\right) \\
& =\mathbb{1}_{\lambda \in \mathcal{O}_{\mathfrak{p}}^{*} \mathbb{1}_{x \in-(a+b \lambda)+\varpi_{\mathfrak{p}} \mathcal{O}_{\mathfrak{p}}} \mathbb{1}_{Z\left(F_{\mathfrak{p}}\right) K_{0}(\mathfrak{p})}\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & b \\
0 & 1
\end{array}\right)^{-1}(g) .}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \int_{F_{\mathfrak{p}}} f_{\mathfrak{p}}\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]\left(\begin{array}{cc}
\lambda & -x \\
0 & 1
\end{array}\right) \psi_{\mathfrak{p}}(m x) d x \\
&=\mathbb{1}_{\lambda \in \mathcal{O}_{\mathfrak{p}}^{*}} \frac{1}{\operatorname{Nm}(\mathfrak{p})^{2} \operatorname{meas}\left(K_{0}(\mathfrak{p})\right)} \mathbb{1}_{v_{\mathfrak{p}}(m) \geq-1} \sum_{a, b \in k(\mathfrak{p})} \widehat{K}(a) \overline{\widehat{K}(b)} \psi_{\mathfrak{p}}(-(m a+b n)) .
\end{aligned}
$$

Since $\lambda \in \mathcal{O}_{\mathfrak{p}}^{*}$ satisfies $n=m \lambda$, we have $v_{\mathfrak{p}}(n) \geq-1$. Suppose

$$
m=\frac{m_{\mathfrak{p}}}{\varpi_{\mathfrak{p}}}+\mathcal{O}_{\mathfrak{p}}
$$

and

$$
n=\frac{n_{\mathfrak{p}}}{\varpi_{\mathfrak{p}}}+\mathcal{O}_{\mathfrak{p}}
$$

The above simplifies to

$$
\int_{F_{\mathfrak{p}}} f_{\mathfrak{p}}\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]\left(\begin{array}{cc}
\lambda & -x \\
0 & 1
\end{array}\right) \psi_{\mathfrak{p}}(m x) d x=\mathbb{1}_{\lambda \in \mathcal{O}_{\mathfrak{p}}^{*}} \frac{1}{\operatorname{Nm}(\mathfrak{p}) \operatorname{meas}\left(K_{0}(\mathfrak{p})\right)} \mathbb{1}_{v_{\mathfrak{p}}(m) \geq-1} \mathbb{1}_{v_{\mathfrak{p}}(n) \geq-1} K\left(m_{\mathfrak{p}}\right) \overline{K\left(-n_{\mathfrak{p}}\right)} .
$$

6.1.3. Local computation for $\mathfrak{q} \nmid \mathfrak{l p}$. Similarly for $\mathfrak{q} \nmid \mathfrak{l p}$ we have

$$
\int_{F_{\mathfrak{q}}} f_{\mathfrak{q}}\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]\left(\begin{array}{cc}
\lambda & -x \\
0 & 1
\end{array}\right) \psi_{\mathfrak{q}}(m x) d x=\operatorname{meas}\left(K_{0}(\mathfrak{N})_{\mathfrak{q}}\right) \mathbb{1}_{\lambda \in \mathcal{O}_{\mathfrak{q}}^{*}} \mathbb{1}_{m \in \operatorname{cond}(\psi)_{\mathfrak{q}}}
$$

6.1.4. Archimedean local computations. Let us now consider the archimedean part

$$
\phi(m, \lambda)=\int_{F_{\infty}} f_{\infty}\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]\left(\begin{array}{cc}
\lambda & -x \\
0 & 1
\end{array}\right) \psi(m x) d x
$$

Note that this does not depend on $\mathfrak{l}_{1}$ and $\mathfrak{l}_{2}$.
Since $f_{\infty}\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]$ is compactly supported on $\mathrm{PGL}_{2}\left(F_{\infty}\right)$, we conclude that $\phi(m, \lambda)=0$ except for $\lambda$ whose archimedean embedding lies in a compact subset of $F_{\infty}^{\times}$(the compact set depends only on $f_{\infty}$ and not on $m$.). Further since $f_{\infty}\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]$ is smooth, $\phi(m, \lambda)$ is a Schwartz function in $m$.
6.1.5. The diagonal contribution and bounds. Combining the results of sections $\S 6.1 .1, \S 6.1 .2$ and $\S 6.1 .3$ we get the following propositions
6.1.5.1. Diagonal contribution for $f=h[1] * h[1]^{*}$.

Proposition 6.1.1. The diagonal contribution for $f=h[1] * h[1]^{*}$ i.e. the sum over $I_{\delta}$, $\delta$ of the form $\left(\begin{array}{ll}\lambda & 0 \\ 0 & 1\end{array}\right), \lambda \in F^{\times}$reduces to a single term $\lambda=\frac{n}{m}$ :

$$
\begin{aligned}
A(m, n) & :=\sum_{\delta} I_{\delta} \\
& =c^{\prime} \mathbb{1}_{v_{\mathfrak{p}}(m) \geq-1} \mathbb{1}_{v_{\mathfrak{p}}(n) \geq-1} \mathbb{1}_{m, n \in \operatorname{cond}(\psi)^{(\mathfrak{p})}} K\left(m_{p}\right) \overline{K\left(-n_{p}\right)} \phi(m, \lambda)
\end{aligned}
$$

where

$$
c^{\prime}=\frac{\operatorname{meas}\left(K_{0}(\mathfrak{N})\right) \operatorname{meas}(\mathbb{A} / F)}{\operatorname{Nm}(\mathfrak{p}) \operatorname{meas}\left(K_{0}(\mathfrak{p})\right)} \text { and } \lambda:=\frac{n}{m} .
$$

Now we average over $m, n \in F^{\times}$,
Proposition 6.1.2.

$$
\left|\sum_{m \in F^{\times}} \sum_{n \in F^{\times}} A(m, n)\right|<_{f_{\infty}, \mathfrak{N}}\|K\|_{\infty}^{2} \operatorname{Nm}(\mathfrak{p}) .
$$

Proof.

$$
\begin{aligned}
\left|\sum_{m \in F^{\times}} \sum_{n \in F^{\times}} A(m, n)\right| & =\left|\sum_{m, n \in \operatorname{cond}(\psi) \mathfrak{P}^{-1}} c^{\prime} K\left(m_{p}\right) \overline{K\left(-n_{p}\right)} \phi(m, \lambda)\right| \\
& <_{F}\|K\|_{\infty}^{2} \sum_{m, n \in \operatorname{cond}(\psi) \mathfrak{F}^{-1}} \mathbb{1}_{\substack{\lambda \in \mathcal{O}^{\times} \\
n=m \lambda}}|\phi(m, \lambda)| \\
& =\|K\|_{\infty}^{2} \sum_{m \in \operatorname{cond}(\psi) \mathfrak{P}^{-1}} \sum_{\lambda \in \mathcal{O}^{\times}}|\phi(m, \lambda)|
\end{aligned}
$$

The $\lambda$ sum is finite by 6.1.4 and we estimate the $m$ sum using lemma 2.8.1 to get the result.
6.1.5.2. Diagonal contribution for $f=\sum_{\mathfrak{l}_{1} \neq \mathfrak{l}_{2}} x_{\mathfrak{l}_{1}} \overline{x_{2}} h\left[\mathfrak{l}_{1}\right] * h\left[\mathfrak{l}_{2}\right]^{*}$.

Proposition 6.1.3. The diagonal contribution for

$$
f=\sum_{\substack{\mathfrak{l}_{1}, \mathfrak{l}_{2} \in \Lambda \\ \mathfrak{l}_{1} \neq \mathfrak{l}_{2}}} x_{\mathfrak{l}_{1}} \overline{x_{2}} h\left[\mathfrak{l}_{1}\right] * h\left[\mathfrak{l}_{2}\right]^{*}
$$

i.e. the sum over $I_{\delta}$, $\delta$ of the form $\left(\begin{array}{ll}\lambda & 0 \\ 0 & 1\end{array}\right), \lambda \in F^{\times}$reduces to a single term $\lambda=\frac{n}{m}$,

$$
\begin{aligned}
& A^{\prime}(m, n):=\sum_{\delta} I_{\delta}=c^{\prime} \mathbb{1}_{v_{\mathfrak{p}}(m) \geq-1} \mathbb{1}_{v_{\mathfrak{p}}(n) \geq-1} \mathbb{1}_{m, n \in \operatorname{cond}(\psi)(\mathfrak{p})} \frac{1}{\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{1} \mathfrak{l}_{2}\right)}} \\
& \left(\sum_{\substack{\mathfrak{l}_{1} \neq \mathfrak{l}_{2} \\
\mathfrak{l}_{1}, l_{2} \in \Lambda}} x_{\mathfrak{l}_{1}} \overline{x_{2}} \mathbb{1}_{\lambda \in(\widehat{\mathcal{O}} \times)^{\left(\mathfrak{l}_{1} \mathfrak{l}_{2}\right)}} K\left(m_{p}\right) \overline{K\left(-n_{p}\right)}\left(\sum_{0 \leq d \leq \min \left(1, v_{\mathfrak{l}_{1}}(m)\right)} \operatorname{Nm}\left(\mathfrak{l}_{1}\right)^{d} \mathbb{1}_{v_{\mathfrak{l}_{1}}(\lambda)=1-2 d}\right)\right. \\
& \left.\left(\sum_{\max \left(1-v_{\mathfrak{l}_{2}}(m), 0\right) \leq d \leq 1} \operatorname{Nm}\left(\mathfrak{l}_{2}\right)^{-d+1} \mathbb{1}_{v_{\mathfrak{l}_{2}}(\lambda)=2 d-1}\right)\right) \phi(m, \lambda)
\end{aligned}
$$

where

$$
c^{\prime}=\frac{\operatorname{meas}\left(K_{0}(\mathfrak{N})\right) \operatorname{meas}(\mathbb{A} / F)}{\operatorname{Nm}(\mathfrak{p}) \operatorname{meas}\left(K_{0}(\mathfrak{p})\right)} \text { and } \lambda=\frac{n}{m} .
$$

As discussed in 6.1.4, $\phi(m, \lambda)=0$ unless $\lambda$ lies in a compact subset of $F_{\infty}^{\times}$. For $L$ large enough we will have for the $\lambda$ occurring in $A^{\prime}(m, n)$

$$
\sum_{\mathfrak{l} \in \Lambda} v_{\mathrm{l}}(\lambda)=0 .
$$

Averaging over $m, n$ we have for $L$ large enough, we have the following bound:
Proposition 6.1.4.

$$
\left|\sum_{m \in F^{\times}} \sum_{n \in F^{\times}} A^{\prime}(m, n)\right| \ll f_{\infty}, \mathfrak{N}\|K\|_{\infty}^{2} \frac{\operatorname{Nm}(\mathfrak{p})}{L} \sum_{\substack{\mathfrak{l}_{1} \neq l_{2} \\ \mathfrak{l}_{1}, l_{2} \in \Lambda}}\left|x_{\mathfrak{l}_{1}} \overline{x_{\mathfrak{l}_{2}}}\right| .
$$

Proof. We have as discussed above,

$$
\begin{aligned}
& \left|A^{\prime}(m, n)\right| \leq c^{\prime} \mathbb{1}_{v_{\mathfrak{p}}(m) \geq-1} \mathbb{1}_{v_{\mathfrak{p}}(n) \geq-1} \mathbb{1}_{m, n \in(\operatorname{cond} \psi)(\mathfrak{p})} \mathbb{1}_{n=m \lambda} \frac{1}{\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{1} \mathfrak{l}_{2}\right)}} \\
& \left(\sum_{\substack{l_{1} \neq l_{2} \\
l_{1}, l_{2} \in \Lambda}}\left|x_{\mathfrak{l}_{1}} \overline{x_{\mathfrak{l}_{2}}}\left(\operatorname{Nm}\left(\mathfrak{l}_{2}\right) \mathbb{1}_{v_{\mathfrak{l}_{2}}(m) \geq 1} \mathbb{1}_{\lambda \in \frac{\mathfrak{l}_{1}}{\mathfrak{l}_{2}} \mathcal{O}^{\times}}+\operatorname{Nm}\left(\mathfrak{l}_{1}\right) \mathbb{1}_{v_{\mathfrak{l}_{1}}(m) \geq 1} \mathbb{1}_{\lambda \in \frac{\mathfrak{l}_{2}}{\mathfrak{l}_{1}} \mathcal{O}^{\times}}\right) K\left(m_{p}\right) \overline{K\left(-n_{p}\right)}\right|\right) \times|\phi(m, \lambda)| .
\end{aligned}
$$

This implies

$$
\begin{aligned}
& \sum_{m \in F} \sum_{n \in F}\left|A^{\prime}(m, n)\right| \leq c^{\prime} \sum_{\substack{l_{1} \neq l_{2} \\
l_{1}, l_{2} \in \Lambda}}\left|x_{\mathfrak{l}_{1}} \overline{x_{\mathfrak{l}_{2}}}\right| \mathbb{1}_{\substack{\left[l_{1}\right],\left[l_{1}\right]=\left[l_{2}\right] \in \operatorname{Cl}(\mathcal{O}) \\
\left[l^{\prime}\right)}} \frac{1}{\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{1} \mathfrak{l}_{2}\right)}} \\
& \quad\left(\sum_{m \in F^{\times}} \sum_{u \in \mathcal{O}^{\times}} \mathbb{1}_{v_{\mathfrak{p}}(m) \geq-1} \mathbb{1}_{v_{l_{2}}(m) \geq 1} \mathbb{1}_{m \in(\operatorname{cond} \psi)^{(\mathfrak{p})}} \operatorname{Nm}\left(\mathfrak{l}_{2}\right)\left|K\left(m_{p}\right) \overline{K\left(-m_{p} \lambda_{0} u\right)} \phi\left(m, \lambda_{0} u\right)\right|\right. \\
& \quad+\sum_{m \in F^{\times}} \sum_{u \in \mathcal{O}^{\times}} \mathbb{1}_{v_{\mathfrak{p}}(m) \geq-1} \mathbb{1}_{v_{l_{1}}(m) \geq 1} \mathbb{1}_{m \in(\operatorname{cond} \psi)^{(\mathfrak{p})}} \operatorname{Nm}\left(\mathfrak{l}_{1}\right) \left\lvert\, K\left(m_{p}\right) \overline{\left.\left.K\left(-m_{p} \frac{u}{\lambda_{0}}\right) \phi\left(m, \frac{u}{\lambda_{0}}\right) \right\rvert\,\right) .}\right.
\end{aligned}
$$

The sum over units is finite and of absolutely bounded length (depending only on $F, f_{\infty}$ ). The $m$ sum is over the lattice $\frac{\mathfrak{l}_{2}}{\mathfrak{p}} \operatorname{cond}(\psi)$ in the first case and over $\frac{\mathfrak{l}_{1}}{\mathfrak{p}} \operatorname{cond}(\psi)$ in the second case. The result follows by applying the lattice point counting lemma 2.8.1.

### 6.2. The non-diagonal contribution

The next case is

$$
\delta=\left(\begin{array}{cc}
0 & \mu \\
1 & 0
\end{array}\right)
$$

for $\mu \in F^{\times}$.
By explicit calculation, the stabilizer is

$$
H_{\delta}(\mathbb{A})=(e, e)
$$

So all $\delta$ 's are relevant.
With $\mu \in F^{\times}$we have

$$
\begin{aligned}
I_{\delta} & =\int_{N(\mathbb{A}) \times N(\mathbb{A})} f\left(n\left(t_{1}\right)^{-1} \delta n\left(t_{2}\right)\right) \psi\left(m t_{1}\right) \psi\left(n t_{2}\right) d n_{1} d n_{2} \\
& =\int_{\mathbb{A} \times \mathbb{A}} f\left(\begin{array}{cc}
-t_{1} & \mu-t_{1} t_{2} \\
1 & t_{2}
\end{array}\right) \psi\left(m t_{1}\right) \psi\left(n t_{2}\right) d t_{1} d t_{2} .
\end{aligned}
$$

Like in the diagonal case, the orbital integral is factorizable. We write down the nonarchimedean parts below:

If $f=h[1] * h[1]^{*}$,

$$
\left.I_{\delta, f}=\int_{\mathbb{A}_{f} \times \mathbb{A}_{f}} \int_{\overline{G\left(\mathbb{A}_{f}\right)}} h[1]\left(\begin{array}{cc}
-t_{1}^{\prime} & \mu-t_{1}^{\prime} t_{2}^{\prime} \\
1 & t_{2}^{\prime}
\end{array}\right) g^{-1}\right) \overline{h[1]\left(g^{-1}\right)} \psi\left(m t_{1}^{\prime}\right) \psi\left(n t_{2}^{\prime}\right) d t_{1}^{\prime} d t_{2}^{\prime} d g .
$$

Considering the support of $h[1]$ and computing determinants, we conclude that there exists $c \in \mathbb{A}_{f}^{\times}$(unique upto multiplication by an element of $\widehat{\mathcal{O}} \times$ ) s.t.

$$
c^{2} \mu \in \widehat{\mathcal{O}}^{\times}
$$

For any such choice of $c \in \mathbb{A}_{f}^{\times}$, let us make a change of variables $t_{1}=c t_{1}^{\prime}$ and $t_{2}=c t_{2}^{\prime}$ to get

$$
\left.I_{\delta, f}=\frac{1}{\|c\|_{\mathbb{A}_{f}}^{2}} \int_{\mathbb{A}_{f} \times \mathbb{A}_{f}} \int_{G\left(\mathbb{A}_{f}\right)} h[1]\left(\begin{array}{cc}
-t_{1} & c \mu-\frac{t_{1} t_{2}}{c} \\
c & t_{2}
\end{array}\right) g^{-1}\right) \overline{h[1]\left(g^{-1}\right)} \psi\left(\frac{m t_{1}-n t_{2}}{c}\right) d t_{1} d t_{2} d g
$$

If $f=h\left[\mathfrak{l}_{1}\right] * h\left[\mathfrak{l}_{2}\right]^{*}$

$$
\left.I_{\delta, f}=\int_{\mathbb{A}_{f} \times \mathbb{A}_{f}} \int_{G\left(\mathbb{A}_{f}\right)} h_{f}\left[\mathfrak{l}_{1}\right]\left(\begin{array}{cc}
-t_{1}^{\prime} & \mu-t_{1}^{\prime} t_{2}^{\prime} \\
1 & t_{2}^{\prime}
\end{array}\right) g^{-1}\right) \overline{h_{f}\left[\mathfrak{l}_{2}\right]\left(g^{-1}\right)} \psi\left(m t_{1}^{\prime}\right) \psi\left(n t_{2}^{\prime}\right) d t_{1}^{\prime} d t_{2}^{\prime} d g .
$$

Considering the support of $h_{f}[l]$ and computing determinants, we conclude that there exists $c \in \mathbb{A}_{f}^{\times}$(unique upto multiplication by an element of $\widehat{\mathcal{O}}^{\times}$) s.t.

$$
c^{2} \mu \in \frac{\mathfrak{l}_{1}}{\mathfrak{l}_{2}} \widehat{\mathcal{O}}^{\times} .
$$

For any such choice of $c \in \mathbb{A}_{f}^{\times}$, let us make a change of variables $t_{1}=c t_{1}^{\prime}$ and $t_{2}=c t_{2}^{\prime}$ to get

$$
\left.\left.I_{\delta, f}=\frac{1}{\|c\|_{\mathbb{A}_{f}}^{2}} \int_{\mathbb{A}_{f} \times \mathbb{A}_{f}} \int h_{f}\left[\mathfrak{l}_{1}\right]\left(\begin{array}{cc}
-t_{1} & c \mu-\frac{t_{1} t_{2}}{c} \\
c & t_{2}
\end{array}\right) g^{-1}\right) \overline{h_{f}\left[\mathbb{A}_{2}\right]}\right]\left(g^{-1}\right) \psi\left(\frac{m t_{1}-n t_{2}}{c}\right) d t_{1} d t_{2} d g .
$$

Note that $c$ is an idèle as defined above, but in what follows we will also denote the components of $c$ by $c$ so as not to overload notation. The reader may be able to understand which local component is meant, from context.
6.2.1. Local computation for $\mathfrak{q} \nmid \mathfrak{l}_{1} \mathfrak{l}_{2} \mathfrak{p}$. Let $S$ be the set of finite places coprime to $\mathfrak{l}_{1} \mathfrak{l}_{2} \mathfrak{p}$. Let us calculate:

$$
\left.\int_{\mathbb{A}_{S} \times \mathbb{A}_{S}} \int_{\frac{G\left(\mathbb{A}_{S}\right)}{}} h_{1}\left(\begin{array}{cc}
-t_{1} & c \mu-\frac{t_{1} t_{2}}{c} \\
c & t_{2}
\end{array}\right) g^{-1}\right) \overline{h_{2}\left(g^{-1}\right)} \psi\left(\frac{m t_{1}-n t_{2}}{c}\right) d t_{1} d t_{2} d g
$$

where $\left(h_{1}, h_{2}\right)=\left(h_{S}\left[\mathfrak{l}_{1}\right], h_{S}\left[\mathfrak{l}_{2}\right]\right)$ or $\left(h_{1}, h_{2}\right)=\left(h_{\mathfrak{p}, S}, h_{\mathfrak{p}, S}\right)$. Recall that $h_{S}=\mathbb{1}_{K_{0}(\mathfrak{N})_{S} Z\left(\mathbb{A}_{S}\right)}$ in both these cases, we see that the above equals:

$$
\operatorname{meas}\left(K_{0}(\mathfrak{N})\right) \int_{\widehat{\mathcal{O}}_{S} \times \widehat{\mathcal{O}}_{S}} \mathbb{1}_{c \in \widehat{\mathcal{O}}_{S}} \mathbb{1}_{c \in \mathfrak{N} \widehat{\mathcal{O}}_{S}} \mathbb{1}_{t_{1} t_{2}-c^{2} \mu \in c \widehat{\mathcal{O}}_{S}} \psi\left(\frac{m t_{1}-n t_{2}}{c}\right) d t_{1} d t_{2} .
$$

Since the integrand is constant on cosets of $c \widehat{\mathcal{O}}_{s}$, it follows that

$$
\begin{aligned}
& \left.\int_{\mathbb{A}_{S} \times \mathbb{A}_{S}} \int_{\overline{G\left(\mathbb{A}_{S}\right)}} h_{1}\left(\begin{array}{cc}
-t_{1} & c \mu-\frac{t_{1} t_{2}}{c} \\
c & t_{2}
\end{array}\right) g^{-1}\right) \overline{h_{2}\left(g^{-1}\right)} \psi\left(\frac{m t_{1}-n t_{2}}{c}\right) d t_{1} d t_{2} d g \\
& =\operatorname{meas}\left(K_{0}(\mathfrak{N})\right)\left(\operatorname{meas}\left(c \widehat{\mathcal{O}}_{s}\right)\right)^{2} \mathbb{1}_{c \in \mathfrak{N} \widehat{\mathcal{O}}_{S}} \mathbb{1}_{m \in \operatorname{cond}(\psi)_{S}} \mathbb{1}_{n \in \operatorname{cond}(\psi)_{S}} \sum_{\substack{s_{1}, s_{2} \in \widehat{\mathcal{O}}_{s} / c \widehat{\mathcal{O}}_{s} \\
s_{1} s_{2}=c^{2} \mu \bmod c \widehat{\mathcal{O}}_{s}}} \psi\left(\frac{m s_{1}-n s_{2}}{c}\right)
\end{aligned}
$$

6.2.2. Local computation at $\mathfrak{p}$. Let us calculate the local integral:

$$
\left.\begin{array}{c}
\frac{1}{\operatorname{meas}\left(K_{0}(\mathfrak{p})\right)^{2} \operatorname{Nm}(\mathfrak{p})} \sum_{a, b \in k(\mathfrak{p})} \widehat{K}(a) \overline{\widehat{K}(b)} \int_{F_{\mathfrak{p}} \times F_{\mathfrak{p}}} \int_{\bar{G}\left(F_{\mathfrak{p}}\right)} \mathbb{1}_{Z\left(F_{\mathfrak{p}}\right)}\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & a \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p}) \\
\mathbb{1}_{Z\left(F_{\mathfrak{p}}\right)}\left(\begin{array}{cc}
-c t_{1}^{\prime} & c \mu-c t_{1}^{\prime} t_{2}^{\prime} \\
c & b \\
0 & 1
\end{array}\right) K_{2}^{\prime}\left(K_{0}(\mathfrak{p})\right.
\end{array} g^{-1}\right) \psi_{\mathfrak{p}}\left(m t_{1}^{\prime}+n t_{2}^{\prime}\right) d g d t_{1}^{\prime} d t_{2}^{\prime} .
$$

We make the change of variables:

$$
\begin{aligned}
& t_{1}=c\left(t_{1}^{\prime}+a\right) \\
& t_{2}=c\left(t_{2}^{\prime}+b\right)
\end{aligned}
$$

to get

$$
\begin{aligned}
& \frac{1}{\operatorname{meas}\left(K_{0}(\mathfrak{p})\right)^{2} \operatorname{Nm}(\mathfrak{p})} \frac{1}{|c|_{\mathfrak{p}}^{2}} \sum_{a, b \in k(\mathfrak{p})} \widehat{K}(a) \widehat{\widehat{K}(b)} \psi_{\mathfrak{p}}(-(m a+n b)) \\
& \int_{F_{\mathfrak{p}} \times F_{\mathfrak{p}}} \int_{\bar{G}\left(F_{\mathfrak{p}}\right)} \mathbb{1}_{Z\left(F_{\mathfrak{p}}\right)}\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & a \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p}) \\
& \left.\left(\begin{array}{cc}
-t_{1}+a c & c \mu-c\left(\frac{t_{1}}{c}-a\right)\left(\frac{t_{2}}{c}-b\right) \\
c & t_{2}-b c
\end{array}\right) g^{-1}\right) \\
& \mathbb{1}_{Z\left(F_{\mathfrak{p}}\right)}\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & b \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p})
\end{aligned}\left(g^{-1}\right) \psi_{\mathfrak{p}}\left(\frac{m t_{1}-n t_{2}}{c}\right) d g d t_{1} d t_{2} . \quad .
$$

We want to understand when we have

$$
\left(\begin{array}{cc}
-\varpi_{\mathfrak{p}} t_{1}+a c \varpi_{\mathfrak{p}} & c \mu-c\left(\frac{t_{1}}{c}-a\right)\left(\frac{t_{2}}{c}-b\right)-b t_{1}+a b c \\
c \varpi_{\mathfrak{p}} & t_{2}
\end{array}\right) \in\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & a \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p}) .
$$

This is equivalent to demanding:

$$
\left(\begin{array}{cc}
-t_{1} & \frac{\left(c^{2} \mu-t_{1} t_{2}\right)}{c \varpi_{\mathfrak{p}}} \\
c \varpi_{\mathfrak{p}} & t_{2}
\end{array}\right) \in K_{0}(\mathfrak{p}) .
$$

Therefore

$$
\left.\begin{array}{r}
\mathbb{1}_{Z\left(F_{\mathfrak{p}}\right)}\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & a \\
0 & 1
\end{array}\right) K_{0}(\mathfrak{p})
\end{array} \begin{array}{cc}
-t_{1}+a c & c \mu-c\left(\frac{t_{1}}{c}-a\right)\left(\frac{t_{2}}{c}-b\right) \\
c & t_{2}-b c
\end{array}\right) g^{-1} \mathbb{1}_{Z\left(F_{\mathfrak{p}}\right)}\left(\begin{array}{cc}
\varpi_{\mathfrak{p}} & b \\
0 & 1
\end{array}\right) \underset{K_{0}(\mathfrak{p})}{ }\left(g^{-1}\right)
$$

The integral evaluates to

$$
\begin{aligned}
& \frac{1}{\operatorname{meas}\left(K_{0}(\mathfrak{p})\right) \operatorname{Nm}(\mathfrak{p})} \frac{1}{|c|_{\mathfrak{p}}^{2}} \mathbb{1}_{v_{\mathfrak{p}}(c) \geq 0} \sum_{a, b \in \mathbb{F}_{p}} \widehat{K}(a) \overline{\widehat{K}(b)} \psi_{\mathfrak{p}}(-(m a+n b)) \\
& \int_{\mathcal{O}_{\mathfrak{p}} \times \mathcal{O}_{\mathfrak{p}}} \mathbb{1}_{t_{1} t_{2} \equiv c^{2} \mu \bmod c \varpi_{\mathfrak{p}}} \psi_{\mathfrak{p}}\left(\frac{m t_{1}-n t_{2}}{c}\right) d t_{1} d t_{2} .
\end{aligned}
$$

The integrand is constant on cosets modulo $c \varpi_{\mathfrak{p}}$, so we get

$$
\begin{aligned}
& \mathbb{1}_{v_{\mathfrak{p}}(c) \geq 0} \frac{1}{\operatorname{meas}\left(K_{0}(\mathfrak{p})\right) \operatorname{Nm}(\mathfrak{p})} \sum_{a, b \in \mathbb{F}_{p}} \widehat{K}(a) \overline{\widehat{K}(b)} \psi_{\mathfrak{p}}(-(m a+n b)) \\
& \sum_{\substack{s_{1}, s_{2} \in \mathcal{O}_{\mathfrak{p}} / c \varpi_{\mathfrak{p}} \mathcal{O}_{\mathfrak{p}} \\
s_{1} s_{2} \equiv c^{2} \mu}} \psi\left(\frac{m s_{1}-n s_{2}}{c}\right) \int_{\varpi_{\mathfrak{p}} \mathcal{O}_{\mathfrak{p}} \times \varpi_{\mathfrak{p}} \mathcal{O}_{\mathfrak{p}}} \psi_{\mathfrak{p}}\left(m t_{1}-n t_{2}\right) d t_{1} d t_{2}
\end{aligned}
$$

The local integral at $\mathfrak{p}$ is

$$
\mathbb{1}_{v_{\mathfrak{p}}(c) \geq 0} \frac{1}{\operatorname{meas}\left(K_{0}(\mathfrak{p})\right)(\operatorname{Nm}(\mathfrak{p}))^{2}} \mathbb{1}_{v_{\mathfrak{p}}(m) \geq-1} \mathbb{1}_{v_{\mathfrak{p}}(n) \geq-1} K\left(m_{\mathfrak{p}}\right) \overline{K\left(-n_{\mathfrak{p}}\right)}
$$

Recall our assumption that $\mathfrak{p}$ is large enough so that $\operatorname{cond}(\psi)$ and $\mathfrak{p}$ are coprime.
6.2.3. Local computation at $\mathfrak{q} \mid \mathfrak{l}_{1} \mathfrak{l}_{2}, \mathfrak{l}_{1} \neq \mathfrak{l}_{2}$. Let $\mathfrak{q}=\mathfrak{l}_{1}$. Looking at determinants we can choose $c \in \mathbb{A}_{f}^{\times}$in such a way that $c_{\mathfrak{q}}^{2} \mu \in \mathfrak{l}_{1} \mathcal{O}_{\mathfrak{q}}^{\times}$. We need to calculate the local integral:

$$
\frac{1}{\sqrt{N m\left(\mathfrak{l}_{1}\right)}} \int_{F_{\mathfrak{q}} \times F_{\mathfrak{q}}} \int_{G\left(F_{\mathfrak{q}}\right)} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{1}\right)_{\mathfrak{q}}}\left(\begin{array}{cc}
-c t_{1} & c \mu-c t_{1} t_{2} \\
c & c t_{2}
\end{array}\right) g^{-1} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{2}\right)_{\mathfrak{q}}}\left(g^{-1}\right) \psi_{\mathfrak{q}}\left(m t_{1}-n t_{2}\right) d g d t_{1} d t_{2}
$$

where

$$
\begin{gathered}
M(\mathfrak{l})_{\mathfrak{q}}=\left\{M \in M_{2}\left(\mathcal{O}_{\mathfrak{q}}\right) \mid \operatorname{det}(M) \in \mathfrak{l} \mathcal{O}_{\mathfrak{q}}^{\times}\right\} . \\
=\frac{1}{\sqrt{N m\left(\mathfrak{l}_{1}\right)}} \int_{F_{\mathfrak{q}} \times F_{\mathfrak{q}}} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{1}\right)_{\mathfrak{q}}}\left(\begin{array}{cc}
-c t_{1} & c \mu-c t_{1} t_{2} \\
c & c t_{2}
\end{array}\right) \psi_{\mathfrak{q}}\left(m t_{1}-n t_{2}\right) d t_{1} d t_{2} .
\end{gathered}
$$

Changing variables we need to look at

$$
\frac{1}{|c|^{2}} \frac{1}{\sqrt{N m\left(\mathfrak{l}_{1}\right)}} \int_{F_{\mathfrak{q}} \times F_{\mathfrak{q}}} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{1}\right)_{\mathfrak{q}}}\left(\begin{array}{cc}
-t_{1} & c \mu-\frac{t_{1} t_{2}}{c} \\
t_{2}
\end{array}\right) \psi_{\mathfrak{q}}\left(\frac{m t_{1}-n t_{2}}{c}\right) d t_{1} d t_{2}
$$

$$
\begin{aligned}
& =\frac{1}{\sqrt{N m\left(\mathfrak{l}_{1}\right)}} \frac{1}{|c|^{2}} \int_{\mathcal{O}_{\mathfrak{q}} \times \mathcal{O}_{\mathfrak{q}}} \mathbb{1}_{c^{2} \mu-t_{1} t_{2} \in c \mathcal{O}_{\mathbb{q}} \mathbb{1}_{c \in \mathcal{O}_{\mathfrak{q}}} \psi_{\mathfrak{q}}\left(\frac{m t_{1}-n t_{2}}{c}\right) d t_{1} d t_{2}}^{=\frac{1}{\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{1}\right)}} \mathbb{1}_{c \in \mathcal{O}_{\mathfrak{q}}} \mathbb{1}_{m \in \mathcal{O}_{\mathfrak{q}}} \mathbb{1}_{n \in \mathcal{O}_{\mathfrak{q}}} \sum_{\substack{s_{1}, s_{2} \in \mathcal{O}_{\mathfrak{q}} / \mathcal{C O}_{\mathfrak{q}} \\
s_{1} s_{2} \equiv c^{2} \mu \bmod c \mathcal{O}_{\mathfrak{q}}}} \psi_{\mathfrak{q}}\left(\frac{m s_{1}-n s_{2}}{c}\right) .} \$ .
\end{aligned}
$$

Recall our assumption that $\mathfrak{l}_{1}$ is large enough s.t. $\operatorname{cond}(\psi)$ and $\mathfrak{l}_{1}$ are coprime.
The local integral at place $\mathfrak{l}_{1}$ is

Now let $\mathfrak{q}=\mathfrak{l}_{2}$. Looking at determinants we can choose $c \in \mathbb{A}_{f}^{\times}$in such a way that $c_{\mathfrak{q}}^{2} \mu \in \frac{1}{l_{2}} \mathcal{O}_{\mathfrak{q}}^{\times}$. We need to calculate the local integral:

$$
\frac{1}{\sqrt{N m\left(\mathfrak{l}_{2}\right)}} \int_{F_{\mathfrak{q}} \times F_{\mathfrak{q}}} \int_{G\left(F_{\mathfrak{q}}\right)} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{1}\right)_{\mathfrak{q}}}\left(\begin{array}{cc}
-c t_{1} & c \mu-c t_{1} t_{2} \\
c & c t_{2}
\end{array}\right) g^{-1} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{2}\right)_{\mathfrak{q}}}\left(g^{-1}\right) \psi_{\mathfrak{q}}\left(m t_{1}-n t_{2}\right) d g d t_{1} d t_{2}
$$

where

$$
\begin{gathered}
M\left(\mathfrak{l}_{\mathfrak{q}}=\left\{M \in M_{2}\left(\mathcal{O}_{\mathfrak{q}}\right) \mid \operatorname{det}(M) \in \mathfrak{l} \mathcal{O}_{\mathfrak{q}}^{\times}\right\} .\right. \\
=\frac{1}{\sqrt{N m\left(\mathfrak{l}_{2}\right)}} \int_{F_{\mathfrak{q}} \times F_{\mathfrak{q}} \frac{t^{\prime}}{G\left(F_{\mathfrak{q}}\right)}} \int \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{2}\right)_{\mathfrak{q}}}\left(\begin{array}{cc}
\frac{t_{2}}{c \mu} & \frac{t_{1} t_{2}}{c \mu}-\frac{1}{c} \\
\frac{-1}{c \mu} & \frac{-t_{1}}{c \mu}
\end{array}\right) g^{-1} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{1}\right)_{\mathfrak{q}}}\left(g^{-1}\right) \psi_{\mathfrak{q}}\left(m t_{1}-n t_{2}\right) d g d t_{1} d t_{2} \\
=\frac{1}{\sqrt{N m\left(\mathfrak{l}_{2}\right)}} \int_{F_{\mathfrak{q}} \times F_{\mathfrak{q}}} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{2}\right)_{\mathfrak{q}}}\left(\begin{array}{cc}
\frac{t_{2}}{c \mu} & \frac{t_{1} t_{2}}{c \mu}-\frac{1}{c} \\
\frac{-1}{c \mu} & \frac{-t_{1}}{c \mu}
\end{array}\right) \psi_{\mathfrak{q}}\left(m t_{1}-n t_{2}\right) d t_{1} d t_{2} .
\end{gathered}
$$

Changing variables we need to consider:

$$
=\frac{1}{\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{2}\right)}}|c \mu|^{2} \int_{F_{\mathfrak{q}} \times F_{\mathfrak{q}}} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{2}\right)_{\mathfrak{q}}}\left(\begin{array}{cc}
t_{2} & c \mu t_{1} t_{2}-\frac{1}{c} \\
\frac{-1}{c \mu} & -t_{1}
\end{array}\right) \psi_{\mathfrak{q}}\left(\left(m t_{1}-n t_{2}\right) c \mu\right) d t_{1} d t_{2} .
$$

Denote $c^{\prime}:=\frac{1}{c \mu}$.

$$
\begin{aligned}
& =\frac{1}{\sqrt{N m\left(\mathfrak{l}_{2}\right)}} \frac{1}{\left|c^{\prime}\right|^{2}} \int_{F_{\mathfrak{q}} \times F_{\mathfrak{q}}} \mathbb{1}_{Z\left(F_{\mathfrak{q}}\right) M\left(\mathfrak{l}_{2}\right)_{\mathfrak{q}}}\left(\begin{array}{cc}
t_{2} & \frac{t_{1} t_{2}}{c^{\prime}}-c^{\prime} \mu \\
-c^{\prime} & -t_{1}
\end{array}\right) \psi_{\mathfrak{q}}\left(\frac{m t_{1}-n t_{2}}{c^{\prime}}\right) d t_{1} d t_{2} \\
& =\frac{1}{\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{2}\right)}} \mathbb{1}_{c^{\prime} \in \mathcal{O}_{\mathfrak{q}}} \mathbb{1}_{m \mathcal{O}_{\mathfrak{q}} \subseteq \mathcal{O}_{\mathfrak{q}} \mathbb{1}_{n \mathcal{O}_{\mathfrak{q}} \subseteq \mathcal{O}_{\mathfrak{q}}} \sum_{\substack{s_{1}, s_{2} \in \mathcal{O}_{\mathfrak{q}} / c^{\prime} \mathcal{O}_{\mathfrak{q}} \\
s_{1} s_{2} \equiv\left(c^{\prime}\right)^{2} \mu \bmod c^{\prime} \mathcal{O}_{\mathfrak{q}}}} \psi_{\mathfrak{q}}\left(\frac{m s_{1}-n s_{2}}{c^{\prime}}\right) .} .
\end{aligned}
$$

6.2.4. Archimedean local computation. The archimedean local component is given by

$$
\phi(m, n, \mu)=\int_{F_{\infty} \times F_{\infty}} f_{\infty}\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]\left(\begin{array}{cc}
-t_{1} & \mu-t_{1} t_{2} \\
1 & t_{2}
\end{array}\right) \psi\left(m t_{1}\right) \psi\left(n t_{2}\right) d t_{1} d t_{2} .
$$

Since $f_{\infty}\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]$ is compactly supported on $\mathrm{PGL}_{2}\left(F_{\infty}\right)$, we conclude that $\phi(m, n, \mu)=0$ except for $\mu$ that satisfies

$$
|\mu|_{v} \gg_{f, F} 1 \text { for every } v \mid \infty .
$$

Further since $f_{\infty}\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]$ is smooth, $\phi(m, n, \mu)$ is a Schwartz function on $m, n$.
For later computations we will also need to compute the Fourier transform. It has the following simple shape

$$
\hat{\phi}(m, n, \mu)=f_{\infty}\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]\left(\begin{array}{cc}
m & \mu-m n \\
1 & -n
\end{array}\right) .
$$

6.2.5. The non-diagonal contribution and bounds. First we would like to define some Kloostermann sums: Let $S$ be a set of finite places and let $a, b, c, d \in \widehat{\mathcal{O}}_{S}$. Recall that $\widehat{\mathcal{O}}_{S}:=\prod_{q \in S} \mathcal{O}_{\mathfrak{q}}$.

We denote

$$
\mathrm{Kl}_{S}(a, b, d ; c)=\sum_{\substack{s_{1}, s_{2} \in \widehat{\mathcal{O}}_{S_{S}} / \widehat{\mathcal{O}}_{S} \\ s_{1} s_{2} \equiv d}} \psi_{S}\left(\frac{a s_{1}+b s_{2}}{c}\right)
$$

and by

$$
\mathrm{Kl}_{S}(a, b ; c)=\sum_{\substack{s_{1}, s_{2} \in \widehat{\mathcal{O}}_{S} / c \widehat{\mathcal{O}}_{S} \\ s_{1} S_{2}=1}} \psi_{S}\left(\frac{a s_{1}+b s_{2}}{c}\right) .
$$

We will write $\mathrm{Kl}(a, b, d ; c)$ instead of $\mathrm{Kl}_{S}(a, b, d ; c)$ and $\mathrm{Kl}(a, b ; c)$ instead of $\mathrm{Kl}_{S}(a, b ; c)$ when the set of places is clear from context, in order to simplify notation.

Note if $d \in \widehat{\mathcal{O}_{S}}$, then $\operatorname{Kl}(a, b, d ; c)=\operatorname{Kl}(a, d b ; c)=\operatorname{Kl}(a d, b ; c)$.
6.2.5.1. Non-diagonal contribution for $f=h[1] * h[1]^{*}$. Let

$$
C_{0}(\mathfrak{p})=\frac{1}{\operatorname{meas}\left(K_{0}(\mathfrak{p})\right) \operatorname{meas}\left(K_{0}(\mathfrak{N})\right)(\operatorname{Nm}(\mathfrak{p}))^{2}}
$$

We will drop the dependence on $\mathfrak{p}$ in the sequel for simplicity.
Combining the results of sections $\S 6.2 .1, \S 6.2 .2$ we get the following proposition
Proposition 6.2.1. The non-diagonal contribution to the geometric side is given by

$$
\begin{aligned}
B(m, n)=C_{0} \sum_{\mu \in \mathcal{C}} \mathbb{1}_{c \in \mathfrak{N} \widehat{\mathcal{O}} \mathbb{1}_{m \varpi_{\mathfrak{p}} \in \widehat{\mathcal{O}}} \mathbb{1}_{n \varpi_{\mathfrak{p}} \in \widehat{\mathcal{O}}} \mathrm{Kl}\left(m \varpi_{\mathfrak{p}}, n \varpi_{\mathfrak{p}}, c_{\mathfrak{p}}^{2} \mu ; c_{\mathfrak{p}} \varpi_{\mathfrak{p}}\right)} \\
\quad \mathrm{Kl}\left(m, n, c_{S}^{2} \mu ; c_{S}\right) K\left(m_{\mathfrak{p}}\right) \overline{K\left(-n_{\mathfrak{p}}\right)} \phi(m, n, \mu)
\end{aligned}
$$

where

$$
\mathcal{C}=F^{\times} \cap\left(\mathbb{A}_{f}^{\times}\right)^{2} \widehat{\mathcal{O}}^{\times}
$$

This is exactly the set of rational elements that have an even valuation at all the places. $c \in \mathbb{A}_{f}^{\times}$is any idele satisfying

$$
c^{2} \mu \in \widehat{\mathcal{O}}^{\times}
$$

The choice of $c$ for a given $\mu$ is not unique. Two possible choices of $c$ differ by multiplying by an element of $\widehat{\mathcal{O}^{\times}}$. Each summand however is independent of this choice.

Observation 6.2.2. As discussed in §6.2.4 $|\mu|_{\infty}>_{f, F} 1$,

$$
|c|_{\mathbb{A}_{f}} \gg_{f, F} 1 .
$$

The choice of $c$ is only up to multiplication by an element of $\widehat{\mathcal{O}}^{\times}$, so we may think of the ideal that corresponds to $c$, and the above inequality implies the norm of that ideal is bounded.

Observe that in the sum the c that appears has to be integral. We have in conclusion

$$
1 \ll f, F|c|_{\mathbb{A}_{f}} \ll 1 .
$$

So for sufficiently large $\operatorname{Nm}(\mathfrak{p})$, we have

$$
|c|_{\mathfrak{p}}=1 .
$$

We wish to analyse and bound the sum

$$
\sum_{m, n \in F} B(m, n)
$$

using the adelic Poisson summation formula. Note that $B(m, n)$ is indeed a Schwartz-Bruhat function of $m, n$. Recall that

$$
C_{0}=\frac{1}{\operatorname{meas}\left(K_{0}(\mathfrak{p})\right) \operatorname{meas}\left(K_{0}(\mathfrak{N})\right)(\operatorname{Nm}(\mathfrak{p}))^{2}}
$$

Proposition 6.2.3. The adelic Fourier transform of $B(m, n)$ is given by

$$
\begin{aligned}
\widehat{B}(m, n)=C_{0} . \operatorname{Nm}(\mathfrak{p}) \sum_{\mu \in \mathcal{C}} \sum_{\substack{t_{1} t_{2}=c^{2} \mu \\
\bmod c w_{\mathfrak{p}}}} \mathbb{1}_{c \in \mathfrak{N} \widehat{\mathcal{O}} \mathbb{1}_{m+\frac{t_{1}}{c} \in \operatorname{cond}(\psi)} \mathbb{1}_{n+\frac{t_{2}}{c} \in \operatorname{cond}(\psi)}} \\
\widehat{K}\left(m+\frac{t_{1}}{c}\right) \overline{\widehat{K}\left(n+\frac{t_{2}}{c}\right)} \widehat{\phi}(m, n, \mu) .
\end{aligned}
$$

Proposition 6.2.4. For $\operatorname{Nm}(\mathfrak{p})$ large enough as in 6.2.2, we have the following bound

$$
\left|\sum_{m, n} \widehat{B}(m, n)\right|<{f_{\infty}} \operatorname{cond}(K)^{4} \operatorname{Nm}(\mathfrak{p}) .
$$

where $\operatorname{cond}(K)$ is the smallest conductor among all sheaves whose trace function is $K$.
Proof. First note that we have

$$
C_{0} . \operatorname{Nm}(\mathfrak{p}) \ll_{F, \mathfrak{N}} 1
$$

Since $K$ is a trace function which is not an additive character, $\widehat{K}$ is bounded independent of $\operatorname{Nm}(\mathfrak{p})$. (Recall that the Fourier transform on $k(\mathfrak{p})$ is unitarily normalised.) So bounding the summands trivially we get

$$
\begin{aligned}
& \left|\sum_{m, n} \widehat{B}(m, n)\right|=\left\lvert\, C_{0} . \operatorname{Nm}(\mathfrak{p}) \sum_{m, n \in F^{\times}} \sum_{\mu \in \mathcal{C}} \sum_{\substack{t_{1} t_{2} \equiv c^{2} \mu \\
\bmod c \omega_{\mathfrak{p}}}} \mathbb{1}_{c \in \mathfrak{N} \widehat{\mathcal{O}}} \mathbb{1}_{m+\frac{t_{1}}{c} \in \operatorname{cond}(\psi)} \mathbb{1}_{n+\frac{t_{2}}{c} \in \operatorname{cond}(\psi)}\right. \\
& \left.\widehat{K}\left(m+\frac{t_{1}}{c}\right) \overline{\widehat{K}\left(n+\frac{t_{2}}{c}\right)} \widehat{\phi}(m, n, \mu) \right\rvert\, \\
& \ll{ }_{F}\|\widehat{K}\|_{\infty}^{2} \sum_{\mu \in \mathcal{C}} \mathbb{1}_{c \in \mathfrak{N} \widehat{\mathcal{O}}} \sum_{\substack{t_{1} t_{2}=c^{2} \mu \\
\bmod c \varpi_{\mathfrak{p}}}} \sum_{m, n}\left|\mathbb{1}_{m+\frac{t_{1}}{c} \in \operatorname{cond}(\psi)} \mathbb{1}_{n+\frac{t_{2}}{c} \in \operatorname{cond}(\psi)} \widehat{\phi}(m, n, \mu)\right| .
\end{aligned}
$$

The innermost sum in terms of $m, n$ is absolutely bounded uniformly in $t_{1}, t_{2}$. The bound depends on the test function $f_{\infty}$. So we get

$$
\left|\sum_{m, n} \widehat{B}(m, n)\right|<_{F, f_{\infty}}\|\widehat{K}\|_{\infty}^{2} \sum_{\mu \in \mathcal{C}} \mathbb{1}_{c \in \mathfrak{N} \widehat{\mathcal{O}}} \sum_{\substack{t_{1} t_{2}=c^{2} \mu \\ \text { mod } c \varpi_{\mathfrak{p}}}} 1
$$

Proceeding further,

$$
\left|\sum_{m, n} \widehat{B}(m, n)\right|<_{F, f_{\infty}}\|\widehat{K}\|_{\infty}^{2}|c|_{\mathbb{A}_{f}}^{-1} \operatorname{Nm}(\mathfrak{p}) \ll_{F, f_{\infty}}\|\widehat{K}\|_{\infty}^{2} \operatorname{Nm}(\mathfrak{p})
$$

In the first inequality we use the fact that the $\mu$-sum is of absolutely bounded length (depending on the test function). From observation 6.2.2 we know that $|c|_{\mathbb{A}_{f}} \gg 1$ so the last inequality follows. Finally since we have assumed the sheaf $\mathcal{F}$ underlying the trace function $K$ is Fourier, the correlation sum of the trace function with the additive character satisfies square root cancellation i.e.

$$
\|\widehat{K}\|_{\infty} \ll \operatorname{cond}(K)^{2}
$$

We refer the reader to section $\S 3.4$.
6.2.5.2. Non-diagonal contribution for $f=\sum_{\mathfrak{l}_{1} \neq \mathfrak{l}_{2}} x_{\mathfrak{l}_{1}} \overline{x_{2}} h\left[\mathfrak{l}_{1}\right] * h\left[\mathfrak{l}_{2}\right]^{*}$. Let $S\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]$ denote the set of finite places not dividing $\mathfrak{l}_{1} \mathfrak{l}_{2}$ and $S^{\prime}\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]$ denote the set of finite places not dividing $\mathfrak{l}_{1} \mathfrak{l}_{2} \mathfrak{p}$. For every $\mathfrak{l}_{1}, \mathfrak{l}_{2}$ and $\mu$ we choose $c \in \mathbb{A}_{f}^{\times}$s.t. $c^{2} \mu \in \frac{\varpi_{l_{1}}}{\varpi_{\mathfrak{l}_{2}}} \widehat{\mathcal{O}}^{\times}$. We don't denote explicitly the dependence of c on $\mathfrak{l}_{1}, \mathfrak{l}_{2}, \mu$ to not overload the notation.

Proposition 6.2.5. The non-diagonal contribution to the geometric side is given by

$$
\begin{aligned}
& B^{\prime}(m, n)= C_{0} \cdot \frac{\operatorname{Nm}(\mathfrak{p})}{\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{1} \mathfrak{l}_{2}\right)}} \sum_{\substack{\mathfrak{l}_{1} \not \mathfrak{l}_{2} \\
\mathfrak{l}_{1}, l_{2} \in \Lambda}} \sum_{\mu \in \mathcal{C}_{\mathfrak{l}_{1}, \mathfrak{l}_{2}}} \mathbb{1}_{c_{S\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]} \in \mathfrak{N} \widehat{\mathcal{O}}_{S\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]}} \mathbb{1}_{m \varpi_{\mathfrak{p}} \in \widehat{\mathcal{O}}} \mathbb{1}_{n \varpi_{\mathfrak{p}} \in \widehat{\mathcal{O}}} \\
& \mathrm{Kl}\left(m \varpi_{\mathfrak{p}}, n \varpi_{\mathfrak{p}}, c_{\mathfrak{p}}^{2} \mu ; c_{\mathfrak{p}} \varpi_{\mathfrak{p}}\right) \mathrm{Kl}\left(m, n, c_{S^{\prime}\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]}^{2} \mu ; c_{S^{\prime}\left[\mathfrak{l}_{1}, \mathfrak{l}_{2}\right]}\right) K\left(m_{\mathfrak{p}}\right) \overline{K\left(-n_{\mathfrak{p}}\right)} \\
& \mathbb{1}_{c_{\mathfrak{l}_{1}} \in \mathcal{O}_{\mathfrak{l}_{1}}} \mathrm{Kl}\left(m, n, c_{\mathfrak{l}_{1}}^{2} \mu ; c_{\mathfrak{l}_{1}}\right) \mathbb{1}_{\frac{1}{c_{\mathfrak{l}_{2}} \mu} \in \mathcal{O}_{\mathfrak{l}_{2}}} \mathrm{Kl}\left(m, n, \frac{1}{c_{\mathfrak{l}_{2}}^{2} \mu} ; \frac{1}{c_{\mathfrak{l}_{2}} \mu}\right) \phi(m, n, \mu) .
\end{aligned}
$$

Here

$$
\mathcal{C}_{\mathfrak{l}_{1}, \mathfrak{l}_{2}}=F^{\times} \cap\left(\mathbb{A}_{f}^{\times}\right)^{2} \frac{\varpi_{\mathfrak{l}_{1}}}{\varpi_{\mathfrak{l}_{2}}} \widehat{\mathcal{O}}^{\times} .
$$

For $\mu \in \mathcal{C}_{\mathfrak{l}_{1}, \mathrm{l}_{2}}, c \in \mathbb{A}_{f}^{\times}$is any idele satisfying

$$
c^{2} \mu \in \frac{\varpi_{\mathfrak{l}_{1}}}{\varpi_{\mathfrak{l}_{2}}} \widehat{\mathcal{O}}^{\times} .
$$

The choice of c for a given $\mu$ is not unique. Two possible choices of $c$ differ by multiplying by an element of $\widehat{\mathcal{O}^{\times}}$. Each summand however is independent of this choice.

ObSERVATION 6.2.6. Since $|\mu|_{\infty} \gg_{f_{\infty}, F} 1$ and elements in $\Lambda$ are of the same size, we have

$$
|c|_{\mathbb{A}_{f}} \gg f_{f_{\infty}, F} 1 .
$$

The choice of c is only up to multiplication by an element of $\widehat{\mathcal{O}}^{\times}$, so we may think of the ideal that corresponds to $c$, and the above inequality implies the norm of that ideal is bounded.

Observe that in the sum $c \varpi_{\mathfrak{l}_{2}}$ has to be integral. We have in conclusion

$$
1<_{f, F}|c|_{\mathbb{A}_{f}} \ll L
$$

or more precisely

$$
1 \ll{ }_{f, F}|c|_{\mathbb{A}_{f}}
$$

and

$$
\left|c \varpi_{\mathfrak{l}_{2}}\right|_{\mathbb{A}_{f}} \leq 1
$$

We will take all the places in $\Lambda$ to have the same size $L$ (i.e. $L \leq \operatorname{Nm}(\mathfrak{l}) \leq 2 L$ ) and we will let $\operatorname{Nm}(\mathfrak{p}) \rightarrow \infty$ and places in $\Lambda$ go to infinity s.t. $\frac{\operatorname{Nm}(\mathfrak{p})}{L} \rightarrow \infty$.

So for sufficiently large (depending on $f_{\infty}$ ) $\mathfrak{p}$ and $L$, we have

$$
\left|c_{\mathfrak{p}}\right|_{\mathfrak{p}}=1 \text { and }\left.\left|c_{\mathfrak{l}_{2}}\right|\right|_{\mathfrak{r}_{2}} \geq 1
$$

in the sum.
We wish to now analyse and bound the sum

$$
\sum_{m, n \in F} B^{\prime}(m, n)
$$

using the adelic Poisson summation formula. Note that $B^{\prime}(m, n)$ is indeed a Schwartz-Bruhat function of $m, n$.

Proposition 6.2.7. The adelic Fourier transform of $B^{\prime}(m, n)$ is given by

$$
\begin{aligned}
\widehat{B^{\prime}}(m, n)=C_{0} \cdot \frac{\operatorname{Nm}(\mathfrak{p})}{\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{1} \mathfrak{l}_{2}\right)}} \sum_{\substack{\mathfrak{l}_{1} \neq \mathfrak{l}_{2} \\
\mathfrak{l}_{1}, l_{2} \in \Lambda}} \sum_{\mu \in \mathcal{L}_{\mathfrak{l}_{1}, l_{2}}}\left(\mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c \in \mathfrak{N} \widehat{\mathcal{O}}} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c m \in \widehat{\mathcal{O}}} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c n \in \widehat{\mathcal{O}}}\right. \\
\mathscr{C}\left(K, \gamma_{m, n}(\mu)\right) \mathbb{1}_{\left.m n \in \mu+\frac{1}{\varpi_{\mathfrak{l}_{2}}} \widehat{\mathcal{O}} \widehat{\phi}(m, n, \mu)\right) .}
\end{aligned}
$$

Note that

$$
\mathscr{C}\left(K, \gamma_{m, n}(\mu)\right)=\sum_{z \in k(\mathfrak{p})} \widehat{K}\left(\gamma_{m, n}(\mu) z\right) \overline{\widehat{K}(z)}
$$

is the correlation sum with

$$
\gamma_{m, n}(\mu)=\left(\begin{array}{cc}
m & \mu-m n \\
1 & -n
\end{array}\right) \in \mathrm{PGL}_{2}(k(\mathfrak{p}))
$$

Recall that

$$
\widehat{\phi}(m, n, \mu)=f_{\infty}\left(\begin{array}{cc}
m & \mu-m n \\
1 & -n
\end{array}\right)
$$

Proposition 6.2.8. Let us assume that the trace function $K$ has Fourier-Möbius group contained in the standard Borel subgroup. We have the following bound for $L$ and $\operatorname{Nm}(\mathfrak{p})$ large enough (as in 6.2.6)

$$
\left|\sum_{m, n \in F} \widehat{B^{\prime}}(m, n)\right|<_{f_{\infty}} \operatorname{cond}(K)^{4} L^{3+o(1)} \sqrt{\mathrm{Nm}(\mathfrak{p})}
$$

where $\operatorname{cond}(K)$ is the smallest conductor of a sheaf $\mathcal{F}$ whose trace function is $K$.
Proof. Recall that

$$
C_{0} \cdot \operatorname{Nm}(\mathfrak{p})<_{F, \mathfrak{N}} 1
$$

The proof follows by a case by case analysis:
We noted that $v_{\mathfrak{l}_{2}}\left(c_{\mathfrak{l}_{2}}\right)=0$ or -1 and $|c|_{\mathbb{A}_{f}} \gg 1$. This leads to the following three cases.
Case 1: $v_{\mathfrak{l}_{2}}\left(c_{\mathfrak{l}_{2}}\right)=0$ and $v_{\mathfrak{l}_{1}}\left(c_{\mathfrak{l}_{1}}\right)=0$
In this case we bound the summands satisfying $v_{\mathrm{l}_{2}}\left(c_{\mathfrak{l}_{2}}\right)=0$ and $v_{\mathrm{l}_{1}}\left(c_{\mathfrak{l}_{1}}\right)=0$. The part of the sum satisfying this condition will be denoted as I.

We have

$$
\begin{aligned}
\mathrm{I}:=\left\lvert\, C_{0} \cdot \frac{\mathrm{Nm}(\mathfrak{p})}{\sqrt{\mathrm{Nm}\left(\mathfrak{l}_{1} \mathfrak{l}_{2}\right)}} \sum_{m, n \in F} \sum_{\substack{\mathfrak{l}_{1} \neq \mathfrak{l}_{2}}} \sum_{\mu \in \mathcal{C}_{\mathfrak{l}_{1}, \mathfrak{l}_{2}}} \mathbb{1}_{\mathfrak{l}_{\mathfrak{l}_{2}}, l_{2} \in \Lambda} \in \in \widehat{\mathfrak{O}} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c m \in \widehat{\mathcal{O}}} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c n \in \widehat{\mathcal{O}}}\right. \\
\mathscr{C}\left(K, \gamma_{m, n}(\mu)\right) \mathbb{1}_{\left.m n \in \mu+\frac{1}{\varpi_{\mathfrak{l}_{2}} c(p)} \widehat{\mathcal{O}^{(p)}} \widehat{\phi}(m, n, \mu) \right\rvert\,}
\end{aligned}
$$

Since $\gamma_{m, n}(\mu)$ is clearly not contained in the standard Borel subgroup and hence in the automorphism group attached to $\widehat{K}$, using corollary 3.4 , we have square root cancellation,

$$
\begin{gathered}
\left|\mathscr{C}\left(K, \gamma_{m, n}(\mu)\right)\right| \leq(\operatorname{cond}(K))^{4} \sqrt{\operatorname{Nm}(\mathfrak{p})} . \\
\mathrm{I} \ll \operatorname{cond}(K) \\
\sqrt{\mathrm{Nm}(\mathfrak{p})} \\
\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{1} \mathfrak{l}_{2}\right)}
\end{gathered} \sum_{\substack{\mathfrak{l}_{1} \not \mathfrak{l}_{2} \\
\mathfrak{l}_{1}, \mathfrak{l}_{2} \in \Lambda}} \sum_{\mu \in \mathcal{C}_{\mathfrak{l}_{1}, \mathfrak{l}_{2}}} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c \in \mathfrak{N} \widehat{\mathcal{O}}} \sum_{m, n \in F} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c m \in \widehat{\mathcal{O}}} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c n \in \widehat{\mathcal{O}}} \mathbb{1}_{m n \in \frac{1}{\mathfrak{l}_{2}} \mathcal{O}_{\mathfrak{l}_{2}}}|\widehat{\phi}(m, n, \mu)| . \quad .
$$

Since the product $m n$ has valuation at least -1 at place $\mathfrak{l}_{2}, \mathfrak{l}_{2} m$ and $\mathfrak{l}_{2} n$ are not both integral. This allows us to split the sum into two parts:

$$
\begin{aligned}
\ll \operatorname{cond}(K) & \frac{\sqrt{\operatorname{Nm}(\mathfrak{p})}}{\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{1} \mathfrak{l}_{2}\right)}} \sum_{\substack{\mathfrak{l}_{1} \neq \mathfrak{l}_{2}}} \sum_{\mu \in \mathcal{C}_{1}, \mathfrak{l}_{2}} \mathbb{1}_{\mathfrak{l}_{1}, \mathfrak{l}_{2} c \in \Lambda} \in \widehat{\mathcal{O}}\left(\sum_{m, n \in F} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c m \in \widehat{\mathcal{O}}} \mathbb{1}_{\mathfrak{c} n \in \widehat{\mathcal{O}}}|\widehat{\phi}(m, n, \mu)|\right. \\
& \left.+\sum_{m, n \in F} \mathbb{1}_{c m \in \widehat{\mathcal{O}}} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c n \in \widehat{\mathcal{O}}}|\widehat{\phi}(m, n, \mu)|\right) .
\end{aligned}
$$

We may think of the $\mu$-sum as a sum over ideals $J$ satisfying $\frac{\mathfrak{l}_{2}}{\mathfrak{l}_{1}} J^{2}$ is a principal ideal. This is by defining the ideal $J$ to satisfy

$$
(\mu)=\frac{\mathfrak{l}_{2}}{\mathfrak{l}_{1}} \cdot J^{2} .
$$

Moreover we saw in observation 6.2.6 that $\widehat{\phi}(m, n, \mu) \neq 0$ only if $|\operatorname{Nm}(J)|<_{f, F} 1$ and in this case $J$ is integral i.e. $|\operatorname{Nm}(J)| \geq 1$. So the $\mu$-sum is finite and of absolutely bounded length.

By the lattice point counting lemma (lemma 2.8.1), we bound each term in the $\mu$-sum.

$$
\sum_{m, n \in F} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c m \in \widehat{\mathcal{O}}} \mathbb{1}_{c n \in \widehat{\mathcal{O}}}|\widehat{\phi}(m, n, \mu)|<_{F, \mathfrak{N}, f_{\infty}}\left|\varpi_{\mathfrak{l}_{2}} c\right|_{\mathbb{A}_{f}}|c|_{\mathbb{A}_{f}}<_{F, \mathfrak{N}, f_{\infty}} L
$$

Therefore,

$$
\mathrm{I}<_{F, \mathfrak{N}, f_{\infty}, \operatorname{cond}(K)} L^{2} \sqrt{\mathrm{Nm}(\mathfrak{p})} .
$$

Case 2: $v_{\mathfrak{l}_{2}}\left(c_{\mathfrak{l}_{2}}\right)=-1$ and $v_{\mathfrak{l}_{1}}\left(c_{\mathfrak{l}_{1}}\right)=1$
In this case we bound the summands satisfying $v_{\mathfrak{l}_{2}}\left(c_{\mathfrak{l}_{2}}\right)=-1$ and $v_{\mathfrak{l}_{1}}\left(c_{\mathfrak{l}_{1}}\right)=1$. The part of the sum satisfying this condition will be denoted as II.

We have

$$
\begin{aligned}
& \mathrm{II}=\left|C_{0} \cdot \frac{\mathrm{Nm}(\mathfrak{p})}{\sqrt{\mathrm{Nm}\left(\mathfrak{l}_{1} \mathfrak{l}_{2}\right)}} \sum_{m, n \in F} \sum_{\substack{\mathfrak{l}_{1} \neq \mathfrak{l}_{2} \\
\mathfrak{l}_{1}, l_{2} \in \Lambda}} \sum_{\substack{\mu \in \mathcal{C}_{1_{1}, l_{2}} \\
v_{l_{2}}\left(\mathfrak{l}_{l_{2}}\right)=-1 \\
v_{l_{1}}\left(c_{l_{1}}\right)=1}} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c \in \mathfrak{N} \widehat{\mathcal{O}} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c m \in \widehat{\mathcal{O}}} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c n \in \widehat{\mathcal{O}}}} \quad \mathscr{C}\left(K, \gamma_{m, n}(\mu)\right) \mathbb{1}_{m n \in \mu+\frac{1}{\varpi_{\mathfrak{l}_{2}}(p)} \widehat{\mathcal{O}}(p)} \widehat{\phi}(m, n, \mu)\right|
\end{aligned}
$$

Since $\gamma_{m, n}(\mu)$ is clearly not contained in the standard Borel subgroup and hence in the automorphism group attached to $\widehat{K}$, using corollary 3.4, we have square root cancellation,

$$
\begin{gathered}
\left|\mathscr{C}\left(K, \gamma_{m, n}(\mu)\right)\right| \leq(\operatorname{cond}(K))^{4} \sqrt{\operatorname{Nm}(\mathfrak{p})} . \\
\text { II } \quad<_{\operatorname{cond}(K)} \frac{\sqrt{\mathrm{Nm}(\mathfrak{p})}}{\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{1} \mathfrak{l}_{2}\right)}} \sum_{\substack{\left.\mathfrak{l}_{1} \neq \mathfrak{l}_{2} \\
\mathfrak{l}_{1}, l_{2} \in \Lambda \\
v_{1} \in \in \mathcal{l}_{\mathfrak{l}_{1}}, \mathfrak{l}_{2} \\
v_{l_{1}}\left(c_{2}\right)=-1 \\
v_{1}\right)=1}} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} \in \mathfrak{N} \widehat{\mathcal{O}}} \sum_{m, n \in F} \mathbb{1}_{m \in I} \mathbb{1}_{n \in I} \mathbb{1}_{m n \in \mu+I}|\widehat{\phi}(m, n, \mu)| .
\end{gathered}
$$

where $I:=F \cap \frac{1}{\varpi_{I_{2}} c} \widehat{\mathcal{O}}$ is a fractional ideal satisfying

$$
|\operatorname{Nm}(I)|=\left|\varpi_{\mathfrak{l}_{2}} c\right| \gg_{F, f_{\infty}} L^{-1} .
$$

We may think of the $\mu$-sum as a sum over ideals $J$ s.t. $\frac{\mathfrak{l}_{2}}{\mathfrak{l}_{1}} J^{2}$ is a principal ideal.This is by defining the ideal $J$ to satisfy

$$
(\mu)=\frac{\mathfrak{l}_{2}}{\mathfrak{l}_{1}} \cdot J^{2} .
$$

Moreover we saw in observation 6.2 .6 that $\phi(m, n, \mu) \neq 0$ only if $|\operatorname{Nm}(J)|<_{f, F} 1$ and $J$ is divisible by $\frac{\mathfrak{l}_{1}}{\mathfrak{l}_{2}}$. Let us write $J=\frac{\mathfrak{l}_{1}}{\mathfrak{l}_{2}} J^{\prime}$ with $J^{\prime}$ integral. Since $\mathfrak{l}_{1}$ and $\mathfrak{l}_{2}$ are of the same size, we have $\widehat{\phi}(m, n, \mu) \neq 0$ only if $\left|\operatorname{Nm}\left(J^{\prime}\right)\right|<_{f, F} 1$. So the $\mu$-sum is finite and of bounded length. Now we bound each term of the $\mu$-sum.

By the lattice point counting lemma 2.8.1, we have

$$
\sum_{m, n \in F} \mathbb{1}_{m \in I} \mathbb{1}_{n \in I} \mathbb{1}_{m n \in \mu+I}|\widehat{\phi}(m, n, \mu)|<_{F, \mathfrak{N}, f_{\infty}}|\operatorname{Nm}(I)|^{-1}<_{F, \mathfrak{N}, f_{\infty}} L
$$

Therefore,

$$
\mathrm{II}<_{F, \mathfrak{N}, f_{\infty}, \operatorname{cond}(K)} L^{2} \sqrt{\operatorname{Nm}(\mathfrak{p})}
$$

Case 3: $v_{\mathfrak{l}_{2}}\left(c_{\mathfrak{l}_{2}}\right)=-1$ and $v_{\mathfrak{l}_{1}}\left(c_{\mathfrak{l}_{1}}\right)=0$
In this case we bound the summands satisfying $v_{\mathfrak{l}_{2}}\left(c_{l_{2}}\right)=-1$ and $v_{\mathfrak{l}_{1}}\left(c_{\mathfrak{l}_{1}}\right)=0$. The part of the sum satisfying this condition will be denoted as III.

We have

$$
\begin{aligned}
\text { III }:=\left\lvert\, C_{0} \cdot \frac{\mathrm{Nm}(\mathfrak{p})}{\sqrt{\mathrm{Nm}\left(\mathfrak{l}_{1} \mathfrak{l}_{2}\right)}} \sum_{m, n \in F} \sum_{\substack{\mathfrak{l}_{1} \neq \mathfrak{l}_{2} \\
\mathfrak{l}_{1}, l_{2} \in \Lambda}} \sum_{\substack{v_{\mathfrak{l}^{2}}\left(\mathcal{C}_{\mathfrak{l}_{1}}\right)=-1 \\
v_{\mathfrak{l}_{1}}\left(c_{\mathfrak{l}_{1}}\right)=0}} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c \in \mathfrak{N} \widehat{\mathcal{O}} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c m \in \widehat{\mathcal{O}}} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} c n \in \widehat{\mathcal{O}}}}\right. \\
\left.\mathscr{C}\left(K, \gamma_{m, n}(\mu)\right) \mathbb{1}_{m n \in \mu+\frac{1}{\varpi_{\mathfrak{l}_{2}} c(p)} \widehat{\mathcal{O}}(p)} \widehat{\phi}(m, n, \mu) \right\rvert\,
\end{aligned}
$$

Since $\gamma_{m, n}(\mu)$ is clearly not contained in the standard Borel subgroup and hence in the automorphism group attached to $\widehat{K}$, using corollary 3.4, we have square root cancellation,

$$
\begin{gathered}
\left|\mathscr{C}\left(K, \gamma_{m, n}(\mu)\right)\right| \leq(\operatorname{cond}(K))^{4} \sqrt{\mathrm{Nm}(\mathfrak{p})} . \\
\text { III }<_{\operatorname{cond}(K)} \frac{\sqrt{\mathrm{Nm}(\mathfrak{p})}}{\sqrt{\mathrm{Nm}\left(\mathfrak{l}_{1} \mathfrak{l}_{2}\right)}} \sum_{\substack{\mathfrak{l}_{1} \neq \mathfrak{l}_{2} \\
\mathfrak{l}_{1}, l_{2} \in \Lambda_{\begin{subarray}{c}{ } }}}\end{subarray}}^{\sum_{\substack{\left.\mu \in \mathcal{C}_{\mathfrak{l}_{1}}, \mathfrak{l}_{2} \\
v_{\mathfrak{l}_{1}}\left(c_{2}\right)=-1 \\
l_{1}\right) \\
\mathfrak{l}_{1}}}} \mathbb{1}_{\varpi_{\mathfrak{l}_{2}} \in \mathfrak{N} \widehat{\mathcal{O}}} \sum_{m, n \in F} \mathbb{1}_{m \in I} \mathbb{1}_{n \in I} \mathbb{1}_{m n \in \mu+I}|\widehat{\phi}(m, n, \mu)|
\end{gathered}
$$

where $I:=F \cap \frac{1}{\varpi_{I_{2}} c} \widehat{\mathcal{O}}$ is a fractional ideal satisfying

$$
\operatorname{Nm}(I)=\left|\varpi_{\mathfrak{I}_{2}} c\right|_{\mathbb{A}_{f}} \ggg_{F, f_{\infty}} L^{-1}
$$

We may think of the $\mu$-sum as a sum over ideals $J$ s.t. $\frac{\mathfrak{l}_{2}}{\mathfrak{l}_{1}} J^{2}$ is a principal ideal. This is by defining the ideal $J$ to satisfy

$$
(\mu)=\frac{\mathfrak{l}_{2}}{\mathfrak{l}_{1}} \cdot J^{2} .
$$

Moreover we saw in observation 6.2 .6 that $\widehat{\phi}(m, n, \mu) \neq 0$ only if $|\operatorname{Nm}(J)|<_{f, F} 1$ The non-archimedean condition implies $J$ is integral outside $\mathfrak{l}_{2}$ and at $\mathfrak{l}_{2}$ has valuation -1 . Let us write $J=\frac{1}{l_{2}} J^{\prime}$ with $J^{\prime}$ integral and not divisible by $\mathfrak{l}_{1}, \mathfrak{l}_{2}$. Since $\mathfrak{l}_{2}$ is of size $L$, we have $\widehat{\phi}(m, n, \mu) \neq 0$ only if $\left|\operatorname{Nm}\left(J^{\prime}\right)\right|<_{f, F} L$. So the $\mu$-sum is finite and of length $L$. Note that we have

$$
(\mu)=\frac{1}{\mathfrak{l}_{2} \mathfrak{l}_{1}} \cdot\left(J^{\prime}\right)^{2}
$$

and

$$
I=\frac{J^{\prime}}{\mathfrak{l}_{1} \mathfrak{l}_{2}}
$$

under the new parametrization.
Also recall that

$$
\widehat{\phi}(m, n, \mu)=f_{\infty}\left(\begin{array}{cc}
m & \mu-m n \\
1 & -n
\end{array}\right) .
$$

Hence (since $f_{\infty}$ is compactly supported modulo the center)

$$
|\widehat{\phi}(m, n, \mu)| \ll f_{\infty} \mathbb{1}_{|m|_{\infty} \ll \sqrt{|\mu|_{\infty}}} \mathbb{1}_{|n|_{\infty} \ll \sqrt{|\mu|_{\infty}}} \mathbb{1}_{|m n-\mu|_{\infty} \ll \sqrt{|\mu|_{\infty}}} .
$$

The inequalities in the indicators also depend on $f_{\infty}$ or more precisely its support.
Now we bound each term of the $\mu$-sum

$$
\sum_{m, n \in F} \mathbb{1}_{m \in I} \mathbb{1}_{n \in I} \mathbb{1}_{m n \in \mu+I}|\widehat{\phi}(m, n, \mu)| \ll \sum_{|k-\mu|_{\infty} \ll \sqrt{|\mu|_{\infty}}} \mathbb{1}_{k \in \mu+I} \sum_{\substack{m, n \in I \\|m|_{\infty} \ll \sqrt{|\mu|_{\infty}} \\|n|_{\infty} \ll \sqrt{|\mu|_{\infty}}}} \mathbb{1}_{m n=k} .
$$

We bound the innermost sum using the divisor counting lemma (lemma 2.8.3). Also note that $\operatorname{Nm}(k) \ll \operatorname{Nm}(\mu)$.

$$
\sum_{|k-\mu|_{\infty} \ll \sqrt{|\mu|_{\infty}}} \mathbb{1}_{k \in \mu+I} \sum_{\substack{m, n \in I \\|m|_{\infty} \ll f_{\infty} \sqrt{|\mu|_{\infty}} \\|n|_{\infty} \ll \sqrt{|\mu|_{\infty}}}} \mathbb{1}_{m n=k} \ll(\operatorname{Nm}(\mu))^{o(1)} \sum_{|k-\mu|_{\infty} \ll \sqrt{|\mu|_{\infty}}} \mathbb{1}_{k \in \mu+I} .
$$

By the lattice point counting lemma 2.8.1 we have

$$
\begin{aligned}
\sum_{m, n \in F} \mathbb{1}_{m \in I} \mathbb{1}_{n \in I} \mathbb{1}_{m n \in \mu+I}|\widehat{\phi}(m, n, \mu)| \ll(\operatorname{Nm}(\mu))^{\circ(1)} \frac{(\operatorname{Nm}(\mu))^{1 / 2}}{\operatorname{Nm}(I)} \\
=(\operatorname{Nm}(\mu))^{\circ(1)} \sqrt{\operatorname{Nm}\left(\mathfrak{l}_{1} \mathfrak{l}_{2}\right)} \ll L(\operatorname{Nm}(\mu))^{\circ(1)} .
\end{aligned}
$$

The last equality follows by substituting the expression for $(\mu)$ and $I$ in terms of $J^{\prime}$ that we noted earlier.

Now rewriting the $\mu$ sum under the new parametrization using $J^{\prime}$ we have

$$
\frac{\sqrt{\operatorname{Nm}(\mathfrak{p})}}{\sqrt{\operatorname{Nm}\left(\mathfrak{l}_{1} \mathfrak{l}_{2}\right)}} \sum_{\substack{\mathfrak{l}_{1} 1_{2} \nmid J^{\prime} \\ \mathfrak{M | J ^ { \prime }} \\ \mathrm{Nmm}^{\prime}\left(J^{\prime}<L \\\left[\left(J^{\prime}\right)^{2} / \mathfrak{l}_{1} L_{2}\right]=1\right.}} \sum_{\substack{\frac{\left(J^{\prime}\right)^{2}}{\mathcal{L}_{1} 1_{2}}=\left(\left.\mu\right|_{\infty}<L^{2}\right.}} \sum_{m, n \in F} \mathbb{1}_{m \in I} \mathbb{1}_{n \in I} \mathbb{1}_{m n \in \mu+I}|\widehat{\phi}(m, n, \mu)| .
$$

Therefore putting everything together and using the unit counting lemma (lemma 2.8.2) we get

$$
\mathrm{III}<_{F, \mathfrak{N}, f_{\infty}, \operatorname{cond}(K)} L^{3+\mathrm{o}(1)} \sqrt{\mathrm{Nm}(\mathfrak{p})}
$$

Putting all the three cases together proves proposition 6.2.4.
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