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Abstract

Time-sensitive networks, as in the context of IEEE Time-Sensitive Networking (TSN) and IETF

Deterministic Networking (DetNet), offer deterministic services with guaranteed, bounded

latency in order to support safety-critical applications. In this thesis, we focus on the analysis

of time-sensitive networks to address an essential requirement, namely, worst-case delay.

Finding the exact worst-case delays is an NP-hard problem that is generally not feasible;

therefore, we are interested in bounds on the worst-case delays. To this end, a standard

approach is network calculus. It abstracts the service offered by a node by means of a service

curve. It then uses service-curve characterizations of the network nodes and arrival curves of

flows at their sources and obtains end-to-end delay bounds; an arrival curve is a constraint on

the amount of data a flow can send, and it is necessary to obtain finite delay bounds.

First, service-curve characterizations, in some cases, were too simple or non-existent: Round-

robin schedulers are widespread, particularly in request balancing in cloud infrastructures,

in the Linux Virtual Server scheduling, and in network on chip, and they are known to have

efficient implementations. Also, they can be applied to time-sensitive networks, however,

they have not been fully analyzed in this context. Interleaved Weighted Round-Robin (IWRR)

is a variant of the classic Weighted Round-Robin (WRR) with a smoother service; no prior

literature has obtained delay bounds for IWRR. We find the best obtainable strict service curve

for IWRR, and we show that delay bounds derived from it are tight for flows of packets of

constant size. With IWRR and WRR, the allocated bandwidth to each flow depends on the

packet sizes; Deficit Round-Robin (DRR) is a later variant that solves this and provides fair

queuing with variable-length packets. We derive the best obtainable strict service curve for

DRR, where delay bounds derived from it dramatically dominate all previous works. So far, we

have not considered that DRR automatically allocates unused capacity to improve service for

other queues. Hence, we obtain delay bounds that remain valid, even if some traffic classes

misbehave, but might be overly pessimistic in cases where interfering traffic is limited and

behaves as expected. For such cases, we find novel strict service curves for DRR and show that

delay bounds derived from them significantly dominate all previous works. Following our

work for DRR, others found similar results for WRR and IWRR. End-to-end delay bounds in a

DRR network can be obtained using global network analysis with our DRR strict service curve.

For the former, Polynomial-size Linear Programming (PLP) is known to provide better bounds

and larger stability region compared to its existing alternatives, but it was never applied to DRR
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Abstract

networks. However, this raises dependency loops in networks with cyclic dependencies: On

the one hand, our DRR strict service curves rely on traffic characteristics inside the network,

which comes as the output of PLP. On the other hand, PLP requires prior knowledge of the

DRR service curves. Iterative methods can solve this. However, PLP itself requires making

cuts, which imposes other levels of iteration. We propose, PLP-DRR, a generic method for

combining all the iterations sequentially or in parallel. We provide the best-known, proven

worst-case delay analysis of time-sensitive networks of generic topology with round-robin

schedulers, which dramatically dominate all previous works.

Second, for tractability, the arrival curve constraints of flows are often taken to be affine

functions. For periodic flows, a common and critical type of traffic in time-sensitive networks,

affine arrival curves are known to provide less good bounds than ultimately pseudo-periodic

(UPP) arrival curves that precisely capture the periodic behaviors. This is because, in existing

tools, handling many periodic flows and UPP curves becomes quickly intractable: When

aggregating several UPP curves, the pseudo-period of the aggregate might become extremely

large. We propose, FH-TFA, a method that computes finite horizons over which arrival and

service curves can be restricted without affecting the end results. This method significantly

improves bounds obtained using linear curves while remaining computationally feasible, as we

show for industrial networks. FH-TFA has been jointly implemented with RealTime-at-Work.

An orthogonal direction for reducing the pessimism of aggregating arrival curve constraints is

to use the affine functions but to permit some violation probability. We consider independent

periodic flows, and we compute quasi-deterministic and affine arrival curve constraints for

their aggregate traffic. The deterministic approach is tight only when all periodic flows are

perfectly synchronized, which is highly unlikely in practice and results in an overly pessimistic

bound. Our quasi-deterministic arrival curve constraint with a small, non-zero violation

probability is considerably smaller than the deterministic one and grows sub-linearly, unlike

the deterministic one that grows linearly. Our quasi-deterministic bounds are the first of their

kind. We provide the best-known, proven worst-case delay analysis of time-sensitive networks

of generic topology with many periodic flows that, while remaining computationally feasible,

dramatically reduce the pessimism of existing works.

Keywords— Network calculus, Time-Sensitive Networks, Deterministic Networks, Delay bound, Weighted

Round-Robin (WRR), Interleaved Weighted Round-Robin (IWRR), Deficit Round-Robin (DRR), Peri-

odic Flows, Total Flow Analysis (TFA), Polynomial-Size Linear Program (PLP), Quasi-Deterministic,

Aggregate Burstiness, Service Curve, Arrival Curve.
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Résumé

Les réseaux temps-réels, comme ceux spécifiés par lEEE Time-Sensitive Networking (TSN) et lETF

Deterministic Networking (DetNet), offrent des services déterministes avec une latence garantie et

bornée pour prendre en charge des applications critiques. Dans cette thèse, nous nous concentrons sur

l’analyse des réseaux temps-réels afin de répondre à une exigence essentielle, à savoir le délai pire-cas.

Trouver les délais de pire cas exacts est un problème NP-difficile et généralement non réalisable ; par

conséquent, nous nous intéressons aux délais pire-cas bornés. Une approche standard est le calcul

réseau. Elle abstrait le service offert par un nœud au moyen d’une courbe de service. Elle utilise ensuite

les caractérisations des courbes de service des nœuds du réseau et les courbes d’arrivée des flux à leurs

sources pour obtenir des bornes de délai de bout en bout ; une courbe d’arrivée est une contrainte sur

la quantité de données qu’un flux peut envoyer, et elle est nécessaire pour obtenir des bornes de délai

finies.

Premièrement, les caractérisations des courbes de service sont parfois trop simples ou inexistantes : les

ordonnanceurs round-robin sont couramment utilisés, en particulier dans l’équilibrage des requêtes

dans les infrastructures de réseau en nuage, dans la planification du serveur virtuel Linux et dans les

réseaux sur puce, et sont connus pour avoir des implémentations efficaces. Ils peuvent également être

appliqués aux réseaux temps-réels ; cependant, ils n’ont pas été entièrement analysés dans ce contexte.

Interleaved Weighted Round-Robin (IWRR) est une variante du Weighted Round-Robin (WRR) classique

avec un service plus régulier. Aucune borne de délai pour l’IWRR n’a été proposée dans la littérature.

Nous dérivons la meilleure courbe de service stricte possible pour l’IWRR, et nous montrons que les

bornes de délai dérivées de celle-ci sont exactes pour les flux de paquets de taille constante. Avec l’IWRR

et le WRR, la bande passante allouée à chaque flux dépend des tailles de paquets ; Deficit Round Robin

(DRR) est une variante ultérieure qui atténue cela et offre un équitable traitement des files d’attente

avec des paquets de longueur variable. Nous dérivons la meilleure courbe de service stricte possible

pour le DRR, dont les bornes de délai dérivées dominent largement tous les travaux existants. Jusqu’à

présent, nous n’avons pas pris en compte le fait que le DRR alloue automatiquement une capacité

inutilisée pour améliorer le service des autres files d’attente ; ainsi, nous avons obtenu des bornes de

délai qui restent valables même si certaines classes de trafic se comportent mal, mais qui peuvent être

excessivement pessimistes quand le trafic perturbateur est limité et se comporte comme prévu. Pour

de tels cas, nous dérivons de nouvelles courbes de service strictes pour le DRR, et nous montrons que

les bornes de délai dérivées de celles-ci dominent considérablement tous les travaux existants. À la

suite de notre travail sur le DRR, des résultats similaires pour le WRR et l’IWRR ont été obtenu dans la

littérature. Dans un réseau DRR, les bornes de délai de bout en bout peuvent être obtenues en utilisant

une analyse globale du réseau avec notre courbe de service stricte. Polynomial-size Linear Program

(PLP) est une analyse globale du réseau qui est connue pour fournir de meilleures bornes et une région

de stabilité par rapport à ses alternatives existantes, mais n’a jamais été appliquée aux réseaux DRR.
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Cependant, cela crée des boucles de dépendance dans les réseaux avec des dépendances cycliques :

d’une part, nos courbes de service strictes pour le DRR reposent sur les caractéristiques du trafic à

l’intérieur du réseau, qui sont les résultats de PLP, et d’autre part, PLP nécessite une connaissance

préalable des courbes de service du DRR. Les méthodes itératives peuvent être utilisées, mais PLP

lui-même nécessite de faire des coupes, ce qui impose d’autres niveaux d’itération. Nous proposons

une méthode générique, appelée PLP-DRR, pour combiner toutes les itérations séquentiellement ou

en parallèle. Nous améliorons significativement l’état de l’art pour un réseau industriel. Nous avon

obtenu la meilleure analyse de délai pire-cas pour un réseau temps-réels quelle que soit la topologie

avec des ordonnanceurs round-robin. Nos résultats dominent largement tous les travaux existants.

Deuxièmement, pour des raisons de faisabilité, les contraintes des courbes d’arrivée des flux sont

souvent des fonctions affines. Pour les flux périodiques, un type de trafic très utilisé dans le cadre

des réseaux temps-réels, les courbes d’arrivée affines sont connues pour fournir des bornes moins

bonnes que les courbes d’arrivée ultimement pseudo-périodiques (UPP), qui capturent précisément les

comportements périodiques. Cela est dû au fait que, dans les outils existants, la gestion de nombreux

flux périodiques et des courbes UPP devient rapidement très complexe : lors de l’agrégation de plusieurs

courbes UPP, la pseudo-période de l’agrégat peut devenir extrêmement grande. Nous proposons une

méthode, appelée FH-TFA, qui calcule des horizons finis sur lesquels les courbes d’arrivée et de service

peuvent être restreintes sans affecter les résultats finaux. Cette méthode améliore considérablement

les bornes obtenues à l’aide de courbes linéaires, tout en restant réalisables en termes de calcul,

comme nous le montrons pour des réseaux industriels. FH-TFA a été implémenté conjointement

avec RealTime-at-Work. Une direction orthogonale pour réduire le pessimisme de l’agrégation des

contraintes des courbes d’arrivée consiste à utiliser les fonctions affines mais à autoriser une certaine

probabilité de violation. Nous considérons des flux indépendants et périodiques, et nous calculons

des contraintes de courbes d’arrivée quasi-déterministes et affines pour leur trafic agrégé. L’approche

déterministe est précise uniquement lorsque tous les flux périodiques sont parfaitement synchronisés,

ce qui est hautement improbable en pratique et entraîne une borne excessivement pessimiste. Notre

contrainte de courbe d’arrivée quasi-déterministe avec très faible probabilité de violation non nulle

est considérablement plus petite que la borne déterministe, et elle croît de manière sous-linéaire,

contrairement à la borne déterministe qui croît de manière linéaire. Nos bornes quasi-déterministes

sont les premières de leur genre dans la littérature. Nous avon obtenu la meilleure analyse de délai

pire-cas pour un réseau temps-réels quelle que soit la topologie avec de nombreux flux périodiques.

Nos résultats, tout en restant réalisables en termes de calcul, réduisent considérablement le pessimisme

des travaux existants.

Mots clés— Calcul réseau, Réseaux temps-réels, Réseaux déterministes, Bornes de délai , Round-robin

pondéré (WRR), Round-robin pondéré et entrelacé (IWRR), Round-robin à déficit (DRR), Flux pério-

diques, Analyse de flux total (TFA), Programme linéaire à complexité polynomial, Quasi-déterministe,

Rafales agrégées, Courbe de service, Courbe d’arrivée.

vi



Contents

Acknowledgements i

Abstract (English/Français) iii

List of Figures xiii

List of Tables xv

Acronyms xvii

I Introduction and Technical Background 1

1 Introduction 3

1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.1 Worst-Case Delay Guarantees for Time-Sensitive Networks . . . . . . . . . . . . . 4

1.1.2 Network Calculus: Arrival Curves, Service Curves, and FIFO-Per-Class Heuristics 5

1.2 Gaps in Worst-Case Delay Analysis of Time-Sensitive Networks with Round-Robin Sched-

ulers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2.1 Non-Existent Service Curve Characterization for Interleaved Weighted Round-

Robin (IWRR) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2.2 Too Simple Service Curve Characterizations for Deficit Round-Robin (DRR) . . . 6

1.2.3 Loose End-to-End Delay Bounds in Time-Sensitive Networks with DRR . . . . . . 7

1.3 Gaps in Worst-Case Delay Analysis of Time-Sensitive Networks with Many Periodic Flows 7

1.3.1 Too Simple Arrival Curve Constraints for Periodic Flows . . . . . . . . . . . . . . . 7

1.3.2 Pessimism in Arrival Curve Aggregation for Periodic Flows . . . . . . . . . . . . . 8

1.4 Contributions and Roadmap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 Technical Background 11

2.1 Network Calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.1 Main Concepts of Network Calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.2 Network Calculus Bounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.1.3 End-to-End Worst-Case Delay Analysis for FIFO-per-Class Networks . . . . . . . 17

2.1.4 Existing Worst-Case Delay Analysis Tools . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2 Lower Pseudo-Inverse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.3 Notation List Used Throughout the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

II Efficient and Accurate Worst-Case Delay Analysis of Time-Sensitive Net-

vii



Contents

works with Round-Robin Schedulers 23

3 Strict Service Curves for Interleaved Weighted Round-Robin 25
3.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.2 Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.3 Strict Service Curves for IWRR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.4 Tightness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.4.1 Tightness of Strict Service Curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.4.2 Tightness of Delay Bounds with Constant Packet Sizes . . . . . . . . . . . . . . . . 32

3.5 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.6 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.6.1 Proof of Theorem 3.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.6.2 Proof of Theorem 3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.6.3 Proof of Theorem 3.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.6.4 Proof of Theorem 3.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.6.5 Proof of Theorem 3.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.6.6 Proof of Theorem 3.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.6.7 Proof of Theorem 3.7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.6.8 Proof of Theorem 3.8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.8 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4 Strict Service Curves for Deficit Round-Robin 51
4.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.2 Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.2.1 Strict Service Curve of Boyer et al. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.2.2 Correction Term of Soni et al. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2.3 Bouillard’s Strict Service Curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.3 Counter Example to The Correction Term of Soni et al. . . . . . . . . . . . . . . . . . . . . 56

4.3.1 System Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.3.2 Trajectory Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.3.3 The Contradiction with the Bound of Soni et al. . . . . . . . . . . . . . . . . . . . . 57

4.4 New DRR Strict Service Curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.5 New DRR strict Service Curves that Account for Arrival Curves of Interfering Classes . . 62

4.5.1 A Mapping to Refine Strict Service Curves for DRR by Accounting for Arrival Curves

of Interfering Classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.5.2 Convex Versions of the Mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.6 Numerical Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.6.1 Single Server . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.6.2 Illustration Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.6.3 Industrial-Sized Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.7 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.7.1 Proof of Theorem 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.7.2 Proof of Theorem 4.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.7.3 Proof of Theorem 4.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.7.4 Proof of Theorem 4.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.7.5 Proof of Theorem 4.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.7.6 Proof of Corollary 4.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

viii



Contents

4.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.9 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5 Worse-Case Delay Analysis of Time-Sensitive Networks with Deficit Round-Robin 89
5.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.1.1 Deficit Round-Robin Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.1.2 Network Model and Resulting Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.2 Background and Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.2.1 Strict Service Curves of DRR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.2.2 Total Flow Analysis (TFA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.2.3 Polynomial-size Linear Programming (PLP) . . . . . . . . . . . . . . . . . . . . . . 96

5.3 Overview of the Proposed Method: PLP-DRR . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.4 Two Improvements to PLP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.4.1 PLP to Upper-bound the Aggregate Burstiness of Flows . . . . . . . . . . . . . . . 99

5.4.2 iPLP: a PLP that Supports Non-Convex Service Curves . . . . . . . . . . . . . . . . 100

5.5 Our Proposed Method: PLP-DRR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.5.1 Initial Phase: TFA-DRR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.5.2 Refinement Phase: PLP and Parallelization . . . . . . . . . . . . . . . . . . . . . . . 102

5.5.3 Post-Process Phase: Computing the End-to-End Delay . . . . . . . . . . . . . . . . 105

5.6 Numerical Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.7 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.7.1 Proof of Theorem 5.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.7.2 Proof of Theorem 5.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.7.3 Proof of Theorems 5.3 and 5.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.9 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

Appendices 113
5.A Detailed Background on DRR Strict Service Curves . . . . . . . . . . . . . . . . . . . . . . 113

5.A.1 Degraded Operational Mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.A.2 Non-Degraded Operational Mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.B Detailed Background on PLP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.B.1 PLPdelay
f ,c : A PLP That Computes an End-to-end Delay Bound for a Single Flow . . 115

5.B.2 PLPbacklog
f ,c : A PLP That Computes a Backlog Bound for a Single Flow . . . . . . . . 117

5.B.3 FP-PLPc : A PLP That Computes Bounds on The Burstiness of Flows at Cuts . . . 117

III Efficient and Accurate Handling of Periodic Flows in Time-Sensitive Net-
works 119

6 Total Flow Analysis For Time-Sensitive Networks with Periodic Sources 121
6.1 Background and Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6.1.1 Family of Functions and Operators . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6.1.2 FixPoint Total Flow Analysis (FP-TFA) . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6.1.3 Compact Domains for Delay Computation . . . . . . . . . . . . . . . . . . . . . . . 126

6.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.3 GFP-TFA: A New Version of FP-TFA That Handles Arrival Curves and Service Curves of

Generic Shapes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6.3.1 FF-TFA: TFA for Feed-Forward Networks . . . . . . . . . . . . . . . . . . . . . . . . 129

ix



Contents

6.3.2 GFP-TFA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.4 FH-TFA: A Practical Version of GFP-TFA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.4.1 Description of FH-TFA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

6.4.2 Validity and Accuracy of FH-TFA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

6.5 Numerical Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.5.1 A Feed-Forward Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.5.2 A Small-sized Network with Cyclic Dependencies . . . . . . . . . . . . . . . . . . . 138

6.5.3 An Extremely Large Network with Cyclic Dependencies . . . . . . . . . . . . . . . 138

6.5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

6.6 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.6.1 Proof of Theorem 6.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.6.2 Proof of Theorem 6.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.6.3 Proof of Theorem 6.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

6.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

6.8 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

7 Quasi-Deterministic Burstiness Bound for Aggregate of Independent, Periodic Flows 145

7.1 Assumptions and Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.1.1 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.1.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.2 Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

7.3 Homogeneous Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

7.4 Heterogeneous Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

7.5 Numerical Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

7.5.1 Homogeneous Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

7.5.2 Heterogeneous Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

7.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

7.7 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

IV Conclusion 161

8 Conclusion and Future Works 163

V Appendix 165

A Saihu : A Common Interface of Worst-Case Delay Analysis Tools for Time-Sensitive Networks 167

A.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

A.2 Included Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

A.3 Software Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

A.3.1 Network Description File . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

A.3.2 Tool Usage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

A.3.3 Analysis Reports . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

A.4 Conclusion and Extension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

A.5 Current code version . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

Bibliography 190

x



Contents

List of Publications 191

Curriculum Vitae 193

xi





List of Figures

2.1 Arrival and departure cumulative functions . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Frequently used arrival and service curves . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 An example of the min-plus convolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4 A function f and its non-decreasing and non-negative closure
[

f
]+
↑ . . . . . . . . . . . . 15

2.5 Effect of Pay Burst Only Once (PBOO) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.6 Network calculus delay bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.7 A function f and its lower pseudo inverse f ↓ . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.1 An example of the smoother service offered by IWRR compared to WRR . . . . . . . . . 27

3.2 IWRR strict service curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.3 Improvement in delay bound obtained by IWRR compared to WRR . . . . . . . . . . . . 33

3.4 Relative improvement in delay bound obtained by IWRR compared to WRR . . . . . . . 33

3.5 Illustration of two possible cases of τσ(p) ≥ t and τσ(p) < t . . . . . . . . . . . . . . . . . . 35

4.1 Counter example to the correction term of Soni et al. . . . . . . . . . . . . . . . . . . . . . 56

4.2 DRR strict service curves (with no assumption on the interfering traffic) . . . . . . . . . 59

4.3 Illustration of functions φi , j , φmaxRate
i , j , φminLatency

i , j , and φconcave
i , j . . . . . . . . . . . . . . . 61

4.4 DRR strict service curves (Non-convex, Full mapping) . . . . . . . . . . . . . . . . . . . . 64

4.5 DRR strict service curves (Non-convex, Simple Mapping) . . . . . . . . . . . . . . . . . . 66

4.6 DRR strict service curves (Convex, Full mapping) . . . . . . . . . . . . . . . . . . . . . . . 68

4.7 DRR strict service curves (Convex, Simple mapping) . . . . . . . . . . . . . . . . . . . . . 70

4.8 A summary of DRR strict service curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.9 Illustration DRR networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.10 Flow parameters for the illustration DRR networks . . . . . . . . . . . . . . . . . . . . . . 73

4.11 Delay bound obtained for the illustration DRR networks . . . . . . . . . . . . . . . . . . . 74

4.12 Industrial-sized DRR network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.13 Delay bounds of the industrial case for all source-destination pairs in the system . . . . 76

4.14 Delay bounds of the industrial case for all source-destination pairs in the system . . . . 76

4.15 Illustration of ψi and its lower-pseudo inverse ψ↓
i . . . . . . . . . . . . . . . . . . . . . . . 78

4.16 Example of the trajectory scenario presented in Section 4.7.2 with p = 2. . . . . . . . . 79

4.17 Illustration of function H defined in (4.62) . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.1 Toy network with 2 DRR classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.2 The graphs induced by flows of class c1 and c2 of toy network of Fig. 5.1 . . . . . . . . . . 92

5.3 A non-convex part of a DRR service curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.4 Overview of PLP analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.5 Overview of the method PLP-DRR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.6 Two implementations of the refinement phases with parallelization and shared memory 105

xiii



List of Figures

5.7 Industrial-sized network topology. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.8 Delay bounds obtained by our methods, TFA-DRR and PLP-DRR, compared to the state-

of-the-art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.9 Delay bounds of PLP-DRR compared to alternative methods . . . . . . . . . . . . . . . . 106

5.10 Delay bounds of PLP-DRR compared to alternative methods . . . . . . . . . . . . . . . . 107

6.1.1Frequently used arrival and service curves . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6.1.2UPP and UA curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

6.2.1Example of intractability of aggregating many UPP curves with different periods . . . . 128

6.4.1Construction of UA arrival and service curves . . . . . . . . . . . . . . . . . . . . . . . . . 136

6.5.1FH-TFA delay bounds compared to those of FP-TFA and simulations . . . . . . . . . . . 137

7.5.1Quasi-deterministic bounds (Homogeneous case) . . . . . . . . . . . . . . . . . . . . . . 157

7.5.2Quasi-deterministic bounds (Heterogeneous case) . . . . . . . . . . . . . . . . . . . . . . 158

A.0.1Data flow of Saihu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

A.1.1Device model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

A.3.1Physical and output port network examples . . . . . . . . . . . . . . . . . . . . . . . . . . 171

A.3.2Human-friendly Markdown report. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

xiv



List of Tables

2.1 Notation List Used Throughout the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.1 Notation List, Specific to Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.1 Delays bounds of all classes of Section 4.6.1. . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.2 Notation List, Specific to Chapter 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.1 Traffic Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.2 Run-times . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.3 Notation List, Specific to Chapter 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.5.1Run-times for networks of Fig. 6.5.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

6.8.1Notation List, Specific to Chapter 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

7.7.1Notation List, Specific to Chapter 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

A.2.1Supported methods are marked with a “V”. . . . . . . . . . . . . . . . . . . . . . . . . . . 170

A.5.1Code metadata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

xv





Acronyms

AFDX Avionics Full-Duplex swithed Ethernet.

ATM Asynchronous Transfer Mode.

AVB Audio Video Bridging.

CBS Credit Based-Shaper.

CPS Cyper-Physical Systems.

CPU Central Processing Unit.

DetNet Deterministic Networking.

DKW Dvoretzky–Kiefer–Wolfowitz.

DRR Deficit Round-Robin.

ELP Exponential-size Linear Programming.

FF-TFA Feed-Forward Total Flow Analysis.

FH-TFA Finite Horizon Total Flow Analysis.

FIFO First-In-First-Out.

FP-TFA FixPoint Total Flow Analysis.

GFP-TFA Generic Fixed Point Total Flow Analysis.

GNN Graph neural Network.

GPC Greedy-Processing Component.

IEEE Institute of Electrical and Electronics Engineering.

IETF Internet Engineering Task Force.

iPLP ineger Polynomial-size Linear Programming.

IWRR Interleaved Weighted Round-Robin.

JSON JavaScript Object Notation.

LANs Local Area Networks.

LP Linear Programming.

xvii



Acronyms

LUDB Least Upper Delay Bound.

MILP Mixed-Integer Linear Programming.

NFV Network Function Virtualizations.

NoC Network on Chip.

PBOO Pay Burst Only Once.

PLP Polynomial-size Linear Programming.

PMOO Pay Multiplexing Only Once.

RTaW RealTime-at-Work.

RTC Real-Time Calculus.

SBB Stochastically Bounded Burstiness.

SFA Single Flow Analysis.

SOA State-Of-the-Art.

TAS Time-Aware Shaper.

TFA Total Flow Analysis.

TMA Tandem Matching Analysis.

TSN Time-Sensitive Networking.

UA Ultimately Affine.

UPP Ultimately Pseudo-Periodic.

WRR Weighted Round-Robin.

XML Extensible Markup Language.

xviii



Part IIntroduction and Technical
Background

1





1 Introduction

1.1 Context

Time-sensitive networks are a subset of communication networks that offer deterministic services

with guaranteed, bounded latency. They support safety-critical applications with delay constraints,

where violation can cause catastrophic damages such as death, severe injuries, significant financial

loss, and/or harm to the environment [1, Section 10.10]. Examples of time-sensitive networks with

such applications are, but not limited to, the following: Automotive networks, where safety-relevant

control messages have a delay constraint of 1ms [2]; avionics networks, where parametric data for the

fly-by-wire system have a delay constraints of 2ms [3]; and industrial automation, where fault detection

in power-line equipment has a delay constraint of 100ms [4]. This contrasts classic communication

networks, such as the Internet, that provide statistical guarantees in terms of average delay, bandwidth,

and packet loss.

Time-sensitive networks originated in the late twentieth century and were initially used in only a few

of industrial sectors, including aerospace and automotive. Today, more applications and industries

require deterministic services such as the tactile Internet [5], the industrial Internet of Things [6],

electricity distribution [7], and Industry 4.0 [8]. The Institute of Electrical and Electronics Engineering

(IEEE) responded to the growing need for deterministic services by creating standards for performance

guarantees in multimedia applications. These standards include requirements for flow behavior and

the quality of service, as well as mechanisms for scheduling, shaping, and reservation. This effort

resulted in the development of the IEEE 802.1BA Audio Video Bridging (AVB) standard [9]. Currently,

the IEEE 802.1 Time-Sensitive Networking (TSN) task group [10] is expanding its standardization

efforts to include a broader range of applications than what is offered by IEEE 802.1BA AVB. This

includes both control-data traffic and multimedia streams over the Link Layer (L2) of the Internet

protocol suite [11]. The purpose of the IEEE TSN initiative is to bring together the requirements

and mechanisms of existing Ethernet-based solutions for time-sensitive networks, with a focus on

interconnecting switches and end systems within Local Area Networks (LANs). The Deterministic

Networking (DetNet) working group [12] of the Internet Engineering Task Force (IETF) is working on

expanding time-sensitive networking by incorporating the Internet Layer (L3) and utilizing IP packets.

This expansion will benefit applications such as electrical utilities, building-automation systems, and

industrial machine-to-machine communication [13].

The time-sensitive networks studied in the thesis are FIFO-per-class networks: We assume that flows are

grouped into classes, packets inside one class are processed First-In-First-Out (FIFO), and classes are
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isolated using schedulers. Flows with different worst-case delay requirements coexist in time-sensitive

networks. To support such requirements, flows are grouped into some classes, and the service received

by the flows of each class is isolated by means of a scheduling policy implemented at network nodes;

the scheduling policy describes the algorithm or set of algorithms in a system that decides which packet

to serve among those waiting for service. There exists a system-level and a class-level scheduling policy:

The former decides which class to serve among those waiting, and the latter decides which packet to

serve among those of the class waiting for service; throughout this thesis, this is the FIFO policy.

1.1.1 Worst-Case Delay Guarantees for Time-Sensitive Networks

Time-sensitive networks require deterministic guarantees on worst-case delay, worst-case delay-jitter

(defined as the difference between worst-case and best-case delays), zero congestion-loss, jitter, in-

order packet delivery, and seamless redundancy [14, 15, 16, 17, 18, 19]. The main focus of this thesis

is on the worst-case delays: For a flow, the maximum delay of all non-lost packets sent by the flow

during its lifetime; this is one of the most common requirements across time-sensitive applications.

The problem of finding the exact worst-case delays in a network setting is known to be NP-hard

and is not feasible in general [20, 21]: For tree networks with First-In-First-Out (FIFO) multiplexing

nodes, finding the exact worst-cases is super-exponential and applicable on only very small sized

networks [20, 22]; for non-tree networks or networks with cyclic dependencies, there is no approach

that finds the exact worst cases, even when node scheduling is as simple as can be (FIFO). Hence, the

exact worst cases are unknown. An alternative is to find achievable delays by means of simulation

or real-life measurements [23, 24]. However, the main limitation of this approach is the difficulty in

detecting rare events with low probabilities, and thus the measured delays serve only as lower bounds

of the unknown worst-case delay and do not provide deterministic guarantees. Therefore, to validate a

deterministic service, we require an upper bound on the worst-case delay.

Obtaining upper bounds on the worst-case delay requires the use of deterministic approaches. Sev-

eral deterministic approaches have been used for time-sensitive networks: The model-cheeking ap-

proach [25] verifies system properties by analyzing states and transitions. Several time-sensitive

networks had their timing properties verified by using it [26, 27]. Model-checking approaches can

determine the exact worst-case delays, but is only applicable on very small-sized networks as the

number of possible network states grows exponentially. The trajectory approach [28] involves finding

trajectory scenarios where a flow experience the worst interference from all other interfering flows,

and it was used for Avionics Full-Duplex swithed Ethernet (AFDX) [29, 30, 31]. However, finding such

scenarios is a hard problem and impractical, because there are numerous interference patterns and di-

verse network systems. Holistic approaches [32, 33, 34, 35, 36, 37] consider the inter-dependencies and

interactions among various system components, tasks, and resources. They struggle to find end-to-end

delay bounds in networks with asynchronous system-level scheduling (e.g., round-robin schedulers,

credit-based schedulers). Network calculus [38, 39, 40] is a mathematical framework with a set of tools

and results for computing delay and backlog bounds. It has been useful for modeling time-sensitive

networks with complex topologies and technologies, and it has been applied in various industries

and applications: For AFDX in [41, 42, 43], for industrial Internet of Things in [44, 45, 46], for Cloud

Computing in [47, 48], for Cyper-Physical Systems (CPS) in [49, 50, 51], for Multimedia Streaming

in [52, 53], etc. We select network calculus as the deterministic approach used in this thesis.
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1.2 Gaps in Worst-Case Delay Analysis of Time-Sensitive Networks with Round-Robin
Schedulers

1.1.2 Network Calculus: Arrival Curves, Service Curves, and FIFO-Per-Class Heuris-
tics

Network calculus abstracts the service offered by a network node to flows of a given class by means

of a (per-class) service curve. Per-class service curves have been vastly analyzed for some scheduling

policies: Static Priority [17, Section 8.6.8.1] in [38, Section 6.2.1][54, Sections 7.3.2, 8.2.1]; Credit Based-

Shaper (CBS) [17, Section 8.6.8.2] in [55, 56, 57, 58]; Time-Aware Shaper (TAS) [17, Sections 8.6.8.3-4,

8.6.9] in [54, Section 8.2.5] [59]. Strict service curves are a special kind of service curve that are frequently

used. A strict service curve is a function that lower-bounds the service offered by the system in its

backlogged periods.

Consider a network element and a class of interest. A bound on the worst-case delay is obtained by

combining the per-class service curve with an arrival curve for the class of interest. An arrival curve is a

constraint on the amount of data observed for traffic; such a constraint is necessary for the existence

of a finite delay bound. In a network setting, network calculus limits the amount of data a flow can

send at the source by some arrival curves. Finding accurate arrival curves for flows at their sources

is generally less challenging compared to service curves; still, a recent work improved arrival curve

constraints for when packet-level information is available [60].

Then, for flows of a given class, network calculus analyzes the FIFO-per-class network: It uses the

per-class service curve characterization at network nodes and arrival curve constraints of flows at their

sources and computes end-to-end delay bounds. Several heuristics have been proposed for the analysis

of FIFO-per-class networks: Total Flow Analysis (TFA) [61, 62, 63, 64], Single Flow Analysis (SFA) [62,

Section 3.3], Pay Multiplexing Only Once (PMOO) [62, Section 3.4][65], Least Upper Delay Bound

(LUDB) [22, 66], Flow Prolongations [67], Exponential-size Linear Programming (ELP) [20], Polynomial-

size Linear Programming (PLP) [68], etc. Among these, in this thesis, we consider TFA and PLP: They

are the only known methods that can be applied to FIFO-per-class networks with cyclic dependencies.

For time-sensitive networks, cyclic dependencies are linked to certain primary properties, such as

improving availability and decreasing reconfiguration effort, hence they are important and cannot be

ignored [69, 70].

It is known that TFA is outperformed by PLP that always provides delay bounds better than or equal

to those of TFA and, at high network utilization, often converges when TFA does not. TFA is still of

interest, as it is much simpler and more tractable than PLP. Also, by design, PLP uses delay bounds

obtained by TFA (if available) as a constraint in all its linear programs. Note that other methods, such

as LUDB [22] and flow prolongations [67], also tend to dominate TFA, however, unlike PLP, they do not

apply to generic topologies.

1.2 Gaps in Worst-Case Delay Analysis of Time-Sensitive Networks

with Round-Robin Schedulers

One of the first use of round-robin scheduling in the network context appeared in [71], with a fairness

objective, i.e., a fair way to share the bandwidth among sessions. It is also mentioned in [72] as a way

to implement “fair queueing”. Round-robin schedulers have been applied in Ethernet [73, Sec. 8.6,

Sec. 8.6.8.3, Sec. 37], in request balancing in cloud infrastructures [74], in the Linux Virtual Server

scheduling [75], in network of chip [76], etc. Also, round-robin schedulers are a great candidate for

network slicing that is a natural solution to simultaneously accommodate, over a common network
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infrastructure, the wide range of services, e.g., in 5G networks with Network Function Virtualizations

(NFV) [77, 78, 79]. They have been widely used as they have low complexity and very efficient imple-

mentations exist [80, 81, 82, 83]. Round-robin schedulers can be applied to time-sensitive networks,

however, they have been overlooked and not been fully analyzed in the context of time-sensitive

networks.

1.2.1 Non-Existent Service Curve Characterization for Interleaved Weighted Round-
Robin (IWRR)

An important variant of round-robin schedulers is Weighted Round-Robin (WRR). With WRR, the

capacity is shared among several queues by giving each of them a weight, which is a positive integer,

and by providing more service to those with larger weights. Specifically, queues are visited one after

the other, and when a queue has an emission opportunity, a number of packets equal to the weight

allocated to the queue can be served consecutively, which leads to a bursty service. Interleaved

Weighted Round-Robin (IWRR) mitigates this effect [84]. IWRR spreads out emission opportunities of

each queue, which is expected to result in a smoother service and lower worst-case delays.

However, no prior literature exists for worst-case delay bounds with IWRR. The network calculus

approach was applied to WRR in [40, Sec. 8.2.4], where a strict service curve is obtained. However,

compared to WRR, the interleaving in IWRR makes the analysis more difficult, and the method of proof

in [40, Sec. 8.2.4] cannot easily be extended.

1.2.2 Too Simple Service Curve Characterizations for Deficit Round-Robin (DRR)

Although WRR and IWRR were originally designed in the context of Asynchronous Transfer Mode

(ATM) [85] with constant-size packets to share the bandwidth in proportion to allocated weights, they

have been applied to networks with variable-length packets. In such cases, the allocated bandwidth

to each queue depends on not only the weights but also on the packet sizes. This is not desirable, as

the intention of the weights is to control the allocated bandwidth to each queue; however, they do

not entirely control this as the packet sizes interfere. Deficit Round-Robin (DRR) is a later variant that

solves this and achieves fair queuing in the presence of variable-length packets. With DRR, every queue

is associated with a static number, called quantum. Queues are visited one after the other, and at

every visit, they receive service (measured in bits for communication networks, in seconds for task

processing systems) up to the quantum value. Tasks or packets are of variable sizes, and it may happen

that, during one visit of the server, there remains at least one task or packet in the queue that cannot be

served because the unused part of the quantum is positive but not large enough. In such a case, the

unused part of the quantum (called the residual deficit) is carried over to the next round. DRR shares

resources flexibly (the amount of service reserved for one queue is proportional to its quantum) and

efficiently (when a queue is idle, the server capacity is available to other queues). It is widely used as it

has low complexity and very efficient implementations exist [80].

Worst-case delay bounds for DRR were obtained in [86, 87, 88] by using various ad-hoc analyses. These

results were improved in [89], where the authors obtain a strict service curve for DRR; this strict service

curve is too simple and does not account for the details of DRR hence calls for improvement.

Round-robin schedulers are efficient, which means that, when a queue is idle, the server capacity

is available to other queues. The service curves we presented in the last paragraph do not take this
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1.3 Gaps in Worst-Case Delay Analysis of Time-Sensitive Networks with Many Periodic
Flows

into account as they do not make any assumptions on the interfering traffic; thus, on the one hand,

delay bounds derived from them are valid even if the interfering traffic misbehaves, and on the other

hand, they might be pessimistic, when all time-sensitive traffic behaves as expected. In time-sensitive

networks, some or all interfering traffic is deterministic and, in normal operation, is limited at the

source by an arrival curve constraint. There is also interest in obtaining proven bounds under normal

conditions when all time-sensitive traffic satisfies its source constraints. For such cases, two improve-

ments were proposed. The former uses a correction term derived from a semi-rigorous heuristic [90].

The latter rigorously derives convex strict service curves for DRR that account for the arrival curve

constraints of the interfering traffic [91]. However, these strict service curves are too simple and do not

account for the details of DRR hence call for improvement.

1.2.3 Loose End-to-End Delay Bounds in Time-Sensitive Networks with DRR

As explained in Section 1.1.2, finding delay bounds in a DRR network requires incorporating DRR strict

service curves with a FIFO-per-class network analysis. One aspect of improving delay bounds is by

improving service curve characterizations. Another aspect is to employ better heuristics for the analysis

of FIFO-per-class networks. PLP is known to provide better bounds and stability region compared to

its existing alternatives but has never been applied to DRR networks. A straightforward application of

PLP is to use DRR strict service curves that have no assumption on the interfering traffic. They depend

only on the assigned quantum and maximum packet size of every class hence can be computed for

all classes at all nodes a priori to PLP. Thus, per-class networks are independent and can be analyzed

separately (i.e., the network is sliced into some per-class networks), and one instance of PLP can be

run per-class to obtain bounds. However, the combination of PLP with DRR strict service curves that

account for the interfering traffic is far from straightforward: Using PLP to analyze DRR networks

requires introducing the DRR strict service curve into the PLP procedure. PLP uses internal variables

that the computation of which depends on the DRR strict service curves; the DRR strict service curves

rely on traffic characteristics inside the network, which comes as the output of PLP. Iterative methods

can solve this, however, PLP itself requires making cuts, which imposes other levels of iteration.

1.3 Gaps in Worst-Case Delay Analysis of Time-Sensitive Networks

with Many Periodic Flows

The development of industrial automation requires timely and accurate monitoring of the status of

the network. In time-sensitive networks, a common assumption for critical types of traffic is that

devices send packets periodically. This makes periodic flows a common and critical type of traffic in

time-sensitive networks [2, 3, 4]

1.3.1 Too Simple Arrival Curve Constraints for Periodic Flows

Periodic flows are known to be constrained by an Ultimately Pseudo-Periodic (UPP) arrival curve that

precisely captures the periodic behaviors. Tools such as RTaW [92], Nancy [93], DiscoDNC [94], etc. use

infinite precision arithmetic (with rational numbers) and implement UPP curves; UPP curves have

a transient part at the beginning, followed by a pseudo-periodic pattern. UPP curves are of interest

in practice as they have a finite representation, and they capture periodic behaviors. However, when

aggregating several UPP curves, the pseudo-period of the aggregate function might become extremely
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large. Furthermore, the required memory to store the aggregate function might explode, as the number

of segments required to describe the aggregate function quickly grows. An early example of where this

issue occurs is the avionic onboard communication system analyzed in [95]. In fact, for tractability,

arrival curve constraints of periodic flows are often taken to be affine functions. This results in less

good delay bounds hence calls for improvements. Also, in networks with cyclic dependencies, there

is no method in the existing works that provides proven delay bounds with arrival curves and service

curves of generic shapes.

1.3.2 Pessimism in Arrival Curve Aggregation for Periodic Flows

As already mentioned, in time-sensitive networks, a common assumption for critical types of traffic is

that devices send packets periodically. These packets are aggregated and forwarded to the controller.

Characterizing this aggregate traffic is then crucial for effective resource management. Indeed, an

arrival curve constraint can be obtained for the aggregate traffic by aggregating the arrival curve of

individual flows. However, such arrival curve superposition is known to be pessimistic: It grows linearly

with the number of flows [96]. Also, this is tight only when all periodic flows are perfectly synchronized,

which is highly unlikely in practice and results in an overly pessimistic bound. An orthogonal solution

to our discussion in the previous section is still to use affine arrival curves but permit some violation

probability. Probabilistic versions of network calculus (known as Stochastic Network Calculus) have

emerged, and their aim is to compute performances when a small violation probability is permitted. By

using probabilistic tools, such as moment-generating functions [97] or martingales [98], recent works

mainly compute probabilistic arrival curve constraints for the aggregate traffic with small violation

probability at an arbitrary point in time [97, 99, 100, 101, 102, 103]. In time-sensitive networks, we

are interested in the probability that a bound is not violated during some interval (e.g., the network’s

lifetime), not just one arbitrary point in time. Existing works do not provide such information; the

violation probability of a bound being small at one arbitrary point in time does not imply that the

probability that the bound is never violated during a period of interest is small. In fact, there would

likely be some violations.

1.4 Contributions and Roadmap

The details of our contributions in this thesis are as follows:

1. We provide the first-ever delay bounds for IWRR. We find a strict service curve for IWRR, and

show that it is the best possible one. We find that delay bounds derived by it are tight (i.e.,

worst-case) for flows of constant packet sizes; we show similar results for the strict service

curve of classic WRR that was previously published. We show that our IWRR strict service

curve dominates the WRR strict service curve, hence it dominates the delay bounds. Details are

presented in Chapter 3. The content of this chapter was published in [104, 105].

2. We find a novel strict service curve for DRR that we show is the best obtainable one. Also, we

introduce a novel method that obtains better strict service curves for DRR when the interfering

traffic behaves as expected and is constrained by some arrival curve constraints. Delay bounds

derived by our strict service curves are significantly smaller than all previous works. We also

show that the first attempt in previous works to obtain delay bounds in such cases is incorrect.

Following our research, others provide similar delay bounds for WRR and IWRR [106]. Details

are presented in Chapter 4. The content of this chapter was published in [107, 108].
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3. We provide a method, called PLP-DRR, for the worst-case delay analysis of DRR network: It

combines our DRR strict service curves (that account for the interfering traffic) and PLP in a

novel way. We find very significant improvements, for an industrial network, in terms of delay

bounds and stability region compared to the previous works. The combination is far from trivial,

as there are dependencies in different levels: PLP uses DRR strict service curves and improves

the traffic characterization inside the network; and this results in better DRR strict service curves,

which in return improves the output of PLP. PLP also uses some internal variables that have

two-way dependencies between both DRR strict service curves and the traffic characterization

inside the network. Hence, there are many dimensions that play together, and a simple iterative

method cannot solve this issue. We invent a generic framework that uses a distributed computing

model with shared memory, where individual improvements can be applied in any order. We

theoretically show that any execution provides the same valid bounds, regardless of the order in

which the individual improvements are applied. We design two concrete implementations of the

method, with parallel for-loops, that are efficient in terms of run times. Also, when applying PLP

to DRR, we make two further improvements to the existing PLP. The former computes improved

arrival curve constraints for the aggregate of flows. The latter enables us to use non-convex

service curves in PLP and obtains better delay bounds. Details are presented in Chapter 5. The

content of this chapter was submitted [109].

4. We develop and validate FH-TFA, an algorithm that provides delay bounds for time-sensitive

networks with generic topology, and generic arrival and service curves that are implemented

as UPP curves. We give a numerical application to real, industrial cases, provided by industrial

partners of RealTime-at-Work (RTaW), and we observe that bounds obtained with FH-TFA and

UPP curves are considerably less than previous works. To obtain FH-TFA, we first generalize

the theory of existing versions of TFA to arrival curves and service curves of generic shapes for

networks with generic topology. We then replace the original, UPP arrival and service curves

with some simpler curves that are accurate enough not to affect the end results but also simple

enough to remain tractable in the existing tools. FH-TFA has been jointly implemented with

RTaW. Details are presented in Chapter 6. The content of this chapter was published in [110].

5. We find quasi-deterministic arrival curve constraints for the aggregate traffic of independent,

periodic flows. We use affine arrival curve constraints, but we permit some violation probability

and obtain an arrival curve constraint for the aggregate that is valid at all times with large

probability. Our quasi-deterministic bounds are the first of their kind. For the homogeneous

case, we obtain a closed-form expression that, for a non-zero violation probability, provides a

considerably smaller arrival curve for the aggregate than the deterministic one; it grows sub-

linearly, unlike the deterministic one that grows linearly. For the heterogeneous case, we obtain

a bound by grouping flows into homogeneous sets and combining the bounds obtained for each

set using a convolution bounding technique. Details are presented in Chapter 7. The content of

this chapter was submitted [111].

6. Side contribution: We present Saihu, a Python interface that integrates the three most frequently

used worst-case network analysis tools: xTFA, which implements the method of TFA; DiscoDNC,

which implements the methods of TFA, LUDB, PMOO, SFA, etc.; and Panco, which implements

the methods of TFA, SFA, PLP and ELP. Saihu enables users to define a network once and execute

all tools in a single shot, without any modification. It is open-source and publicly available [112].

Details are presented in Appendix A. The content of this chapter was submitted [113].
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2 Technical Background

In this chapter, we provide the necessary and common background of the rest of the thesis. We provide

a summary of network calculus in Section 2.1. We also present pseudo inverse functions in Section 2.2.

A summary of notation and symbols used throughput this thesis are given in Section 2.3.

2.1 Network Calculus

Network calculus [38, 39, 40] is a theory for obtaining bounds on the worst-case delay and backlog

of communication networks. Le Boudec and Chang concurrently [114, 115] developed its framework

based on the seminal work of Cruz [116, 117]. In this section, we first provide a summary of the basic

concepts in network calculus; then, we present the main theorems for obtaining backlog and delay

bounds. We also provide the network calculus model for time-sensitive networks. We give a list of

worst-case delay analysis tools. Lastly, we give a list of methods and techniques to compute end-to-end

delay bounds within a network. Readers who might prefer a video tutorial or those who are new to

concepts of network calculus are strongly invited to watch the following tutorial [118].

In this thesis, we often use wide-sense increasing functions. Let F denote the set of wide-sense

increasing functions f : R+ 7→ R+∪ {+∞}, where R is the set of real numbers; we say f is wide-sense

increasing if and only if ∀0 ≤ s ≤ t , f (s) ≤ f (t ).

2.1.1 Main Concepts of Network Calculus

2.1.1.1 Cumulative Functions

Consider a system S and a flow f through S. The system can be a single queue or a network of queues.

Network calculus, for convenience, describes the data flow by means of the cumulative function arrival

(resp. departure) function A f (resp. D f ), where A f (t ) (resp. D f (t )) is the number of bits arrived (resp.

departure) for flow f between times 0 and t . By convention, we take A f (0) = D f (0) = 0, which means

time 0 represents a time origin where no data has been sent before t = 0. By definition, cumulative

functions are wide-sense increasing. In the rest of this thesis, we assume that the time and the amount

of data are continuous quantities unless otherwise specified (See Fig 2.1).
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𝐴! 𝐷!

𝑡

bits

time

3/36

𝑥(𝑡)

𝑑(𝑡)

Figure 2.1: Representing the arrival and departure by cumulative functions results in con-
veniently finding the delay and backlog: x(t) is the backlog at time t (if the system is causal
and lossless) and is the vertical distance between the cumulative arrival function A f and
cumulative departure function D f at time t . Also, the horizontal distance d(t) between the
functions is the delay that the bit arriving at t experiences in the system (if the system is causal,
lossless, and FIFO).

2.1.1.2 Backlog and Delay

The choice of representing the arrival and departure of a flow by cumulative functions results in

conveniently finding the delay and backlog: If system S is causal (i.e, the system does not produce or

duplicate any data internally), x(t ) = A f (t )−D f (t ) is the amount of data that has entered, but not yet

left, the system up to time t ; if system S is lossless (i.e., the system does not lose any data) as well, it

follows that x(t ) is the amount of data inside the system at t , i.e., backlog at time t . Indeed, the backlog

at time t is the vertical distance between the cumulative arrival function A f and cumulative departure

function D f at time t (see Fig. 2.1). Also, if system S is FIFO, it follows that the horizontal distance d(t )

between the functions is the delay that the bit arriving at t experiences in the system (see Fig. 2.1).

It follows that given the cumulative arrival function A f and cumulative departure function D f , the

worst-case delay and backlog can be obtained by finding the horizontal and vertical deviation between

A f and D f ; the definitions of horizontal and vertical deviation are as follows:

Definition 2.1 (Horizontal deviation hDev). For f , g ∈F , the horizontal deviation betweenf and g is

hDev( f , g )
def= sups≥0{inf{d ≥ 0| f (s) ≤ g (s +d)}}.

Definition 2.2 (Vertical deviation v). For f , g ∈F , the vertical deviation betweenf and g is vDev( f , g )
def=

sups≥0{ f (s)− g (s)}.

The horizontal (resp. vertical) deviation between f and g can be visually obtained by finding the

longest horizontal (vertical) line between the two functions.

Note that the pair of (A f ,D f ) is only one instance of many possible arrival and departure functions for

flow f through system S; the sources generate the packets at random time instants, thus A f and D f are

not known and cannot be used to compute the worst-case backlog or delay. We are interested in delay

and backlog bounds that are valid for all acceptable pairs of (A f ,D f ). To do so, network calculus relies

on arrival and service curves.

12



2.1 Network Calculus

2.1.1.3 Arrival Curves

As mentioned, the cumulative arrival function A f is not known; network calculus counterpart this by

limiting the amount of data that a flow can send by means of an arrival curve.

Definition 2.3 (Arrival Curve). We say that a flow f , with the the cumulative arrival function A f , is

constrained by an arrival curve α f ∈F if and only if

∀0 ≤ s ≤ t , A f (t )− A f (s) ≤α f (t − s) (2.1)

An arrival curve α f limits the amount of data observed for a flow at any time interval, and it takes as

input the duration of a time interval rather than the absolute times. An arrival curve α f can always

be assumed to be sub-additive, i.e., to satisfy ∀s, t , α f (t)+α f (s) ≥ α f (t + s). Otherwise, it can be

replaced by its sub-additive closure (see [54, Section 2.2]). Two frequently used arrival curves are γr,b ,

a token-bucket function with rate r and burst b, and νp,b , a stair function defined below. They are

sub-additive.

Definition 2.4 (Token-bucket function γr,b). ∀r,b ≥ 0, the token-bucket function γr,b ∈F is defined by

(see Fig. 2.2)

γr,b(t )
def=

{
0 if t = 0

r t +b if t > 0
(2.2)

Definition 2.5 (Stair function νp,b). ∀b ≥ 0 and p > 0, the stair function νp,b ∈ F is defined by (see

Fig. 2.2)

νp,b(t )
def= b⌈ t

p
⌉ (2.3)

Arrival curves are not unique; indeed, a flow that is constrained by an arrival curveα f is also constrained

by any α′
f such that α′

f ≥α f . Sometimes for tractability, arrival curves are replaced by simpler upper

bounds. For example, a periodic flow with period p that sends packets of size b is constrained by a stair

arrival curve νp,b ; however, for tractability, it can be replaced by a token-bucket arrival curve γr,b with

r = b
p (see Fig. 2.2 and Chapter 6 for more details).

It might also happen that we know several non-dominated arrival curves for a flow; if α f and α′
f are

two arrival curves for flow f , then a better arrival curve can be obtained by α f ⊗α′
f . For example, if

a flow, with arrival curve α and a maximum packet size l max, arrives on a link with a rate c, a better

arrival curve for this flow at the output of the link is the min-plus convolution of α and the function

t 7→ l max + ct ; this is known as line-shaping (also known as grouping)(see Fig. 2.6).

2.1.1.4 Service Curves

As mentioned, the cumulative arrival and departure functions A f and D f are not known; by means of

an arrival curve, the former is constrained. Then, a service curve abstracts the service offered by the

system and models the system.

Definition 2.6 (Service Curve). Consider a system S and a flow f through S with cumulative arrival and

departure functions A f and D f and let β ∈F . We say that the system S offers β as a service curve to the

flow if

D f ≥ A f ⊗β (2.4)
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Fig. 2: Left: the stair function ⌫b,p 2 F defined for t � 0 by
⌫b,p(t) = b

l
t
p

m
and token-bucket function �r,b 2 F defined for

t > 0 by �r,b(t) = b + rt and for t = 0 by �r,b(0) = 0 (in
the figure, we have r = b

p
). Right: a non-convex service curve

and a rate-latency �c,L 2 F that lower bounds it with �c,L(t) =
max (0, c (t� L)).

(f ↵ �d) (t) = f(t + d) (left-shift).

B. Total Flow Analysis (TFA)

Total Flow Analysis (TFA) [5]–[8] is a method for obtaining
worst-case delay and backlog bounds in a FIFO network. In
a network where a service curve is known at every node and
an arrival curve for every flow is known at the source, one
run of TFA returns a valid delay bound at every node and
propagated burstiness for flows. Although TFA is simple and
modular, it takes into account the effect of packetizer and line-
shaping. When the graph induced by flows is feed-forward
(i.e, cycle-free), each node is visited in the topological order,
whereby a delay bound and output burstiness bounds of flows
are computed; output burstiness of flows are used as an input
by the following nodes. If the graph induced by flows has
cyclic dependencies, a topological order cannot be defined;
instead an iterative method is used and a fixpoint is computed
[7], [8]. The method in [7], called FP-TFA, requires to first
make some artificial cuts in the induced graph in order to
create a feed-forward network. It then computes estimated
burstiness of flows at cuts and iterates. It is shown that, if
the iteration converges, the obtained fixpoint is a valid bound
on the burstiness of flows at cuts, and the network is stable.
Other versions of TFA that do not make cuts are presented
in [8], where it is shown that they are equivalent to FP-
TFA, i.e., they provide the same bounds and stability regions
[8]. For networks with cyclic dependencies, all versions of
TFA assume only token-bucket arrival curves and rate-latency
service curves, and the validity of the results are shown with
these assumptions. In Section IV, we provide a new version
of FP-TFA, called Generic FP-TFA (GFP-TFA), that can be
applied with any arrival curves and service curves of generic
shapes, including UPP and UA ones. When arrival curve are
token-bucket and service curves are rate-latency, GFP-TFA is
essentially the same as FP-TFA.

C. Compact Domains for Delay Computation

It has been observed in [15] that, for some systems, the
computation of the delay bounds does not require to handle
the full function (i.e., all values of the function for all time
t in [0, +1)), but only its values on a finite prefix domain.
However, the theory in [15] lacks a proof that computation
in such compact domains does not affect the accuracy of

the end-results. The challenge consists in computing in each
node a value h such that the computation on the compact
domain [0, h] is sufficient to get accurate result on this node
but also on the next ones along the flow path. The intuition
is the following: Consider a flow that traverses two nodes in
sequence. Assume that the first node (resp. the second node)
requires that the arrival curve of the flow at the input of the
node is accurate in [0, h] (resp. [0, h0]). As the arrival curve
of the flow increases along the path and some information
is lost at propagation, arrival curve of the flow at the input
of the first node should be accurate for some [0, h00] where
h00 > max(h, h0) is large enough.

Authors in [22] derive compact domains where they prove
that the accuracy of the end-results are not affected; their
results and proofs only hold for input/output relations in
acyclic network of the Greedy-Processing Component (GPC),
used in Real-Time Calculus (RTC).

Authors in [16] derive such compact domains, in a more
general context. They show that, at a single node where an
arrival curve and a service curve are known, network calculus
operations, including delay computations, can be restricted
to finite domains without affecting the end-results. Here, we
rewrite one of their findings that we use in the paper, using
our notation:

Theorem 1 (Theorem 4 of [16]). Consider a flow constrained
by an arrival curve ↵ that traverse a node that offers a super-
additive service curve �. Let ↵0 and ↵00 be a lower bound and
upper bound, respectively, for ↵, i.e., ↵0  ↵  ↵00. Also, let
�0 and �00 be an upper bound and lower bound, respectively,
for �, i.e., �00  �  �0. Define

h↵ def
= max (u, v) and h� def

= max (u + D00, v) (1)

with

D0 = hDev (↵0,�0) (2)
B0 = vDev (↵0,�0) (3)
u = sup

t�0
{↵00(t) � �00(t + D0)} (4)

v = sup
t�0

{↵00(t) � �00(t) + B0} (5)

D00 = hDev (↵00,�00) (6)

Then, the horizontal deviation hDev(↵,�) and the vertical
deviation vDev(↵,�) depend only on the values of ↵(t) for
t 2 [0, h↵] and �(t) for t 2

⇥
0, h�

⇤
(see Section II-A2 for

definitions of super-additive service curve, hDev and vDev.)

Note that in the above, ↵00 and �00 are valid, safe arrival
curve and service curve, respectively; however, ↵0 and �0

are unsafe arrival curve and service curve, respectively. Note
that the method requires that service curves are super-additive
(see Section II-A2). Authors in [16] also find such compact
domains for min-plus deconvolution, and explain how to
integrate such compact domains with Pay-Burst-Only-Once
(PBOO) [14] and Pay-Multiplexing-Only-Once (PMOO) [14]
principles in sink-tree networks with arbitrary multiplexing.
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and a rate-latency �c,L 2 F that lower bounds it with �c,L(t) =
max (0, c (t� L)).

(f ↵ �d) (t) = f(t + d) (left-shift).

B. Total Flow Analysis (TFA)

Total Flow Analysis (TFA) [5]–[8] is a method for obtaining
worst-case delay and backlog bounds in a FIFO network. In
a network where a service curve is known at every node and
an arrival curve for every flow is known at the source, one
run of TFA returns a valid delay bound at every node and
propagated burstiness for flows. Although TFA is simple and
modular, it takes into account the effect of packetizer and line-
shaping. When the graph induced by flows is feed-forward
(i.e, cycle-free), each node is visited in the topological order,
whereby a delay bound and output burstiness bounds of flows
are computed; output burstiness of flows are used as an input
by the following nodes. If the graph induced by flows has
cyclic dependencies, a topological order cannot be defined;
instead an iterative method is used and a fixpoint is computed
[7], [8]. The method in [7], called FP-TFA, requires to first
make some artificial cuts in the induced graph in order to
create a feed-forward network. It then computes estimated
burstiness of flows at cuts and iterates. It is shown that, if
the iteration converges, the obtained fixpoint is a valid bound
on the burstiness of flows at cuts, and the network is stable.
Other versions of TFA that do not make cuts are presented
in [8], where it is shown that they are equivalent to FP-
TFA, i.e., they provide the same bounds and stability regions
[8]. For networks with cyclic dependencies, all versions of
TFA assume only token-bucket arrival curves and rate-latency
service curves, and the validity of the results are shown with
these assumptions. In Section IV, we provide a new version
of FP-TFA, called Generic FP-TFA (GFP-TFA), that can be
applied with any arrival curves and service curves of generic
shapes, including UPP and UA ones. When arrival curve are
token-bucket and service curves are rate-latency, GFP-TFA is
essentially the same as FP-TFA.

C. Compact Domains for Delay Computation

It has been observed in [15] that, for some systems, the
computation of the delay bounds does not require to handle
the full function (i.e., all values of the function for all time
t in [0, +1)), but only its values on a finite prefix domain.
However, the theory in [15] lacks a proof that computation
in such compact domains does not affect the accuracy of

the end-results. The challenge consists in computing in each
node a value h such that the computation on the compact
domain [0, h] is sufficient to get accurate result on this node
but also on the next ones along the flow path. The intuition
is the following: Consider a flow that traverses two nodes in
sequence. Assume that the first node (resp. the second node)
requires that the arrival curve of the flow at the input of the
node is accurate in [0, h] (resp. [0, h0]). As the arrival curve
of the flow increases along the path and some information
is lost at propagation, arrival curve of the flow at the input
of the first node should be accurate for some [0, h00] where
h00 > max(h, h0) is large enough.

Authors in [22] derive compact domains where they prove
that the accuracy of the end-results are not affected; their
results and proofs only hold for input/output relations in
acyclic network of the Greedy-Processing Component (GPC),
used in Real-Time Calculus (RTC).

Authors in [16] derive such compact domains, in a more
general context. They show that, at a single node where an
arrival curve and a service curve are known, network calculus
operations, including delay computations, can be restricted
to finite domains without affecting the end-results. Here, we
rewrite one of their findings that we use in the paper, using
our notation:

Theorem 1 (Theorem 4 of [16]). Consider a flow constrained
by an arrival curve ↵ that traverse a node that offers a super-
additive service curve �. Let ↵0 and ↵00 be a lower bound and
upper bound, respectively, for ↵, i.e., ↵0  ↵  ↵00. Also, let
�0 and �00 be an upper bound and lower bound, respectively,
for �, i.e., �00  �  �0. Define

h↵ def
= max (u, v) and h� def

= max (u + D00, v) (1)

with

D0 = hDev (↵0,�0) (2)
B0 = vDev (↵0,�0) (3)
u = sup

t�0
{↵00(t) � �00(t + D0)} (4)

v = sup
t�0

{↵00(t) � �00(t) + B0} (5)

D00 = hDev (↵00,�00) (6)

Then, the horizontal deviation hDev(↵,�) and the vertical
deviation vDev(↵,�) depend only on the values of ↵(t) for
t 2 [0, h↵] and �(t) for t 2

⇥
0, h�

⇤
(see Section II-A2 for

definitions of super-additive service curve, hDev and vDev.)

Note that in the above, ↵00 and �00 are valid, safe arrival
curve and service curve, respectively; however, ↵0 and �0

are unsafe arrival curve and service curve, respectively. Note
that the method requires that service curves are super-additive
(see Section II-A2). Authors in [16] also find such compact
domains for min-plus deconvolution, and explain how to
integrate such compact domains with Pay-Burst-Only-Once
(PBOO) [14] and Pay-Multiplexing-Only-Once (PMOO) [14]
principles in sink-tree networks with arbitrary multiplexing.

Figure 2.2: Left: the stair function νb,p ∈F defined for t ≥ 0 by νb,p (t) = b
⌈

t
p

⌉
and token-bucket

function γr,b ∈F defined for t > 0 by γr,b(t) = b + r t and for t = 0 by γr,b(0) = 0 (in the figure, we
have r = b

p ). Right: a non-convex service curve and a rate-latency βR,L ∈F that lower bounds it with
βR,L(t ) = max(0,R (t −L)).

where, the symbol ⊗ denotes the min-plus convolution, defined for arbitrary functions f , g ∈F by

( f ⊗ g )(t )
def= inf

0≤s≤t
{ f (t − s)+ g (s)}. (2.5)

This often means that for every t ≥ 0 there exists some s ≤ t such that D f (t ) ≥ A f (s)+β(t − s). Similar

to arrival curves, service curves are defined for time intervals rather than absolute times. See Fig. 2.3

for an example of min-plus convolution used in this thesis.

2 BACKGROUND

We consider a DRR system in the context of deterministic
networking, and we are interested in the worst-case delays
for flows, given arrival curve constraints on the flows. In
order to do that, we use network calculus approach, where
necessary background are explained in Section 2.1. The DRR
is explained in Section 2.2. Lastly, in Sections 2.3, 2.4, and 2.5,
we explain the state-of-the-arts.

2.1 Network Calculus Background

We use the framework of network calculus [11]–[13]. Let F
denote the set of wide-sense increasing functions f : R+ 7!
R+ [ {+1}. A flow is represented by a cumulative arrival
function A 2 F and A(t) is the number of bits observed on
the flow between times 0 and t. We say that a flow has ↵ 2
F as arrival curve if for all s  t, A(t)�A(s)  ↵(t� s). An
arrival curve ↵ can always be assumed to be sub-additive,
i.e., to satisfy ↵(s + t)  ↵(s) + ↵(t) for all s, t. A periodic
flow that sends up to a bits every b time units has, as arrival
curve, the stair function, defined by ⌫a,b(t) = a

⌃
t
b

⌥
. Another

frequently used arrival curve is the token-bucket function
↵ = �r,b, with rate r and burst b, defined by �r,b(t) = rt + b
for t > 0 and �r,b(t) = 0 for t = 0 (see Fig. 1). Both of these
arrival curves are sub-additive.

Consider a system S and a flow through S with input
and output functions A and D; we say that S offers � 2
F as a strict service curve to the flow if the number of bits
of the flow output by S in any backlogged interval (s, t] is
D(t)�D(s) � �(t� s).
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Fig. 1: Left: Horizontal deviation of an arrival curve ↵ and a
strict service curve �, h(↵,�), is a delay bound for a flow; this
computation can be restricted to t⇤, the first time after zero
where ↵ and � meet. Right: Illustration of a token-bucket arrival
curve �r,b and rate-latency strict service curve �R,T ; the yellow
line shows the effect of grouping (also known as shaping) that
improves the arrival curve, hence the delay bound.

A strict service curve � can always be assumed to be
super-additive (i.e., to satisfy �(s + t) � �(s) + �(t) for
all s, t) and wide-sense increasing (otherwise, it can be
replaced by its super-additive and non-decreasing closure
[13]). A frequently used strict service curve is the rate-
latency function �R,T 2 F , with rate R and latency T ,
defined by �R,T (t) = R[t� T ]+, where we use the notation
[x]+ = max {x, 0}. It is super-additive (see Fig. 1)..

Assume that a flow, constrained by a sub-additive arrival
curve ↵, traverses a system that offers a strict service curve
� and that respects the ordering of the flow (per-flow FIFO).
The delay of the flow is upper bounded by the horizontal
deviation defined by h(↵,�) = supt�0{inf{d � 0|↵(t) 
�(t + d)}} (see Fig. 1). Also, the output flow is constrained

by an arrival curve ↵⇤ = ↵↵� where↵ is the deconvolution
operation defined in the next paragraph. The computation
of h(↵,�) and ↵⇤ can be restricted to t 2 [0, t⇤] for t⇤ �
infs>0{↵(s)  �(s)} (see Fig. 1). [13, Prop. 5.13], [14].

For f and g in F , the min-plus convolution is defined
by (f ⌦ g)(t) = inf0st{f(t� s) + g(s)} and the min-plus
deconvolution by (f↵g)(t) = sups�0{f(t+s)�g(s)} [11]–
[13]. We will use the min-plus convolution of a stair function
with a linear function, as shown in Fig. 2.
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Fig. 2: Left: the stair function ⌫a,b 2 F defined for t � 0 by
⌫a,b(t) = a

⌃
t
b

⌥
. Right: min-plus convolution of ⌫a,b with the

function �1 2 F defined by �1(t) = t for t � 0, when a  b. The
discontinuities are smoothed and replaced with a unit slope.

If a flow, with arrival curve ↵ and a maximum packet
size lmax, arrives on a link with a rate c, a better arrival
curve for this flow at the output of the link is the min-plus
convolution of ↵ and the function t 7! lmax + ct; this is
known as grouping (also known as line-shaping) and is also
explained Section 2.4 (see Fig. 1).

The non-decreasing closure f" of a function f : R+ !
R+[{+1} is the smallest function in F that upper bounds
f and is given by f"(t) = supst f(s). Also, the non-
decreasing and non-negative closure [f ]

+
" of f is the smallest

non-negative function in F that upper bounds f (see Fig. 3
(a)).

!
! ↑
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(a) f and [f ]+"

!
!↓" =

$

"

$
(b) f and f#.

Fig. 3: Left: A function f and its non-decreasing and non-
negative closure [f ]+" , which is the smallest non-negative and
non-decreasing function that upper bounds f . Right: A function
f and its lower pseudo inverse f#; To obtain the lower pseudo
inverse of a function, first, the axes are flipped to find its inverse;
if there are plateaux (i.e., horizontal lines) in f , they create
vertical lines in its inverse; then, at each vertical line, the lowest
value is taken.

The lower pseudo-inverse f# of a function f 2 F is
defined by f#(y) = inf{x|f(x) � y} = sup{x|f(x) < y}
(see Fig. 3 (b)).
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2 BACKGROUND

We consider a DRR system in the context of deterministic
networking, and we are interested in the worst-case delays
for flows, given arrival curve constraints on the flows. In
order to do that, we use network calculus approach, where
necessary background are explained in Section 2.1. The DRR
is explained in Section 2.2. Lastly, in Sections 2.3, 2.4, and 2.5,
we explain the state-of-the-arts.

2.1 Network Calculus Background

We use the framework of network calculus [11]–[13]. Let F
denote the set of wide-sense increasing functions f : R+ 7!
R+ [ {+1}. A flow is represented by a cumulative arrival
function A 2 F and A(t) is the number of bits observed on
the flow between times 0 and t. We say that a flow has ↵ 2
F as arrival curve if for all s  t, A(t)�A(s)  ↵(t� s). An
arrival curve ↵ can always be assumed to be sub-additive,
i.e., to satisfy ↵(s + t)  ↵(s) + ↵(t) for all s, t. A periodic
flow that sends up to a bits every b time units has, as arrival
curve, the stair function, defined by ⌫a,b(t) = a

⌃
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. Another

frequently used arrival curve is the token-bucket function
↵ = �r,b, with rate r and burst b, defined by �r,b(t) = rt + b
for t > 0 and �r,b(t) = 0 for t = 0 (see Fig. 1). Both of these
arrival curves are sub-additive.

Consider a system S and a flow through S with input
and output functions A and D; we say that S offers � 2
F as a strict service curve to the flow if the number of bits
of the flow output by S in any backlogged interval (s, t] is
D(t)�D(s) � �(t� s).
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Fig. 1: Left: Horizontal deviation of an arrival curve ↵ and a
strict service curve �, h(↵,�), is a delay bound for a flow; this
computation can be restricted to t⇤, the first time after zero
where ↵ and � meet. Right: Illustration of a token-bucket arrival
curve �r,b and rate-latency strict service curve �R,T ; the yellow
line shows the effect of grouping (also known as shaping) that
improves the arrival curve, hence the delay bound.

A strict service curve � can always be assumed to be
super-additive (i.e., to satisfy �(s + t) � �(s) + �(t) for
all s, t) and wide-sense increasing (otherwise, it can be
replaced by its super-additive and non-decreasing closure
[13]). A frequently used strict service curve is the rate-
latency function �R,T 2 F , with rate R and latency T ,
defined by �R,T (t) = R[t� T ]+, where we use the notation
[x]+ = max {x, 0}. It is super-additive (see Fig. 1)..

Assume that a flow, constrained by a sub-additive arrival
curve ↵, traverses a system that offers a strict service curve
� and that respects the ordering of the flow (per-flow FIFO).
The delay of the flow is upper bounded by the horizontal
deviation defined by h(↵,�) = supt�0{inf{d � 0|↵(t) 
�(t + d)}} (see Fig. 1). Also, the output flow is constrained

by an arrival curve ↵⇤ = ↵↵� where↵ is the deconvolution
operation defined in the next paragraph. The computation
of h(↵,�) and ↵⇤ can be restricted to t 2 [0, t⇤] for t⇤ �
infs>0{↵(s)  �(s)} (see Fig. 1). [13, Prop. 5.13], [14].

For f and g in F , the min-plus convolution is defined
by (f ⌦ g)(t) = inf0st{f(t� s) + g(s)} and the min-plus
deconvolution by (f↵g)(t) = sups�0{f(t+s)�g(s)} [11]–
[13]. We will use the min-plus convolution of a stair function
with a linear function, as shown in Fig. 2.
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Fig. 2: Left: the stair function ⌫a,b 2 F defined for t � 0 by
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. Right: min-plus convolution of ⌫a,b with the

function �1 2 F defined by �1(t) = t for t � 0, when a  b. The
discontinuities are smoothed and replaced with a unit slope.

If a flow, with arrival curve ↵ and a maximum packet
size lmax, arrives on a link with a rate c, a better arrival
curve for this flow at the output of the link is the min-plus
convolution of ↵ and the function t 7! lmax + ct; this is
known as grouping (also known as line-shaping) and is also
explained Section 2.4 (see Fig. 1).

The non-decreasing closure f" of a function f : R+ !
R+[{+1} is the smallest function in F that upper bounds
f and is given by f"(t) = supst f(s). Also, the non-
decreasing and non-negative closure [f ]

+
" of f is the smallest

non-negative function in F that upper bounds f (see Fig. 3
(a)).
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Fig. 3: Left: A function f and its non-decreasing and non-
negative closure [f ]+" , which is the smallest non-negative and
non-decreasing function that upper bounds f . Right: A function
f and its lower pseudo inverse f#; To obtain the lower pseudo
inverse of a function, first, the axes are flipped to find its inverse;
if there are plateaux (i.e., horizontal lines) in f , they create
vertical lines in its inverse; then, at each vertical line, the lowest
value is taken.

The lower pseudo-inverse f# of a function f 2 F is
defined by f#(y) = inf{x|f(x) � y} = sup{x|f(x) < y}
(see Fig. 3 (b)).

2

(b) (λ1 ⊗νp,b )

Figure 2.3: Left: the stair function νp,b ∈F defined for t ≥ 0 by νp,b(t) = b
⌈

t
p

⌉
. Right: min-plus

convolution of νp,b with the function λ1 ∈ F defined by λ1(t) = t for t ≥ 0. When b ≤ p, the
discontinuities are smoothed and replaced with a unit slope.

Service curves are not unique; indeed, a system that offers a service curve β, also offers any service

curves β′ such that β′ ≤ β. Sometimes for tractability, service curves are replaced by simpler lower

bounds. For example, a non-convex service curve can be replaced by a rate-latency function that

lower-bounds it (see Fig. 2.2 and see Chapters 3 and 4 for more details.).
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2.1 Network Calculus

Definition 2.7 (Rate-latency function βR,T ). ∀R,T ≥ 0, the rate-latency function βR,T ∈F is defined by

(see Fig. 2.2)

βR,T (t )
def= R[t −T ]+ (2.6)

where we use the notation [x]+ = max(0, x).

A service curve β can always be assumed to be non-negative and non-decreasing, otherwise, it can be

replaced by its non-negative and non-decreasing closure.

Definition 2.8 (Non-decreasing and non-negative closure
[

f
]+
↑ ). The non-decreasing and non-negative

closure
[

f
]+
↑ of a function f :R+ →R∪ {+∞} is the smallest function in F that upper bounds f (see Fig.

2.4) and is given by [
f
]+
↑ (t )

def= sup
s≤t

[ f (s)]+ (2.7)

𝑓
𝑓 ↑

"

Figure 2.4: A function f and its non-decreasing and non-negative closure
[

f
]+
↑ , which is the

smallest non-negative and non-decreasing function that upper bounds f .

A special kind of service curve is a strict service curve that lower-bounds the service offered by the

system in its backlog periods:

Definition 2.9 (Backlogged periods). Consider a system S and a flow f through S with cumulative

arrival and departure functions A f and D f . An interval (s, t ] is a backlogged period if A f (τ) > D f (τ) for

all τ such that s < τ≤ t .

For a backlogged period (s, t ], u = supv≤t {D f (v) = A f (v)} is the start of this the beginning of this

backlogged period, and indeed u ≤ s and (u, t ] is also a backlogged period.

Definition 2.10 (Strict Service Curve). We say that system S offers a strict service curve β ∈F to the flow

if, whenever (s, t ] is a backlogged period

D f (t )−Ds (s) ≥β(t − s) (2.8)

If β is a strict service curve, then it is a service curve, but the converse is not always true [38, Sec.

1.3]. A frequently used service curve is the rate-latency function βR,T . Saying that a system offers a
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Chapter 2. Technical Background

service curve βR,T to a flow expresses that the flow is guaranteed a service rate R, except for possible

interruptions that might impact the delay by at most T . Saying that a system offers a strict service curve

βR,T to a flow expresses that the flow is guaranteed a service rate R, except for possible interruptions

that might not exceed T in total per backlogged period.

A strict service curve β can always be assumed to be super-additive, i.e., to satisfy ∀s, t , β(t)+β(s) ≤
β(t + s). Otherwise, it can be replaced by its super-additive closure [40, Prop. 5.6]. Note that this is not

true for non-strict service curves. Also, if β and β′ are two strict service curves offered by S, then S also

offers max
(
β,β′) as a strict service curve.

2.1.2 Network Calculus Bounds

Theorem 2.1 (Network Calculus Three Bounds). Assume that a flow f , constrained by arrival curve α f ,

traverses a system S that offers a service curve β to the flow. Assume that system S is causal, lossless, and

FIFO.

1. The delay of flow f is upper bounded by hDev(α f ,β);

2. The backlog of flow f inside S is upper-bounded by vDev(α f ,β);

3. Flow f is contained by an arrival curve α∗
f =α f ⊘β at the output of the system.

In the above, the horizontal deviation hDev and vertical deviation vDev are defined in definitions 2.1,

2.2. The symbol ⊘ denotes the min-plus deconvolution, defined for arbitrary functions f , g ∈F by

( f ⊘ g )(t )
def= sup

0≤s
{ f (t + s)− g (s)} (2.9)

See Fig. 2.6 for illustration. The computation of hDev(α f ,β) and α∗
f can be restricted to a sufficient

horizon t∗: Only values of α f (t ) and β(t ) for t ∈ [0, t∗] with t∗ ≥ infs>0{α f (s) ≤β(s)} are required (see

Fig. 2.6) [40, Prop. 5.13]. In Chapter 6, we will provide more details on the sufficient horizon.

Let us apply Theorem 2.1 on an example: Consider a flow f that crosses n systems S1 and S2 in

sequence. Assume that Si offers to flow f the service curve βi with i = 1 : 2. Also, assume that flow

f is constrained by an arrival curve α f at the input of system S1 (see Fig. 2.5). Then, at S1 we apply

Theorem 2.1 and obtain h
(
α f ,β1

)
a valid delay bound for the first server (item 1); also, we find α f ⊘β1,

an arrival curve for the flow at the output of the server (item 3) which can be used as the input to next

server. Finally, an end-to-end delay bound can be obtained for the flows by summing the delay bound

experienced at each system:

d e2e
f = hDev

(
α f ,β1

)+hDev
(
α f ⊘β1,β2

)
(2.10)

We can improve on this delay bound by concatenating the service offered by the systems.

Theorem 2.2 (Concatenation of systems). Consider a flow f that crosses systems S1 and S2 in sequence.

Assume that Si offers to flow f the service curve βi with i = 1 : 2. Then, the concatenation of S1 and S2

offers to flow f the service curve β1 ⊗β2, where ⊗ is the min-plus convolution defined in (2.5).

By Theorem 2.2 we obtain

d e2e
f

′ = hDev
(
α f ,β1 ⊗β2

)
(2.11)
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Flow 𝑓
Arrival curve 𝛼! ⊘𝛽! 

System 1
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Flow 𝑓
Arrival curve 𝛼! 

Flow 𝑓
Arrival curve 𝛼! 

Figure 2.5: A flow f that crosses two systems S1 and S2 in sequence. By Theorem 2.2, the
concatenation of S1 and S2 offers to flow f the service curve β1 ⊗β2; then, by one application
of Theorem 2.1, an end-to-end delay bound for flow f is obtained. This always dominates the
end-to-end delay bound for flow f obtained by the successive application of Theorem 2.1.
This effect is known as Pay Burst Only Once (PBOO).

d e2e
f

′
is always better than d e2e

f , obtained by the successive application of Theorem 2.1. This effect is

known as Pay Burst Only Once (PBOO).

2.1.2.1 Packetizer

Theorem 2.1 requires abstracting the system by some service curve characterization. There are some

systems where we can produce results that are better than what their service-curve representation can

provide.

Definition 2.11 (Packetizer P L). A packetizer P L is a causal, lossless, FIFO system that transforms a fluid,

bit-by-bit stream into a packetized stream by releasing the packet’s bits only when the last one is received.

Appending a packetizer to a node does not increase the packet delay at this node [38, Theorem 1.7.1].

However, the packetizer increases the arrival curve of the departure flows and hence can increase

the end-to-end delay bounds. In Chapter 6, we take into this in account when the arrival rate at the

packetizer’s input is limited.

2.1.3 End-to-End Worst-Case Delay Analysis for FIFO-per-Class Networks

So far, we considered a unique flow that crosses one or several systems. In a given time-sensitive

network, it is unlikely that f be the only flow that crosses a system. The time-sensitive networks studied

in the thesis are FIFO-per-class networks: We assume that flows are grouped into classes, packets

inside one class are processed First-In-First-Out (FIFO), and classes are isolated using schedulers. We

assume that flows are statistically assigned to a class. Also, we assume that flows are constrained by

some arrival curves at their sources.

Now consider a flow f that belongs to class c. Packets of flows that belong to class c compete at each

network node with flows of other classes; also, packets of different flows inside a class compete with

each other within a class. In order to compute a bound on its end-to-end delays, the following steps are

required:

1. Abstract the service offered by the system-level scheduling policy to class c at every network
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Figure 2.6: Left: Horizontal deviation of an arrival curve α f and a service curve β, hDev(α f ,β), is
a delay bound for a flow; a backlog bound can be obtained by finding the vertical deviation; these
computations can be restricted to t∗, the first time after zero where α f and β meet. Right: Illustration
of a token-bucket arrival curve γr,b and rate-latency strict service curve βR,T ; the yellow line shows
the effect of line-shaping (also known as grouping) that improves the arrival curve, hence the delay
bound.

node (also called residual service curve); this models the service offered to aggregate flows of

class c at each node.

2. Worst-case analysis of the FIFO-per-class network of class c: Given the service characterization

offered to class c at all network nodes and arrival curve constraints for flows of class c at their

sources, obtain a bound for packets of flow f .

For the former, Per-class service curves have been vastly analyzed for some scheduling policies: Static

Priority [17, Section 8.6.8.1] in [38, Section 6.2.1][54, Sections 7.3.2, 8.2.1]; Credit Based-Shaper (CBS)

[17, Section 8.6.8.2] in [55, 56, 57, 58]; Time-Aware Shaper (TAS) [17, Sections 8.6.8.3-4, 8.6.9] in [54,

Section 8.2.5] [59]. In Chapters 3 and 4, we also find such service curves for round-robin schedulers in

this thesis.

2.1.3.1 Total Flow Analysis (TFA)

Total Flow Analysis (TFA) [62, 63, 64, 119] is a method to conduct worst-case analysis in a FIFO network.

In a per-class network where a service curve is known for every class at every node, one instance of TFA

is run per class, and it outputs per-node delay bounds as well as propagated burstiness for flows. TFA is

simple, yet it can consider several important features, such as the effect of packetizer and line-shaping.

If the network is feed-forward (i.e., cycle-free), for each node in a topological order, a delay bound

and output burstiness bounds of flows are computed: the output burstiness bounds at a node are

used as input by its successors in the induced graph. Else if the network has cyclic dependencies, no

topological order can be defined, and a fixed point must be computed, using an iterative method [64].

If the iteration converges to a finite value for all delay and burstiness bounds, then the network is stable,

and the computed bounds are valid. Otherwise, TFA diverges, and the network might be truly unstable

or not. All versions of TFA (specifically, FP-TFA, SyncTFA, AsyncTFA, and AltTFA) are equivalent, i.e.,

they give the same bounds and stability regions [64].

Note that for networks with cyclic dependencies, all versions of TFA are designed and validated only
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when arrival curves are token-bucket functions and service curves are rate-latency functions. In

Chapter 6, we present and prove the validity of, a new version of TFA with arrival curves and service

curves of generic shapes.

2.1.3.2 Single Flow Analysis (SFA)

SFA [62] computes an end-to-end delay bound for every flow of interest as follows and applies the PBOO

principle by concatenating the residual service curves: First, it computes a residual service curve offered

to the flow at every node in its path using [54, Theorem 7.5]. Second, it uses the concatenation results

of Theorem 2.2 and obtains an end-to-end service curve offered to the flow of interest. Lastly, it uses

the end-to-end service curve and the arrival curve of the flow at the source and applies Theorem 2.1 to

obtain a delay bound. Unlike TFA, SFA benefits from PBOO, however, it does not account for the effect

of line-shaping. Also, the first step, in the case of FIFO multiplexing, requires finding the optimal values

for some parameters, which increases with the length of the flow path, thus increasing the complexity of

SFA. SFA applies to feed-forward networks, and existing versions of SFA cannot be applied to networks

with cyclic dependencies.

2.1.3.3 Pay Multiplexing Only Once (PMOO)

PMOO [62] goes in the same direction as SFA and computes an end-to-end service curve offered to the

flow of interest by finding residual service curve at each node and concatenate them using Theorem 2.2;

however, it groups interfering flows that share a sequence of systems, and then calculates an aggregate

arrival-curve for each group. This results in accounting for the burst of interfering flows once within a

flow path, which ultimately improves the end-to-end delay bound. PMOO can be only applied to FIFO

tandem networks (where nodes are placed on a line and the path of each flow is a continuous sub-path

of this line).

2.1.3.4 Least Upper Delay Bound (LUDB)

LUDB [22, 120, 121] relies on PMOO and is applied in FIFO tandem networks. It [120] provides tight

delay bounds for FIFO sink-tree networks (where all flows leave the network at the same server). This

process involves solving multiple Linear Programming (LP) problems, each providing an upper limit

on the maximum delay. By solving each LP problem and choosing the smallest upper limit, the overall

least upper bound can be determined. Authors in [22] extended the analysis of Least Upper Delay

Bound (LUDB) for FIFO tandem networks to FIFO feed-forward networks; the method is called LUDB

-FF.

2.1.3.5 Flow Prolongation

It has been observed that prolonging the paths of some interfering traffic might improve the bounds

obtained by Pay Multiplexing Only Once (PMOO) and Least Upper Delay Bound (LUDB); the method is

called flow prolongation [122]. Authors in [67] proposed a Graph neural Network (GNN) that predicts

the best flow prolongations setting. We have implemented this GNN that is open source and publicly

available in [123].
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2.1.3.6 Mixed-Integer Linear Programming (MILP), Exponential-size Linear Programming

(ELP), and Polynomial-size Linear Programming (PLP)

MILP [20] considers the arrival and departure time of a bit of interest; it then derives a number of

time instants at every node, each of which is represented by a variable in MILP. Every time instant at

a node is also associated with a variable that represents the value of the cumulative arrival function

of the flows at this time instant. Network calculus relations such as arrival curve constraints, FIFO

constraints, and service curve constraints are translated into linear constraints; the objective function

to be maximized is the delay or backlog of the flow of interest. Also, it uses many integer variables.

MILP provides tight delay bounds for FIFO feed-forward networks. However, it is applicable only to

very small-sized networks.

ELP [20, 68] removes the integers variables of MILP, and thus provides less good bounds and loses the

tightness property of MILP. However, the number of variables and constraints of ELP grows exponen-

tially, and still, it is applicable only to very small-size FIFO feed-forward networks.

PLP [68] considerably makes ELP smaller by removing many variables and constraints. On the one

hand, as the name suggests, the number of variables does not grow exponentially. On the other hand,

PLP obtains less good bounds than ELP. To compensate for that, PLP uses delay bounds obtained by

TFA and SFA as constraints; this improves the bounds obtained by PLP and guarantees that PLP always

provides bounds that are less than or equal to those obtained by TFA or SFA. PLP can be applied to

networks with cyclic dependencies, and it is known that it improves the stability region compared to

TFA. We provide a more detailed background for PLP in Chapter 5.

2.1.4 Existing Worst-Case Delay Analysis Tools

The existing research or industrial network analysis tools related to network calculus are, but not limited

to, DiscoDNC [66, 124], RTC Toolbox [125, 126], CyNC [127], RTaW-PEGASE [128], WoPANets [129],

DelayLyzer [130], DEBORAH [131], NetCalBounds [132, 133], NCBounds [134], Siemens Network Plan-

ner (SINETPLAN) [135], xTFA [61], and Panco [136]. There also exist tools especially devoted to the

min-plus algebra, such as Nancy [93], [137], and RTaW [92].

xTFA, DiscoDNC, and Panco support some of the methods we presented in the previous section. These

tools altogether cover most of the widely recognizable methods within the community:

• xTFA is developed in Python and supports a more advanced TFA.

• DiscoDNC is developed in Java and partially uses linear programming with CPLEX [138] for

LUDB.

• Panco is developed in Python and uses linear programming. So, it requires lpsolve [139] to

execute TFA, SFA, PLP, and ELP.

In Appendix A, we present Saihu, a Python interface that integrates these three worst-case network

analysis tools.
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2.2 Lower Pseudo-Inverse

The lower pseudo-inverse f ↓ of a function f ∈F is defined by (see Fig. 2.7)

f ↓(y) = inf{x| f (x) ≥ y} = sup{x| f (x) < y} (2.12)

We use the following property from [140, Sec. 10.1]:

∀x, y ∈R+, y ≤ f (x) ⇒ x ≥ f ↓(y) (2.13)

𝑓
𝑓↓𝑦 =

𝑥

𝑦

𝑥
Figure 2.7: A function f and its lower pseudo inverse f ↓; To obtain the lower pseudo-inverse
of a function, first, the axes are flipped to find its inverse; if there are plateaux (i.e., horizontal
lines) in f , they create vertical lines in its inverse; then, at each vertical line, the lowest value is
taken.
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2.3 Notation List Used Throughout the Thesis

Table 2.1: Notation List Used Throughout the Thesis

f A flow
S A system
α f An arrival curve for flow f at the source
βn A service curve offered by system S
A f Cumulative arrival function of flow f
D f Cumulative departure function of flow f
λc Rate function with λc (t ) = ct
βR,L Rate-latency function with βc,L(t ) = max(0,c(t −L))
R+ Set of non-negative real numbers
F Set of wide-sense increasing functions f :R+ 7→R+∪ {+∞}

νp,b Stair function with νp,b(t ) = b
⌈

t
p

⌉
γr,b Token-bucket function with γr,b(0) = 0 and γr,b(t ) = r t +b for t > 0
[x]+ [x]+ = max(0, x)
hDev Horizontal deviation hDev(α,β) = supt≥0{inf{d ≥ 0|α(t ) ≤β(t +d)}}
f ↓ Lower pseudo inverse f ↓ = inf{x| f (x) ≥ y} = sup{x| f (x) < y}
⊗ Min-plus convolution ( f ⊗ g )(t ) = inf0≤s≤t { f (t − s)+ g (s)}
⊘ Min-plus deconvolution ( f ⊘ g )(t ) = sups≥0{ f (t + s)− g (s)}[

f
]+
↑ The non-decreasing and non-negative closure of f given by

[
f
]+
↑ (t ) = sups≤t [ f (s)]+

vDev Vertical deviation vDev(α,β) = supt≥0{α(t )−β(t )}
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3 Strict Service Curves for Interleaved
Weighted Round-Robin

In the realm of scheduling, where packets flow,

A dance of tasks, a rhythmic show.

Weighted Round-Robin, simple and clear,

Serves bursts of packets, without any fear.

But bursty service, a challenge we find,

Interleaved Round-Robin eases our mind.

Seeking bounds on delays, we delve deep,

Using network calculus, our promises to keep.

With IWRR, a strict curve we trace,

Derived from the pseudo-inverse’s embrace.

Tight bounds we unveil, worst-case they be,

For constant-sized packets, a guarantee.

This service curve, dominant and grand,

Leaving WRR’s curve far behind, unmanned.

Numerical examples, they come alive,

Revealing IWRR’s reduction, as we strive.

So, let the chapter unfold, the findings astound,

As IWRR’s triumph, in delays we confound.

Created with ChatGPT, free research preview (version May 24) [141]

Weighted Round-Robin (WRR) is a scheduling algorithm that is often used for scheduling tasks, or

packets, in real-time systems or communication networks. The capacity is shared among several clients

or queues by giving each of them a weight, which is a positive integer, and by providing more service

to those with larger weights. Specifically, queues are visited one after the other, and when a queue i

with weight wi has an emission opportunity, it sends wi packets, or less if fewer packets are present.

The advantage of WRR is that it is fair and simple. However, the service is bursty because up to wi

packets can be served consecutively for queue i , which can cause a large worst-case waiting time

for other queues. Interleaved Weighted Round-Robin (IWRR) mitigates this effect [84]. With IWRR, a

queue i with weight wi has wi emission opportunities per round and can send up to one packet at

every emission opportunity. In contrast, with WRR, it has one emission opportunity per round and can

send up to wi packets at every emission opportunity. Hence, IWRR spreads out emission opportunities
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of each queue in a round, which is expected to result in a smoother service and lower worst-case

delays. There exist several versions of IWRR; we focus on the simplest one, where queue i has emission

opportunities in the first wi cycles within a round (see Section 3.1 for a formal description of IWRR

and Section 3.2 for WRR variants). As explained in Section 1.2.1, no prior literature exists for worst-case

delay bounds with IWRR.

The network calculus approach was applied to WRR in [40, Sec. 8.2.4], where a strict service curve is

obtained. As explained in Section 2.1.1.4, strict service curves are a special kind of service curve, hence

can be used to derive valid delay bounds. Our first contribution is to obtain a strict service curve for

IWRR. Compared to WRR, the interleaving in IWRR makes the analysis more difficult, and the method

of proof in [40] cannot easily be extended. To circumvent this difficulty, we rely heavily on the method

of pseudo-inverse, recalled in Section 2.2. As expected, the IWRR strict service curve dominates that of

WRR, hence the resulting delay bounds for IWRR are always less than or equal to those for WRR.

The strict service curve enables us to obtain delay bounds by using network calculus, but such bounds

might not always be tight, i.e., they might not always be equal to worst cases. This is because the strict

service curve is an abstraction of the system. Our second contribution is to show that, for flows with

packets of constant sizes, the strict service curve obtained for IWRR does provide tight delay bounds.

We show that the same result holds for the existing strict service curve of WRR. It follows that, for flows

with packets of constant size, the obtained characterization of IWRR (and of WRR) with a strict service

is the best possible among all possible service curves, strict or not.

The strict service curve obtained for IWRR has some description complexity; see also Fig. 3.2. Therefore,

we provide simplified lower bounds that can be used, at the expense of sub-optimality, when analytic,

closed-form expressions are important.

The rest of this chapter is as follows: We describe our system model in Section 3.1. We describe the

state-of-the-art in Section 3.2. In Section 3.3, we present our strict service curve for IWRR. In Section 3.4,

we show that both the IWRR and WRR strict service curves are the best possible and that they give tight

delay bounds for a with constant packet sizes. We use numerical examples to illustrate the worst-case

latency improvement of IWRR over WRR obtained with our method in Section 3.5. We present proofs

of results in Section 3.6. We conclude the chapter in Section 3.7. A summary of notation and symbols

used in this chapter are given in Section 3.8.

3.1 System Model

We assume that we have 1,2, . . . ,n classes and each flow is statistically assigned to a class: We consider

a weighted round-robin subsystem that serves n input classes, has one queue per class, and uses a

weighted round-robin algorithm to arbitrate between classes. The arbitration algorithm assumed in

this chapter is IWRR, shown in Algorithm 3.1. When a packet of flow that belongs to class i enters the

weighted round-robin subsystem, it is put into queue i . The weight of class i is wi . IWRR runs an

infinite loop of rounds. In one round, each queue i has wi emission opportunities; one packet can be

sent during one emission opportunity. The inner loop defines a cycle, where each queue is visited, but

only those with a weight not smaller than the cycle number have an emission opportunity. The send
instruction is assumed to be the only one with a non-null duration. Its actual duration depends on the

packet size but also on the amount of service available to the entire weighted round-robin subsystem.

See Fig. 3.1 for an illustration.
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1 2 3 1 2 3 2 3 3 3 1 2 3 1 2 3 2 3 3 3

cycle 1 cycle 2 c 3 c 4 c 5 cycle 1 cycle 2 c 3 c 4 c 5
round 𝑛 round 𝑛 + 1

Figure 3.1: Emission opportunities on two successive rounds for IWRR with three classes and
w1 = 2, w2 = 3, w3 = 5. Mind that this is not temporal behavior: each opportunity can lead to an
empty interval if the queue is empty at this time. Furthermore, the duration of each non-empty
interval depends on the packet size and the aggregate service available (we do not assume constant
rate service).

The weighted round-robin subsystem is itself placed in a larger system, and can compete with other

queuing subsystems. For example, consider the case of a constant-rate server with several priority

levels, without preemption, and where the weighted round-robin subsystem is at a priority level that is

not the highest, as in [73, Sec. 8.6.8.3]. Assuming some arrival curve constraints for the higher priority

traffic, the service received by the entire weighted round-robin subsystem can be modelled using a

strict service curve [40, Sec. 8.3.2].

This motivates us to assume that the aggregate of all classes in the weighted round-robin subsystem

receives a strict service curve, say β ∈F that we call “aggregate strict service curve”. If the weighted

round-robin subsystem has exclusive access to a transmission line of rate c, then β(t) = ct for t ≥ 0.

We assume that β(t) is finite for every (finite) t and, without loss of generality, we assume β to be

super-additive. Note that the aggregate strict service curve β, which models the service offered to the

aggregate of all flows, should not be confused with the strict service curves such as βi , which captures

service offered to class i ; strict service curves such as βi are called “residual" strict service curves in

some references.

Algorithm 3.1: Interleaved Weighted Round-Robin

Input: Integer weights w1 ≤ w2 ≤ .. ≤ wn

1 wmax ← max w1, .., wn ;
2 while true do

//A round starts.
3 for C ← 1 to wmax do

//A cycle starts.
4 for i ← 1 to n do
5 if C ≤ wi then

//Queue i is visited.
6 if (not empty(i )) then

//A service for queue i.
7 print(now, i);
8 send(head(i ));
9 removeHead(i );

//A cycle finishes.
//A round finishes.

Here, we use the context of communication networks, but the results equally apply to real-time systems:
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Simply map flow to task, packet to job, packet size to job execution time, and strict service curve to

“delivery curve” [142, 143].

3.2 Related Works

One of the first use of round-robin scheduling in the network context appeared in [71], with a fairness

objective, i.e., a fair way to share the bandwidth among sessions. It is also mentioned in [72] as a way to

implement “fair queueing”.

The term “Weighed Round-Robin” was coined in [84] as a generalization of round-robin to share

the bandwidth “in proportion to prescripted weights” in the context of ATM (i.e., with constant-size

packets). Two versions of the algorithm are presented in [84]. The former is presented in Algorithm 3.1:

at cycle C (with C between 1 and wmax), only classes with weight wi ≥ C can emit one packet. We

call this version IWRR. The latter version assumes that there exists for each class i a bit-list of length

wmax, oi ∈ {0,1}wmax , such that wi =
∑wmax

k=1 oi [k]. A class i can emit a packet at cycle C only if oi [C ] = 1.

A strategy is given to build these vectors in [84] and is refined with fairness objectives in [144]. Call

LIWRR (list-based IWRR) this version.

IWRR is modified into WRR/SB in [145] to enable some classes to send slightly more packets than

permitted in a cycle, and to decrease accordingly at the next cycle.

As mentioned, plain WRR (which we simply call “WRR”) enables each class i to send up to wi packets

every time it is selected [146]. A “Multiclass WRR” is also defined in [146]. Surprisingly, the authors

of [146] were not aware of [84] and have re-invented LIWRR. Note that even if WRR was designed for

packets of constant size, it has been applied in networks of variable-size packets such as Ethernet [73,

Sec. 8.6, Sec. 8.6.8.3, Sec. 37], in request balancing in cloud infrastructures [74], in the LinuxVirtualServer

scheduling [75], in network of chip [76], and so on. In fact, looking for expression “weighted round-

robin” in the title or abstracts of papers index by Scopus returns more than 553 entries (May 2023),

and Google references more than 4000 patents with this expression (May 2023). Unfortunately, when

authors refer to WRR, they often do not explicit which version of WRR it is.

A WRR server is also a latency-rate server, with latency and rates given in [147] for packets of constant

size. The latency result is generalized to LIWRR in [148]. Even if the notion of the latency-rate server is

very close to the one of a service curve βr,T in network calculus, both notions are slightly different, and

results cannot be directly imported from one theory to the other [149]. In [76], the authors consider a

Network on Chip (NoC), with WRR arbitration at the flit level. A flit is the elementary data unit of the

NoC, one flit is sent per CPU/NoC cycle. Assuming that the weights are such that packets are never

fragmented by the arbiter, a strict service curve βRi ,Ti for class i is found, with Ri = wi∑
k wk

, Ti =
∑

j ̸=i w j .

WRR arbitration in an Ethernet switch is also considered in [150], with the assumption that all classes

of an output port have the same constant packet size. It then computes, in the network calculus

framework, a residual service with a service curve βRi ,Ti with Ri = wi∑
k wk

C , Ti =
∑

j ̸=i w j

C , where C is the

link rate. We assume that the missing packet size in the Ti term was a typo. This network calculus

result for conventional WRR arbitration in Ethernet is refined in [151], considering packets of variable

size, leading to residual service with a strict service curve βRi ,Ti with Ri = wi l min
i

wi l min
i +∑

j ̸=i w j l max
j

C and

Ti =
∑

j ̸=i w j l max
j

C (cf. Eq. (1) and (2) in [151]) where l min
i , l max

i are, respectively, lower and upper bounds

on the size of the packets in class i . It refines this result by subtracting the part of the bandwidth not
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used by interfering classes (considering their arrival curves).

Observe that computing a residual service with a βR,T curve is pessimistic as it assumes that, once the

worst latency is paid, each packet is served with the long-term residual rate. Whereas, in reality, each

packet, when it is selected for emission, is transmitted at full link speed up to completion. A residual

service for the conventional WRR with a curve that is an alternation of full services and plateaus is given

in [40, Sec. 8.2.4]. This effect of “full speed up to completion” can also be captured when computing

the local delay of a server with βR,T service curve [152].

3.3 Strict Service Curves for IWRR

Our first result is a strict service curve for IWRR that, as we show in Section 3.4, is the best possible. We

compare it to WRR and also give simpler, lower approximations.

Theorem 3.1 (Strict Service Curve of IWRR). Let S be a server shared by n classes that uses IWRR as

explained in Section 3.1, with weight wi for class i . Recall that the server offers a strict service curve β

to the aggregate of the n classes. For any class i , l min
i [resp. l max

i ] is a lower [resp. upper] bound on the

packet size.

Then, S offers to every class i a strict service curve βi given by βi (t ) = γi (β(t )) with

γi =λ1 ⊗Ui (3.1)

Ui (x)
def=

wi−1∑
k=0

νLtot,l min
i

([
x −ψi (kl min

i )
]+)

(3.2)

Ltot = wi l min
i +

∑
j , j ̸=i

w j l max
j (3.3)

ψi (x)
def= x +

∑
j , j ̸=i

φi , j

(⌊
x

l min
i

⌋)
l max

j (3.4)

φi , j (x)
def=

⌊
x

wi

⌋
w j +

[
w j −wi

]++min(x mod wi +1, w j ) (3.5)

In the above, νp,b is the stair function, λ1 is the unit rate function and ⊗ is the min-plus convolution, all

are described in Fig. 2.3.

Furthermore, βi is super-additive.

The proof is in Section 3.6.1. See Fig. 3.2 for some illustration of βi . Our strict service curve captures the

round-robin manner of IWRR: The fact that the service is interrupted in order to serve other queues,

and then the class is served at a rate given by the server; each plateau (i.e., horizontal line) corresponds

to a service interruption for class i . Observe that γi in Eq. (3.1) is the strict service curve obtained when

the aggregate strict service curve is β=λ1 (i.e., when the aggregate is served at a constant, unit rate). In

the common case where β is equal to a rate-latency function, say βc,T , we have βi (t ) = γi (c(t −T )) for

t ≥ T and βi (t ) = 0 for t ≤ T , namely, βi is derived from γi by a rescaling of the x axis and a right-shift.

The key point of Theorem 3.1 is as follows: We take into account the details of IWRR in our analysis,

thanks to the pseudo-inverse technique; all constraints are written without any attempts to invert

them in closed form, and only at the final step they are inverted. Specifically, as shown in the proof,

in (s, t ], a backlogged period (see Definition 2.9) of the class of interest i , the service received by an
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Illustration of Theorems 3.1, 3.2, and 3.3
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Figure 3.2: Strict service curves obtained in Section 3.3 for an example with four input classes, weights
= {4,6,7,10}, l min = {4096,3072,4608,3072} bits, l max = {8704,5632,6656,8192} bits and β(t ) = ct with
c = 10 Mb/s (i.e., the aggregate of all flows is served at a constant rate). The figure shows the
IWRR service curve βi and the WRR strict service curve β′

i for two of the classes; it also shows the
non-dominated rate-latency strict service curves βr∗0 ,T ∗

0
and βr∗

k∗ ,T ∗
k∗

of Theorem 3.3 (in the top panel
both are equal).

interfering class j (i.e., D j (t )−D j (s)) is upper bounded as a function of the service received by class i

(i.e., φi , j (Di (t )−Di (s)), where φi , j is defined in (3.5).

As mentioned in Section 6.1, any strict service curve that is not super-additive can be improved, by

replacing it with its super-additive closure. The last statement in the theorem guarantees that it is not

possible to improve the obtained service curve in this way.

We now compare to WRR. The best known service curve for (non-interleaved) WRR is given in [40, Sec.

8.2.4] and is

β′
i (t ) = (λ1 ⊗νLtot,qi )

([
β(t )−Qi

]+)
(3.6)

with qi = wi l min
i and Qi =

∑
j , j ̸=i w j l max

j . In Section 3.4, we show that β′
i (t ) is indeed the best possible

strict service curve for WRR. Furthermore, it is dominated by the strict service curve for IWRR:

Theorem 3.2. With the assumptions in Theorem 3.1 and in Eq. (3.6):

β′
i ≤βi (3.7)

The proof is in Section 3.6.2. Figure 3.2 illustrates how the strict service curve for IWRR improves on

that for WRR, by providing a smoother, and generally larger, service.

The service curve found in Theorem 3.1 is the best possible one but has a complex expression. If there

is interest in a simpler expression, any lower bounding function is a strict service curve; in particular,

the strict service curve β′
i for WRR is also a valid, though sub-optimal, strict service curve for IWRR.

There is often interest in service curves that are rate-latency functions. Observe that, if the aggregate

service curve β is a rate-latency function, then replacing γi by a rate-latency lower-bounding function

also yields a rate-latency function for βi , and vice-versa. Therefore, we are interested in rate-latency

functions that lower bound γi .
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3.4 Tightness

Among all of these, there is not a single best one, as some have a smaller latency while others have a

larger rate. We say that a rate-latency function βr,T that lower bounds γi is non-dominated if there is

no other rate latency function βr ′,T ′ that lower bounds γi and dominates βr,T , i.e., such that r ′ ≥ r and

T ′ ≤ T . The following result gives all such non-dominated rate-latency functions. Let r∗ = qi
Ltot

= wi l min
i

Ltot
,

rwi−1 = 1, and

rk =
l min

i

ψi ((k +1)l min
i )−ψi (kl min

i )
, 0 ≤ k < wi −1 (3.8)

k∗ = min{0 ≤ k < wi | rk ≥ r∗} (3.9)

r∗
k = min(rk ,r∗), 0 ≤ k ≤ k∗ (3.10)

Theorem 3.3. With the assumptions in Theorem 3.1 and the definitions (3.8)-(3.10), a rate-latency

function βr,T lower bounds γi and is non-dominated if and only if r = r∗
k∗ and T =ψi (k∗l min

i )− k∗l min
i

r ,

or r∗
k−1 ≤ r < r∗

k and T =ψi (kl min
i )− kl min

i
r for some integer k with 0 < k ≤ k∗. Among all such rate-latency

functions, the one with the lowest latency is βr∗0 ,T ∗
0

and the one with the largest rate is βr∗
k∗ ,T ∗

k∗
.

The proof is in Section 3.6.3. Figure 3.2 illustrates βr∗0 ,T ∗
0

and βr∗
k∗ ,T ∗

k∗
in some examples. Observe

that k 7→ r∗
k is wide-sense increasing with k for 0 ≤ k ≤ k∗, but the values of r∗

k are not necessarily all

distinct. It can also occur that k∗ = 0 (as in the top panel of Fig. 3.2); in which case, there is one optimal

rate-latency service curve. In general, however, this does not occur, and a simple lower bounding

approximation can be obtained with the supremum of all non-dominated rate-latency service curves,

as given by the next theorem.

Theorem 3.4. With the assumptions in Theorem 3.3, the supremum of all non-dominated rate-latencies

is equal to max
(
βr∗0 ,T ∗

0
, . . . ,βr∗

k∗ ,T ∗
k∗

)
, and it is the largest convex function that lower bounds γi .

The proof is in Section 3.6.4. There is often interest in service curves that are piecewise linear and

convex. Specifically, convex piecewise-linear functions are stable under addition and maximum, and

the min-plus convolution can be computed in automatic tools very efficiently [40, Sec. 4.2]. The above

theorem thus gives the best such strict service curve.

3.4 Tightness

We first show that the strict service curve we have obtained is the best possible. The proofs of all results

in this section are in Section 3.6.

3.4.1 Tightness of Strict Service Curve

Theorem 3.5. (Tightness of the IWRR Service Curve) Consider a weighted round-robin subsystem that

uses the IWRR scheduling algorithm, as defined in Section 3.1. Assume the following system parameters

are fixed: the number of input classes, the weight w j allocated to every class j , the bounds on packet sizes

l min
j and l max

j for every class j , and the strict service curve β for the aggregate of all flows. We assume that

β is Lipschitz-continuous, i.e., there exists a constant K > 0 such that β(t )−β(s)
t−s ≤ K for all 0 ≤ s < t . Let i

be the index of one of the classes.
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Assume that bi ∈F is a strict service curve for class i in any system that satisfies the specifications above.

Then bi ≤βi where βi is given in Theorem 3.1.

The proof is in Section 3.6.5. The idea of the proof is as follows: For any value of the system parameters,

for any τ> 0, and for any class i , we create a trajectory scenario of a system such that

∃s ≥ 0, (s, s +τ] is backlogged for class i

and Di (s +τ)−Di (s) =βi (τ)
(3.11)

,i.e., for the class of interest i , we create a backlogged period (see definition 2.9) of duration τ where

the service received by class i is exactly equal to βi (τ). Then, it follows that every other strict service

curve bi is upper bounded by βi . Note that assuming the aggregate strict service curve β is Lipschitz-

continuous does not appear to be a restriction as the rate at which data is served has a physical limit.

Interestingly, we obtain a similar result for WRR. Recall that β′
i is the strict service curve for class i ,

described in Eq. (3.6), which was obtained in [40, Sec. 8.2.4].

Theorem 3.6. (Tightness of the WRR Service Curve) Theorem 3.5 is also valid if we replace IWRR with

WRR. Specifically, using WRR as a scheduling policy, β′
i is the largest possible strict service curve for class

i .

3.4.2 Tightness of Delay Bounds with Constant Packet Sizes

Having obtained the best-possible strict service curve does not guarantee that the delay bounds derived

from it are tight, i.e., are worst-case delays. This is because a service curve is only an abstraction of the

system; and we have obtained a strict service curve, and non-strict service curves might provide better

results. However, we show that, for flows of packets of constant size, we do obtain tight delay bounds.

We show that it holds for IWRR and for WRR.

Recall that a delay bound requires the knowledge of an arrival curve αi for the class of interest. If

flows of this class generate only packets of length l , then αi can be assumed to be a multiple of l and

sub-additive. A delay bound for this class is then equal to hDev(αi ,βi ) (see Theorem 2.1).

Theorem 3.7. (Tightness of Delay Bound for IWRR with Constant Packet Size) Consider a system, as

in Theorem 3.5, with the additional assumption that, for the class of interest i , l min
i = l max

i = l .

Let αi ∈F be a sub-additive function that is an integer multiple of l , and assume that class i has αi as

an arrival curve. The network calculus delay bound is tight, i.e, there exists a trajectory where the delay

of one packet of class i is equal to hDev(αi ,βi ).

Theorem 3.8. (Tightness of Delay Bound for WRR with Constant Packet Size) Theorem 3.7 is also valid

for the WRR policy.

3.5 Numerical Examples

To compare IWRR and WRR worst-case delays, we provide some numerical examples. First, we consider

a system of 8 input classes f1, . . . , f8 with respective weights {22,27,28,30,30,34,41,45} and l min = l max =
l = 7119 bit. Let the aggregate service, β, be a constant bit rate of 10 Mb/s. For every class i , we compute

the IWRR and WRR strict service curves βi ,β′
i . Then, for every i , we generate N = 1000 token-bucket
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Figure 2.3 – Box-and-whisker plots of di�erence between WRR and IWRR delay bounds with weights
{22,27,28,30,30,34,41,45} and l = 7119 bit with random arrival curves. Median WRR delay bounds
are also provided.

Second, we repeated the same study for M = 10000 sets of system parameters. For each system,

we choose the weights of 8 flows by picking them uniformly at random between 10 and 50, and

we pick a packet length l uniformly at random between 64 to 1522 bytes. For each experiment,

we call flow 1 the flow with the smallest weight, flow 2 with second smallest weight, and so

on. As the scale of delay bounds depends on the choices of weights and the packet length, the

ḋ k
i °d k

i series are divided by ḋ m̄
i , the median of WRR delay bounds for flow i . Figure 2.4 gives

the box-and-whisker plots of the
ḋ k

i °d k
i

ḋ m̄
i

series. Using IWRR improves worst-case delays, as

expected, and the improvement is larger for flows with larger weights.

2.6 Proofs

2.6.1 Proof of Theorem 2.1

The idea of proof is as follows. We consider a backlogged period (s, t ] of flow of interest i , and

we let p be the number of packets of flow i that are entirely served during this period. For every

other flow j , the number of packets that are entirely served is upper bounded by a function

of p, given in Lemma 2.3. Also, p is upper bounded by a function of the amount of service

received by flow i in Lemma 2.5. Combining these two results gives an implicit inequality

for the total amount of service in Eq. (2.23). By using the technique of pseudo-inverse, this

inequality is inverted and provides a lower bound for the amount of service received by the

flow of interest.
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Figure 3.3: Box-and-whisker plots of difference between WRR and IWRR delay bounds with weights
{22,27,28,30,30,34,41,45} and l = 7119 bit with random arrival curves. Median WRR delay bounds
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Key Variables and Basic Properties

Let (s, t ] be a backlogged period of flow i . Let (øk , fk ) be couples of (instant, flow), printed

at line 8 of Algorithm 1. Note that øk < øk+1 as the send instruction has a non-null duration

(because the aggregate service curve Ø is Lipschitz continuous). Let æ(0),æ(1), . . . be the

sequence of service opportunities for flow i at or after s, i.e., æ(0) = min{m | øm ∏ s, fm = i }

and æ(k) = min{m | øm > øæ(k°1), fm = i }. The kth service opportunity for flow i occurs at time

øæ(k°1); we say that it is “complete” if øæ(k°1)+1 ∑ t , i.e., the interval taken by this service is

entirely in [s, t ]. Let p ∏ 0 be the number of complete service opportunities. Observe that it is

possible that p = 0, and it might happen that øæ(p) < t or øæ(p) ∏ t (see Fig. 2.5).

In each service of flow i , during a backlogged period, it sends one packet with a length ∏ l min
i ,

thus, for all k = 0. . . (p °1), we have R§
i (øæ(k+1))°R§

i (øæ(k)) ∏ l min
i , therefore

R§
i (øæ(p))°R§

i (øæ(0)) ∏ pl min
i (2.11)

Amount of Service to Other Flows

In order to upper bound the number of emission opportunities for another flow j , we first find

an expression, in Lemma 2.1, for the number of emission opportunities for flow j between

two consecutive emission opportunities for flow i . Lemma 2.2 then finds an upper bound on

the number of emission opportunities for flow j in (s,øæ(p)), as a function of the cycle number

(variable C in Algorithm 1) at øæ(0). Lastly, Lemma 2.3 maximizes the previous upper bound

over all values of C .

22

Figure 3.4: Box-and-whisker plots of difference between WRR and IWRR delay bounds normalized to
the median of WRR delay bounds, for several systems with weights picked uniformly at random in
[10,50], assigned to a class by increasing order, and a packet length picked uniformly at random in
[64,1522] bytes.
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arrival curves γr,bk
, k = 1, . . . , N , with rate r = 0.5 Mb/s and burst bk picked uniformly at random in

[1,20] packets. Then, we use αk
i = ⌈γr,bk

l ⌉l to satisfy the conditions of Theorems 3.7 and 3.8 and to

compute d k
i = h(αk

i ,βi ) and ḋ k
i = h(αk

i ,β′
i ). Figure 3.3 gives the box-and-whisker plots of the ḋ k

i −d k
i

series. The median of WRR delay bounds ḋ k
i are also provided to illustrate the improvement.

Second, we repeated the same study for M = 10000 sets of system parameters. For each system, we

choose the weights of 8 classes by picking them uniformly at random between 10 and 50, and we pick a

packet length l uniformly at random between 64 to 1522 bytes. For each experiment, we call class 1 the

class with the smallest weight, class 2 with the second smallest weight, and so on. As the scale of delay

bounds depends on the choices of weights and the packet length, the ḋ k
i −d k

i series are divided by ḋ m̄
i ,

the median of WRR delay bounds for class i . Figure 3.4 gives the box-and-whisker plots of the
ḋ k

i −d k
i

ḋ m̄
i

series. Using IWRR improves worst-case delays, as expected, and the improvement is larger for classes

with larger weights.

3.6 Proofs

3.6.1 Proof of Theorem 3.1

The idea of proof is as follows. We consider a backlogged period (see definition 2.9) (s, t ] of the class of

interest i , and we let p be the number of packets of class i that are entirely served during this period.

For every other class j , the number of packets that are entirely served is upper bounded by a function

of p, given in Lemma 3.3. Also, p is upper bounded by a function of the amount of service received by

class i in Lemma 3.5. Combining these two results gives an implicit inequality for the total amount of

service in Eq. (3.24). By using the technique of pseudo-inverse, this inequality is inverted and provides

a lower bound for the amount of service received by the class of interest.

3.6.1.1 Key Variables and Basic Properties

Let (s, t ] be a backlogged period of class i . Let (τk , fk ) be couples of (instant, class), printed at line 7 of

Algorithm 3.1. Note that τk < τk+1 as the send instruction has a non-null duration (because the aggre-

gate service curve β is Lipschitz continuous). Let σ(0),σ(1), . . . be the sequence of service opportunities

for class i at or after s, i.e., σ(0) = min{m | τm ≥ s, fm = i } and σ(k) = min{m | τm > τσ(k−1), fm = i }. The

kth service opportunity for class i occurs at time τσ(k−1); we say that it is “complete” if τσ(k−1)+1 ≤ t ,

i.e., the interval taken by this service is entirely in [s, t ]. Let p ≥ 0 be the number of complete service

opportunities. Observe that it is possible that p = 0, and it might happen that τσ(p) < t or τσ(p) ≥ t (see

Fig. 3.5).

In each service of class i , during a backlogged period, it sends one packet with a length ≥ l min
i , thus, for

all k = 0. . . (p −1), we have Di (τσ(k+1))−Di (τσ(k)) ≥ l min
i , therefore

Di (τσ(p))−Di (τσ(0)) ≥ pl min
i (3.12)

3.6.1.2 Amount of Service to Other classes

In order to upper bound the number of emission opportunities for another class j , we first find an

expression, in Lemma 3.1, for the number of emission opportunities for class j between two consecutive

34



3.6 Proofs

Illustration of Theorems 1, 2, and 3
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Fig. 3: Strict service curves obtained in Section V for an example with four input flows, weights = {4, 6, 7, 10}, lmin =
{4096, 3072, 4608, 3072} bits, lmax = {8704, 5632, 6656, 8192} bits and �(t) = ct with c = 10Mb/s (i.e., the aggregate of all flows is
served at a constant rate). The figure shows the IWRR service curve �i and the WRR strict service curve �0

i for two of the flows; it
also shows the non-dominated rate-latency strict service curves �r⇤

0 ,T⇤
0

and �r⇤
k⇤ ,T⇤

k⇤ of Theorem 3 (in the top panel both are equal).

gives an implicit inequality for the total amount of service in
(26). By using the technique of pseudo-inverse, this inequality
is inverted and provides a lower bound for the amount of
service received by the flow of interest.

A. Key Variables and Basic Properties

Let (s, t] be a backlogged period of flow i. Let (⌧k, f lk)
be couples of (instant,flow), printed at line 8 of Algorithm 1.
Note that ⌧k < ⌧k+1 as the send instruction has a non-null
duration (because the aggregate service curve � is Lipschitz
continuous). Let �(0),�(1), . . . be the sequence of service op-
portunities for flow i at or after s, i.e., �(0) = min{m | ⌧m �
s, flm = i} and �(k) = min{m | ⌧m > ⌧�(k�1), f lm = i}.
The kth service opportunity for flow i occurs at time ⌧�(k�1);
we say that it is “complete” if ⌧�(k�1)+1  t, i.e., the interval
taken by this service is entirely in [s, t]. Let p � 0 be the
number of complete service opportunities. Observe that it is
possible that p = 0, and it might happen that ⌧�(p) < t or
⌧�(p) � t.

s ⌧�(0)�1 ⌧�(0) ⌧�(0)+1 ⌧�(p�1) ⌧�(p�1)+1 t ⌧�(p)

class i is served class i is served

s ⌧�(0)�1 ⌧�(0) ⌧�(0)+1 ⌧�(p�1) ⌧�(p�1)+1 ⌧�(p) t ⌧�(p)+1

class i is served class i is served class i is served

In each service of flow i, during a backlogged period,
it sends one packet with a length � lmin

i , thus, for all
k = 0 . . . (p� 1), R⇤

i (⌧�(k+1))�R⇤
i (⌧�(k)) � lmin

i , therefore

R⇤
i (⌧�(p))�R⇤

i (⌧�(0)) � plmin
i (14)

B. Amount of Service to Other Flows

In order to upper bound the number of emission oppor-
tunities for another flow j, we first find an expression, in
Lemma 1, for the number of emission opportunities for flow
j between two consecutive emission opportunities for flow i.
Lemma 2 then finds an upper bound on the number of emission
opportunities for flow j in (s, ⌧�(p)), as a function of the cycle
number (variable C in Algorithm 1) at ⌧�(0). Lastly, Lemma 3
maximizes the previous upper bound over all values of C.

Lemma 1. The number of emission opportunities for flow j 6=
i between two consecutive emission opportunities for flow i,
given that the latter emission opportunity for flow i occurs at
cycle C, is equal to qi,j(C)

def
=

8
><
>:

0 if 1 < C  wi and wj < C

1 if 1 < C  wi and wj � C

[wj � wi]
+

+ 1 if C = 1

(15)

Proof. According to Algorithm 1, flow i has emission oppor-
tunities only in the first wi cycles of each round. Both emission
opportunities are either in the same round (Case 1) or in two
consecutive rounds (Case 2). As C is the cycle number for the
second emission opportunity for flow i, Case 1 can occur only
when 1 < C  wi, and Case 2 can occur when C = 1. For
Case 1, we further differentiate between wj < C and wj � C.

Case 1a: 1 < C  wi and wj < C: Queue j does not have
an emission opportunity in cycle C because wj < C. Also, we
must have wj < wi, thus queue j does not have an emission
opportunity after i in cycle C � 1. Hence, qi,j(C) = 0.

Case 1b: 1 < C  wi and wj � C: If wj > wi, then queue
j has an emission opportunity after queue i in cycle C � 1. If

Figure 3.5: Illustration of two possible cases of τσ(p) ≥ t and τσ(p) < t .

emission opportunities for class i . Lemma 3.2 then finds an upper bound on the number of emission

opportunities for class j in (s,τσ(p)), as a function of the cycle number (variable C in Algorithm 3.1) at

τσ(0). Lastly, Lemma 3.3 maximizes the previous upper bound over all values of C .

Lemma 3.1. The number of emission opportunities for class j ̸= i between two consecutive emission

opportunities for class i , given that the latter emission opportunity for class i occurs at cycle C , is equal to

qg , f (C ) =


0 if 1 <C ≤ wi and w j <C

1 if 1 <C ≤ wi and w j ≥C[
w j −wi

]++1 if C = 1

(3.13)

Proof: According to Algorithm 3.1, class i has emission opportunities only in the first wi cycles of each

round. Both emission opportunities are either in the same round (Case 1) or in two consecutive rounds

(Case 2). As C is the cycle number for the second emission opportunity for class i , Case 1 can occur

only when 1 <C ≤ wi , and Case 2 can occur when C = 1. For Case 1, we further differentiate between

w j <C and w j ≥C .

Case 1a: 1 <C ≤ wi and w j <C : Queue j does not have an emission opportunity in cycle C because

w j <C . Also, we must have w j < wi , thus queue j does not have any emission opportunity after i in

cycle C −1. Hence, qi , j (C ) = 0.

Case 1b: 1 <C ≤ wi and w j ≥C : If w j > wi , then queue j has an emission opportunity after queue i

in cycle C −1. If w j = wi , then queue j has an emission opportunity before i in cycle C , or after i in

cycle C −1. Else, C ≤ w j < wi and queue j has an emission opportunity in cycle C , before i . In all cases,

qi , j (C ) = 1.

Case 2: C = 1: The first emission opportunity for i is in the last cycle of a round that includes i (cycle

wi ). If w j > wi , then queue j has an emission opportunity in the rest of cycle wi and also has emission

opportunities during the next (w j −wi ) cycles of the last round. In this case, qi , j (C ) = w j −wi +1,

which is also the value in the last line of Eq. (3.13). Else if w j = wi , queue j has an emission opportunity

before i in this cycle or after i in cycle wi of the first round, thus qi , j (C ) = 1, which is also the value in

the last line of Eq. (3.13). Else, w j < wi and queue j has an emission opportunity before i in this cycle.

Here too, qi , j (C ) = 1, the value in the last line of Eq. (3.13).

Lemma 3.2. The number of emission opportunities for class j ̸= i in (s,τσ(p)), for any backlogged period

(s, t ] of class i with p complete services, given that the first service starts at cycle number C (cycle number
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at time τσ(0)) is upper bounded by

q ′
i , j

(
C , p

) def=
p∑

k=0
qi , j ((C +k −1) mod wi +1) (3.14)

Also, let C ′(p) be the cycle number at τσ(p). Then,

C ′(p) = (
C +p −1

)
mod wi +1 (3.15)

Proof: By induction on p.

Base Case: p = 0

In this case, q ′
i , j (C ,0) is the number of emission opportunities for class j between two consecutive

emission opportunities for class i that by Lemma 3.1, is equal to qi , j (C ). As 1 ≤C ≤ wi , (C −1) mod wi +
1 =C thus qi , j (C ) = qi , j ((C −1) mod wi +1). This shows Eq. (3.14). Also, by definition, C ′(0) =C ; using

again (C −1) mod wi +1 =C shows that Eq. (3.15) holds.

Induction step:

We assume that Eq. (3.14) and Eq. (3.15) hold for p −1, and we want to show that they also hold for p.

First, let us prove Eq. (3.15). There are two possible cases: (a) if 0 ≤C ′(p −1) < wi , then both (p −1)st

and pth emission opportunities occur in the same round, thus C ′(p) =C ′(p −1)+1. By the induction

hypothesis,
(
C +p −2

)
mod wi +1 < wi , i.e.,

(
C +p −2

)
mod wi < wi −1. Note that, for any integer x

(x +1) mod w =
{

(x mod w)+1 if (x mod w) < w −1

0 otherwise
(3.16)

By using Eq. (3.16), we obtain that C ′(p) is given by Eq. (3.15) as required. (b) In the second case,

C ′(p −1) = wi , then the next emission opportunity occurs in the first cycle of the next round, thus

C ′(p) = 1. Here too, applying Eq. (3.16) shows that C ′(p) is given by Eq. (3.15) as required.

Then, we prove Eq. (3.14). Let N be the number of emission opportunities for class j in [s,τσ(p)). N is

the sum of N1, the number of emission opportunities in [s,τσ(p−1)), and N2, the number of emission

opportunities in (τσ(p−1),τσ(p)). By the induction hypothesis, N1 ≤ q ′
i , j

(
C , p −1

)
. Also, by Lemma 3.1,

we have N2 ≤ qi , j (C ′(p)). Thus, by using Eq. (3.15) which was just shown to also hold for p, we obtain

N ≤
p−1∑
k=0

qi , j ((C +k −1) mod wi +1)+qi , j
((

C +p −1
)

mod wi +1
)

(3.17)

where the right-hand side is equal to q ′
i , j (C , p) as required.

Lemma 3.3. For any backlogged period (s, t ] of class i with p complete services, the number of emission

opportunities for class j ̸= i in (s,τσ(p)) is upper bounded by φi , j (p), defined in Eq. (3.5).

Proof: Lemma 3.2 gives the number of emission opportunities for class j ̸= i in (s,τσ(p)), for any

backlogged period (s, t ] of class i with p complete services, when the first service starts at cycle number

C (cycle number at time τσ(0)). To obtain the lemma, we maximize this result over C . We show the

following properties.
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(P1) For any integer C ∈ [1, wi ],

wi−1∑
k=0

qi , j ((C +k −1) mod wi +1) = w j (3.18)

The mapping k 7→ (C +k −1) mod wi +1 is one-to-one from {0, ..., wi −1} onto {1, ..., wi }, thus the left-

hand side of Eq. (3.18) is equal to
∑wi

k=1 qi , j (k) that as we show now, is equal to w j . First, we have

qi , j (1) = [
w j −wi

]++1. Also, qi , j (k) = 1 when k > 1 and w j ≥ k +1. Thus,
∑wi

k=2 qi , j (k) = min(wi −
1, w j −1) and finally the left-hand side is equal to

[
w j −wi

]++min(wi −1, w j −1)+1, which is equal

to w j .

(P2) For any integers C ∈ [1, wi ] and p ≥ 0,

q ′
i , j

(
C , p

)= ⌊
p

wi

⌋
w j +

p mod wi∑
k=0

qi , j ((C +k −1) mod wi +1) (3.19)

qi , j is a periodic function with period wi . By (P1), the sum over one complete period is w j . Also, we

can write p =
⌊

p
wi

⌋
wi +p mod wi . Thus, we have

⌊
p

wi

⌋
complete rounds, and the sum in Eq. (3.19) is

the remainder.

(P3) qi , j is a wide-sense decreasing function. This means that for any integer k ∈ [1, wi ), qi , j (k +1) ≤
qi , j (k). If k = 1, this follows from qi , j (1) ≥ 1 and qi , j (2) ≤ 1. Else if k ≤ w j < k +1, then qi , j (k +1) = 0

and qi , j (k) = 1. Else, they are equal. Hence, in all cases, the property holds.

(P4) For any integer C ∈ [1, wi ] and p ≥ 0,

q ′
i , j

(
C , p

)≤ q ′
i , j

(
1, p

)
(3.20)

By using (P2), we should show that

p mod wi∑
k=0

qi , j ((C +k −1) mod wi +1)

is upper bounded by
∑p mod wi

k=0 qi , j (kmod wi +1). Note that here we have kmod wi = k. Both sides are

the sum of a
def= p mod wi +1 unique elements of the set {qi , j (k)}k∈[1,wi ]. By (P3), the right-hand side is

the maximum sum of a unique elements of this set.

(P5) For any integer p ≥ 0,
q ′

i , j

(
1, p

)=φi , j (p) (3.21)

We apply (P2) with C = 1 to compute q ′
i , j

(
1, p

)
. Then, the sum in the right-hand side of Eq. (3.19) is

equal to
∑p mod wi

k=0 qi , j (k +1), as kmod wi = k. Then, by using the same argument after Eq. (3.18), it is

equal to
[
w j −wi

]++1+min(p mod wi , w j −1), which, by Eq. (3.5), is precisely φi , j (p).

The lemma then follows directly from (P4) and (P5).

Lemma 3.4. For every class j ̸= i ,

D j (t ) ≤ D j (τσ(p)) (3.22)

Proof: If t ≤ τσ(p), the result follows from D j being wide-sense increasing. Else, we have t > τσ(p); this
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implies that class i is served during [τσ(p), t ]; thus for any other class j , D∗
j (t ) = D∗

j (τσ(p)).

3.6.1.3 Amount of Service to Class of Interest

Lemma 3.5. The number of complete services, p, of class of interest, i , in (s, t ] is upper bounded by

p ≤
⌊

Di (t )−Di (s)

l min
i

⌋
(3.23)

Proof: First, Di (s) ≤ Di (τσ(0)), as s ≤ τσ(0) and Di is wide-sense increasing. Second, consider the

two cases in 3.6.1.1. If t ≥ τσ(p), the property holds. Else, the scheduler in not serving class i in

[τσ(p−1)+1,τσ(p)), thus, Di (t ) = Di (τσ(p)). Hence, in both cases Di (t ) ≥ Di (τσ(p)). By Eq. (3.12), Di (t )−
Di (s) ≥ pl min

i . Then, observe that p is an integer.

3.6.1.4 Total Amount of Service

Lemma 3.6. For any backlogged period (s, t ] of the class of interest i ,

β(t − s) ≤ψi (Di (t )−Di (s)) (3.24)

where ψi is defined in Eq. (3.4).

Proof: As the interval (s, t ] is a backlogged period, by the definition of the strict service curve for

the aggregate of classes, β(t − s) ≤ ∑
j D j (t)−D j (s). We upper bound D j (t) for all j ̸= i by applying

Lemma 3.4,

β(t − s) ≤ (Di (t )−Di (s))+
∑

j , j ̸=i
D j (τσ(p))−D j (s) (3.25)

Each class j has at most φi , j (p) emission opportunities during
(
s,τσ(p)

)
(Lemma 3.3) and can send at

most one packet of maximum size in each. Thus,

β(t − s) ≤ (Di (t )−Di (s))+
∑

j , j ̸=i
φi , j (p)l max

j (3.26)

Also, Lemma 3.5 finds an upper bound on p. Thereby,

β(t − s) ≤ (Di (t )−Di (s))+
∑

j , j ̸=i
φi , j

(⌊
Di (t )−Di (s)

l min
i

⌋)
l max

j (3.27)

where the right-hand side is equal to ψi (Di (t )−Di (s)).

3.6.1.5 Lower Pseudo-inverse ofψi

Our next step is to invert Eq. (3.24) by computing the lower-pseudo inverse of ψi . As the calculus of

pseudo inverses applies to wide-sense increasing functions, we first show:

Lemma 3.7. ψi , defined in Eq. (3.4), is wide-sense increasing.

Proof: It is sufficient to show that φi , j , defined in Eq. (3.5), is a wide-sense increasing function. For
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any non-negative integers x and y such that y ≤ x, we can write x = kwi + (x mod wi ) and y = k ′wi + (y

mod wi ), where k and k ′ are non-negative integers. We must have k ≤ k ′. If k = k ′, we know that (y

mod wi ≤ x mod wi ) and
⌊

x
wi

⌋
=

⌊
y

wi

⌋
. Hence,φi , j (y) ≤φi , j (x). Else, k > k ′ and

⌊
x

wi

⌋
>

⌊
y

wi

⌋
. Thereby,

φi , j (x) is at least one w j larger than φi , j (y). Hence, φi , j (y) <φi , j (x).

Lemma 3.8. Let g0, g1, . . . , gk , . . . be a non-negative sequence such that gk+1 − gk ≥ 1. The sequence can

be extended to a function in F by g (x) = g⌊x⌋ and let g ↓ be its lower pseudo-inverse, so that g ↓(y) =
k +1 ∈N⇔ gk < y ≤ gk+1. Define f ∈F by f (x) = g⌊x⌋+xmod 1. Then, f ↓ =λ1 ⊗ g ↓.

Proof: Observe that convolving g ↓ with λ1 consists in smoothing the unit steps with a slope of 1

(Fig. 2.3). Thus (λ1 ⊗ g ↓)(y) = k + y − gk whenever gk ≤ y ≤ gk +1 and (λ1 ⊗ g ↓)(y) = k +1 whenever

gk +1 ≤ y ≤ gk+1.

Also, f is piecewise linear and can be inverted in a closed form on every interval where it is linear.

A direct calculation gives f ↓(y) = k + y − gk whenever gk ≤ y ≤ gk + 1 and f ↓(y) = k + 1 whenever

gk +1 ≤ y ≤ gk+1.

Lemma 3.9. Let f ∈F and l ,m > 0. Define h ∈F by h(x) = m f
( x

l

)
. Then, for all y ≥ 0, h↓(y) = l f ↓ ( y

m

)
.

Proof: Let B( f , y)
def= {

x ≥ 0,h(x) ≥ y
}

so that f ↓(y) = infB(y, f ). Observe that x ∈ B(h, y) ⇔ x
l ∈ B

(
f , y

m

)
.

Lemma 3.10. Let a ∈ F and l > 0. Define b ∈ F by b(x) = l f
( x

l

)
. Then, for all x ≥ 0, (λ1 ⊗b)(x) =

l (λ1 ⊗a)
( x

l

)
.

Do the change of variable u = l v in the expansion (λ1 ⊗ b)(x) = inf0≤u≤x (u +b(x −u)) and obtain

(λ1 ⊗b)(x) = inf0≤v≤ x
l

(
l v +a

( x
l − v

))= l (λ1 ⊗a)
( x

l

)
.

We can now compute the lower-pseudo inverse ofψi . First, define the sequence g by gk = 1
l min

i
ψi

(
kl min

i

)
.

As in Lemma 3.8, g can be extended to a piecewise constant function whose lower-pseudo inverse, g ↓,

can be directly computed:

g ↓(x) = 1

l min
i

wi−1∑
k=0

νLtot,l min
i

(
l min

i

[
x − gk

]+)
(3.28)

Second, observe that for all x ≥ 0, ψi (x) = ψi (⌊ x
l min

i
⌋l min

i )+ xmod l min
i . Define f and h from g as

in Lemmas 3.8 and 3.9 with l = m = l min
i , so that h = ψi . Apply Lemmas 3.8 and 3.9 and obtain

ψ↓
i (x) = l min

i

(
λ1 ⊗ g ↓) ( x

l min
i

). Now apply Lemma 3.10 with a = g ↓, l = l min
i , and b =Ui to obtain

ψ↓
i =λ1 ⊗Ui (3.29)

Proof of Theorem 3.1: Lemma 3.6 gives, in Eq. (3.24), an upper bound on the total amount of service

as a function of the service received by the class of interest. We invert Eq. (3.24) by the lower-pseudo

inverse technique in Eq. (2.13) and obtain Di (t )−Di (s) ≥ψ↓
i (β(t − s)). The lower-pseudo inverse of ψi

is given by Eq. (3.29), thus

Di (t )−Di (s) ≥ (λ1 ⊗Ui )
(
β (t − s)

)=βi (t − s) (3.30)

39



Chapter 3. Strict Service Curves for Interleaved Weighted Round-Robin

Lastly, we need to prove that βi is super-additive. This follows from the tightness result in Theorem 3.5

(the proof of which is independent of the rest of this proof). Indeed, the super-additive closure β̄i of βi

is also a strict service curve, and β̄i (t) ≥ βi (t) for all t [40, Prop. 5.6]). By Theorem 3.5, we also have

β̄i (t ) ≤βi (t ) for all t , hence β̄i =βi .

3.6.2 Proof of Theorem 3.2

Proof: The WRR strict service curve [40, Sec. 8.2.4] is defined by β′
i (t ) = γ′i (β(t )) with

γ′i = (λ1 ⊗νLtot,qi )
(
[t −Qi ]+

)
(3.31)

ψ′
i (x)

def= x +
∑

j , j ̸=i
φ′

i , j

(⌊
x

l min
i

⌋)
l max

j (3.32)

φ′
i , j (x)

def=
(
1+

⌊
x

wi

⌋)
w j (3.33)

where γ′i is the lower-pseudo inverse of ψ′
i . We know that for IWRR, γi is also the lower-pseudo inverse

of ψi (defined in Eq. (3.4)). We first show that ψi ≤ψ′
i .

It is sufficient to prove that for all j ̸= i and for all k ∈N, φi , j (k) ≤φ′
i , j (k). From the definition of φi , j

and as min(xmod wi +1, w j ) ≤ min(wi , w j ),

φi , j (x) ≤
⌊

x

wi

⌋
w j +

[
w j −wi

]++min(wi , w j ) (3.34)

Observe that
[
w j −wi

]++min(wi , w j ) = w j . Hence, the right-hand side is φ′
i , j (x). This shows that

ψi ≤ψ′
i (3.35)

In [140, Sec. 10.1], it is shown that

∀ f , g ∈F , f ≥ g ⇒ f ↓ ≤ g ↓ (3.36)

Apply Eq. (3.36) to Eq. (3.35) to conclude the proof.

3.6.3 Proof of Theorem 3.3

Lemma 3.11. Consider some integers w ≥ 1 and 0 ≤ k ≤ w −1, a finite sequence g0, g1, . . . , gw−1, and a

number a ∈R that satisfy

1. ∀ℓ ∈N if 0 ≤ ℓ≤ w −2 then gℓ+1 − gℓ ≥ 1

2. ∀ℓ ∈N if 0 ≤ ℓ≤ w −3 then gℓ+2 − gℓ+1 ≤ gℓ+1 − gℓ

3. if k ≤ w −2 then a ≥ gk+1 − gk else a ≥ 1

4. if k ≥ 1 then a ≤ gk − gk−1

Define f : [0, w) →R by f (x) = g⌊x⌋+xmod 1 and h:[0, w) →R by h(x) = a(x −k)+ gk . Then h ≥ f .
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Proof: First, we show that

∀ℓ ∈ {0, . . . , w −1} , gk − gℓ ≥ a(k −ℓ) (3.37)

Case 1: ℓ< k. Then gk − gℓ =
∑k−1

k ′=ℓ(gk ′+1 − gk ′ ). By 2) every term in the sum is ≥ gk − gk−1, by 4) is also

≥ a and there are (k −ℓ) terms, which shows Eq. (3.37).

Case 2: ℓ= k. Then Eq. (3.37) is obvious.

Case 3: ℓ> k. Then gℓ− gk =∑ℓ−1
k ′=k (gk ′+1 − gk ′ ). By 2) every term in the sum is ≤ gk+1 − gk ; note that

we must have k ≤ w −2 thus by 3), every term in the sum is also ≤ a; also, there are ℓ−k terms. Thus

gℓ− gk ≤ a(ℓ−k), which shows Eq. (3.37) in this case.

We now proceed with the proof of the lemma. Consider some arbitrary x ∈ [0, w) and let ℓ= ⌊x⌋. Then

f (x) = x −ℓ+ gℓ (3.38)

h(x) = a(x −ℓ)+a(ℓ−k)+ gk (3.39)

h(x)− f (x) = (a −1)(x −ℓ)︸ ︷︷ ︸
A

+gk − gℓ−a(k −ℓ)︸ ︷︷ ︸
B

(3.40)

Observe that we must have a ≥ 1: if k = w −1 this follows from 3), and if k ≤ w −2 it follows from 3) and

1); thus A ≥ 0. Also B ≥ 0 by Eq. (3.37).

Lemma 3.12. Let T > 0 and P a bounded, wide-sense increasing function [0,T ) → R. Extend P to a

function P̄ ∈F by ∀x ≥ 0, P̄ (x) = ⌊ x
T

⌋
P (T −)+P (xmod T ) where P (T −)

def= sup0≤t<T P (t ).

Also, consider an affine function L, defined by L(x) = ax +b for some a ≥ P (T −)
T and some b ∈R.

If L(x) ≥ P (x) for all x in [0,T ) then L ≥ P̄ .

Proof: Observe that, for x ≥ 0, L(x) = a
⌊ x

T

⌋
T+L(xmod T ). Now L(xmod T ) ≥ P (xmod T ) by hypothesis.

Thus

L(x) ≥ a
⌊ x

T

⌋
T +P (x mod T ) (3.41)

≥ P (T −)

T

⌊ x

T

⌋
T +P (x mod T ) = P̄ (x) (3.42)

Lemma 3.13. Let f ∈F and a rate-latency function βr,T such that r > 0, T > 0, and βr,T ≤ f . Assume

that βr,T (x1) = f (x1) for x1 > T .

Then there is no other rate-latency function βr ′,T ′ (i.e., with (r ′,T ′) ̸= (r,T )) such that βr,T ≤βr ′,T ′ ≤ f .

Proof: Assume that βr,T ≤βr ′,T ′ ≤ f . The proof consists in showing that (r,T ) = (r ′,T ′).

First, we know that βr,T (x1) = f (x1) and x1 > T ; thus r (x1 −T ) = f (x1) and

T = x1 −
f (x1)

r
(3.43)

Second, observe that we must have T ′ ≤ T , since otherwise βr,T (T ′) > 0 =βr ′,T ′ (T ′).
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Third, observe that f (x1) =βr,T (x1) ≤βr ′,T ′ (x1) ≤ f (x1) thus βr ′,T ′ (x1) = f (x1) and

T ′ = x1 −
f (x1)

r ′ (3.44)

Combining the last three paragraphs, it follows x1 − f (x1)
r ′ ≤ x1 − f (x1)

r , i.e., r ′ ≤ r . Also, we must have

r ′ ≥ r , since otherwise ∀x > x0, βr,T (x) > βr ′,T ′ (x) with x0 = r T−r ′T ′
r−r ′ . Thus, r ′ = r , and it follows from

Eq. (3.43) and Eq. (3.44) that T ′ = T .

Now we proceed with the proof of Theorem 3.3.

1) We first show that rk ≤ rk+1 for k = 0, . . . , wi − 2. Define sequence g by gk = 1
l min

i
ψi

(
kl min

i

)
for

k = 0, . . . , wi −1. By definition, we have gk+1 − gk =

1+ 1

l min
i

∑
j , j ̸=i

(
min(k +2, w j )−min(k +1, w j )

)
l max

j (3.45)

Observe that
(
min(k +2, w j )−min(k +1, w j )

)
is equal to 1 if k+1 < w j , and equal to 0 otherwise. Thus,

gk+2 − gk+1 ≤ gk+1 − gk for 0 ≤ k < wi −2, which shows that rk ≤ rk+1 for k = 0, . . . , wi −3. Also, observe

that gk+1 − gk ≥ 1, i.e., rk ≤ 1, for 0 ≤ k ≤ wi −2. Hence, rwi−2 ≤ rwi−1.

2) Let r ∈ [r∗
0 ,r∗

k∗ ] and let T (r ) be the value of T defined in the Theorem, namely, T (r )
def= ψi (kl min

i )−
kl min

i
r , where k is defined by r∗

k−1 ≤ r < r∗
k if r ∈ [r∗

0 ,r∗
k∗ ) and k = k∗ if r = r∗

k∗ . We now show that

βr,T (r ) ≤ γi .

We consider two cases: r∗
0 ≤ r < r∗

k∗ or r = r∗
k∗ . For the former case, for any r , apply Lemma 3.11

with w = wi , g as defined in 1), k as defined in the paragraph above, and a = 1
r . As by construction

1
rk

< a ≤ 1
rk−1

and 1
rk−1

= gk − gk−1, 3) and 4) are satisfied. For the latter case, apply again Lemma 3.11

with the same g and w = wi but now with k = k∗ and a = 1
r = 1

r∗
k∗

. By construction, we have 1
r∗

k∗
≥

1
rk∗

= gk∗+1 − gk∗ and 1
r∗

k∗
≤ 1

rk∗−1
= gk∗ − gk∗−1. Thus, conditions 3) and 4) of Lemma 3.11 are satisfied.

Let f be the corresponding function f in Lemma 3.11, i.e., f (x) = g⌊x⌋+ xmod 1 for 0 ≤ x < wi . Note

that for both cases, f is the same. Also, let fr be the corresponding function h in Lemma 3.11, i.e.,

fr (x) = 1
r (x −k)+ gk for 0 ≤ x < wi . By Lemma 3.11, fr ≥ f .

Observe that f (w−
i ) = 1

l min
i

(
ψi ((wi −1)l min

i )+1
) = 1

l min
i

(
wi l min

i +∑
j , j ̸=i w j l max

j

)
= Ltot

l min
i

= wi
r∗ . Then, as

fr (x) ≥ f (x) for 0 ≤ x < wi and 1
r ≥ 1

r∗ = f (w−
i )

wi
, we can apply Lemma 3.12 with P = f and L = fr . It gives

us f̄ defined by f̄ (x) = ⌊ x
wi

⌋ Ltot

l min
i

+ f (xmod wi ) such that fr ≥ f̄ .

Then, by using Eq. (3.36), f ↓
r ≤ f̄ ↓. Also, as f̄ ↓ ≥ 0, we have

[
f ↓

r

]+
≤ f̄ ↓. Note that for an increasing,

linear function L, defined by ∀x ≥ 0,L(x) = ax +b with some a > 0 and b > 0, we have
[
L↓]+ = β 1

a ,b ;

and observe that fr (x) = x
r + gk − k

r = x
r + T (r )

l min
i

. Hence,
[

f ↓
r

]+
=βr, T (r )

lmin
i

.

Until now, we have shown thatβr, T (r )

l min
i

≤ f̄ ↓. Lastly, we show that l min
i f̄ ↓( x

l min
i

) = γi (x) and l min
i βr, T (r )

lmin
i

( x
l min

i
) =

βr,T (r )(x). Observe that l min
i f̄ ( x

l min
i

) = ⌊ x
wi l min

i
⌋Ltot +ψi (( x

l min
i

mod wi )l min
i ). Also, ψi (x) = ⌊ x

wi l min
i

⌋Ltot +
ψi (xmod wi l min

i ). Hence, we have ψi (x) = l min
i f̄ ( x

l min
i

). By using Lemma 3.9 with l = m = l min
i ,
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l min
i f̄ ↓( x

l min
i

) =ψ↓
i (x) = γi (x). Also, observe that l min

i βr, T (r )

lmin
i

( x
l min

i
) =βr,T (r )(x).

Combine the last paragraphs to conclude that βr,T (r ) ≤ γi for all r in [r∗
0 ,r∗

k∗ ].

3) We now show that for any r ∈ [r∗
0 ,r∗

k∗ ], βr,T (r ) is a non-dominated lower-bound of γi . Let r ′ ≥ 0,T ′ ≥ 0

such that βr,T (r ) ≤βr ′,T ′ ≤ γi . We have to show that r ′ = r and T ′ = T (r ).

First, if r in [r∗
0 ,r∗

k∗ ), observe that βr,T (r )(x) = γi (x) for x =ψi (kl min
i ) >ψi (kl min

i )− kl min
i
r = T (r ). Then,

apply Lemma 3.13 with βr,T =βr,T (r ) and f = γi to conclude that r ′ = r and T ′ = T (r ).

Second, if r = r∗
k∗ , observe that βr,T (r )(x) = γi (x) for x = ψi (k∗l min

i ) + Ltot > T (r ). Again, apply

Lemma 3.13 with βr,T =βr,T (r ) and f = γi to conclude that r ′ = r and T ′ = T (r ).

4) We now show that there is no other non-dominated rate-latency function, βr ′,T ′ , that is upper

bounded by γi .

First, we must have T ′ ≥ T (r∗
0 ). This is because γi (x) = 0 for x ≤ψi (0) = T (r∗

0 ).

Second, we must have r ′ ≥ r∗
0 . Otherwise, we have r ′ < r∗

0 and we previously showed T ′ ≥ T (r∗
0 ). Thus,

βr ′,T ′ ≤βr∗0 ,T (r∗0 ) ≤ γi , which is in contradiction with βr ′,T ′ being non-dominated.

Third, we must have r ′ ≤ r∗
k∗ . We proceed to prove this by contradiction. If T ′ ≥ T (r∗

k∗ ) and r ′ > r∗
k∗ , ob-

serve that βr ′,T ′ (x0) =βr∗
k∗ ,T (r∗

k∗ )(x0) with x0 =
r ′T ′+r∗

k∗T (r∗
k∗ )

r ′−r∗
k∗

and ∀x, x > x0 ⇒βr ′,T ′ (x) >βr∗
k∗ ,T (r∗

k∗ )(x);

for any arbitrary, non-negative integer k, let xk be defined by xk = ψi (k∗l min
i ) + kLtot. Then ob-

serve that βr∗
k∗ ,T (r∗

k∗ )(xk ) = γi (xk ). Choose some k large enough such that xk > x0; then, βr ′,T ′ (xk ) >
βr∗

k∗ ,T (r∗
k∗ )(xk ) = γi (xk ), which is in contradiction with βr ′,T ′ ≤ γi . Also, if T ′ < T (r∗

k∗ ) and r ′ > r∗
k∗ ,

we have ∀x, x > T ′ ⇒ βr ′,T ′ (x) > βr∗
k∗ ,T (r∗

k∗ )(x). Choose some k large enough such that xk > T ′; then,

βr ′,T ′ (xk ) >βr∗
k∗ ,T (r∗

k∗ )(xk ) = γi (xk ), which is in contradiction with βr ′,T ′ ≤ γi . Therefore, r ′ > r∗
k∗ is in

contradiction with βr ′,T ′ ≤ γi .

Therefore, we must have r ′ in [r∗
0 ,r∗

k∗ ]. We now show that T ′ = T (r ′). Because otherwise, if T ′ < T (r ′),

we haveβr ′,T (r ′) ≤βr ′,T ′ ≤ γi , which is in contradiction withβr ′,T (r ′) being a non-dominated rate latency

function. Also, if T ′ > T (r ′), we have βr ′,T ′ ≤ βr ′,T (r ′) ≤ γi , which is in contradiction with βr ′,T ′ being

non-dominated.

3.6.4 Proof of Theorem 3.4

Let us call the supremum of all non-dominated rate-latency functions B . We want to show that

B = max
(
βr∗0 ,T ∗

0
, . . . ,βr∗

k∗ ,T ∗
k∗

)
. The proof consists on three steps.

1) B(x) = 0 for all x in [0, l min
i g0].

2) B(x) =βr∗k−1,T ∗
k−1

(x) for all x in [l min
i gk−1, l min

i gk ] and k = 1. . .k∗.

3) B(x) =βr∗
k∗ ,T ∗

k∗
(x) for all x ≥ l min

i gk∗ .

To prove 1), as every non-dominated rate-latency function is equal to zero before l min
i g0, we have

B(x) = 0 for all x in [0, l min
i g0].

To prove 2), we consider two cases for any other non-dominated rate-latency βr ′,T (r ′): First, r∗
0 ≤ r ′ <
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r∗
k−1. Second, r∗

k−1 < r ′ ≤ r∗
k∗ .

For the former case, we show that

βr ′,T (r ′)
(
l min

i gk−1
)≤βr∗k−1,T ∗

k−1

(
l min

i gk−1
)

(3.46)

Then, as r ′ < r∗
k−1, it follows βr ′,T (r ′)(x) ≤βr∗k−1,T ∗

k−1
(x) for all x in [l min

i gk−1, l min
i gk ].

Let k ′ defined by r ′ ∈ [r∗
k ′−1,r∗

k ′ ). Then, by definition

βr ′,T (r ′)
(
l min

i gk−1
)= r ′ (l min

i gk−1 − l min
i gk ′

)+k ′l min
i (3.47)

=r ′
(

k−2∑
e=k ′

ge+1 − ge

)
l min

i +k ′l min
i (3.48)

≤r∗
k ′

(
k−2∑
e=k ′

ge+1 − ge

)
l min

i +k ′l min
i (3.49)

=
∑k−2

e=k ′ ge+1 − ge

gk ′+1 − gk ′
l min

i +k ′l min
i (3.50)

Then, as ge+1 − ge is decreasing, we have
∑k−2

e=k ′ ge+1 − ge ≤ (
k −1−k ′)(gk ′+1 − gk ′

)
. Combine it with

Eq. (3.50) to conclude that βr ′,T (r ′)
(
l min

i gk−1
)≤ (k −1) l min

i ; lastly, observe that βr∗k−1,T ∗
k−1

(
l min

i gk−1
)=

(k −1) l min
i . Therefore, Eq. (3.46) is proven.

For the latter case, we show that

βr ′,T (r ′)
(
l min

i gk
)≤βr∗k−1,T ∗

k−1

(
l min

i gk
)

(3.51)

Then, as r ′ > r∗
k−1, it follows βr ′,T (r ′)(x) ≤βr∗k−1,T ∗

k−1
(x) for all x in [l min

i gk−1, l min
i gk ].

Let k ′ defined by r ′ ∈ [r∗
k ′−1,r∗

k ′ ). Then, by definition

βr ′,T (r ′)
(
l min

i gk
)= r ′ (l min

i gk − l min
i gk ′

)+k ′l min
i (3.52)

=r ′
(
−

k ′−1∑
e=k

ge+1 − ge

)
l min

i +k ′l min
i (3.53)

≤r∗
k ′

(
−

k ′−1∑
e=k

ge+1 − ge

)
l min

i +k ′l min
i (3.54)

≤
−∑k ′−1

e=k ge+1 − ge

gk ′+1 − gk ′
l min

i +k ′l min
i (3.55)

Then, as ge+1 − ge is decreasing, we have −∑k ′−1
e=k ge+1 − ge ≤ (

k −k ′)(gk ′+1 − gk ′
)
. Combine it with

Eq. (3.55) to conclude that βr ′,T (r ′)
(
l min

i gk
) ≤ kl min

i ; lastly, observe that βr∗k−1,T ∗
k−1

(
l min

i gk
) = kl min

i .

Therefore, Eq. (3.51) is proven.

Combining these two cases, 2) is proven.

To prove 3), for any other non-dominated rate-latency βr ′,T (r ′), we show that

βr ′,T (r ′)
(
l min

i gk∗
)≤βr∗

k∗ ,T ∗
k∗

(
l min

i gk∗
)

(3.56)
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Then, as r ′ < r∗
k∗ , it follows βr ′,T (r ′)(x) ≤βr∗

k∗ ,T ∗
k∗

(x) for all x ≥ l min
i gk∗ .

Let k ′ defined by r ′ ∈ [r∗
k ′−1,r∗

k ′ ). Then, by definition

βr ′,T (r ′)
(
l min

i gk∗
)= r ′ (l min

i gk∗ − l min
i gk ′

)+k ′l min
i (3.57)

=r ′
(

k∗−1∑
e=k ′

ge+1 − ge

)
l min

i +k ′l min
i (3.58)

≤r∗
k ′

(
k∗−1∑
e=k ′

ge+1 − ge

)
l min

i +k ′l min
i (3.59)

≤
∑k∗−1

e=k ′ ge+1 − ge

gk ′+1 − gk ′
l min

i +k ′l min
i (3.60)

Then, as ge+1 − ge is decreasing, we have
∑k∗−1

e=k ′ ge+1 − ge ≤ (
k∗−k ′)(gk ′+1 − gk ′

)
. Combine it with

Eq. (3.60) to conclude that βr ′,T (r ′)
(
l min

i gk∗
)≤ k∗l min

i ; lastly, observe that βr∗
k∗ ,T ∗

k∗
(
l min

i gk∗
)= k∗l min

i .

Therefore, Eq. (3.56) is proven.

Until now, we have shown 1), 2), and 3). Let A = max
(
βr∗0 ,T ∗

0
, . . . ,βr∗

k∗ ,T ∗
k∗

)
. Observe that first, by

1), it follows A = 0 for all x in [0, l min
i g0]; second, by 2, it follows A(x) = βr∗k−1,T ∗

k−1
(x) for all x in

[l min
i gk−1, l min

i gk ] and k = 1. . .k∗; lastly, by 3), A(x) =βr∗
k∗ ,T ∗

k∗
(x) for all x ≥ l min

i gk∗ . Therefore, A = B ,

i.e., B = max
(
βr∗0 ,T ∗

0
, . . . ,βr∗

k∗ ,T ∗
k∗

)
.

We now want to show that B is the largest convex function upper bounded by γi , i.e., if f is a convex

function and is upper bounded by γi , then f ≤ B .

Pick an arbitrary x ≥ 0. Let Gx be a subgradient of f at x. Note that a subgradient exists because f is

convex [153, Sec. 5.4]. By definition of subgradient [153, Sec. 5.4], for L, defined by ∀x ′ ≥ 0,L(x ′) =
Gx (x ′−x)+ f (x), we have L ≤ f ; then, as f ≤ γi , we have L ≤ γi . We now consider two cases for Gx and

proceed with the proof to show that f (x) ≤ B(x) in both cases.

Case 1: Gx ≤ 0

As L(0) ≤ γi (0) = 0, we have L ≤ 0; also, observe that B ≥ 0. Hence, L ≤ B . It follows L(x) = f (x) ≤ B(x).

Case 1: Gx > 0

Define βr,T with r = Gx and T = x − f (x)
Gx

. Observe that r ≥ 0 and as L(0) ≤ γi (0) = 0, it follows T ≥ 0.

We now proceed to show that βr,T ≤ γi . As L ≤ γi and γi ≥ 0, we have [L]+ ≤ γi ; also, observe that

[L]+ =βr,T . Therefore, βr,T ≤ γi .

Then, as βr,T is a rate-latency function upper bounded by γi , it is dominated by one of the non-

dominated rate-latencies or is equal to one of them. It follows βr,T ≤ B ; also, observe that βr,T (x) = f (x).

Thus, f (x) ≤ B(x).

Lastly, the above result applies to any x ≥ 0, thus ∀x ≥ 0, f (x) ≤ B(x), i.e., f ≤ B .

3.6.5 Proof of Theorem 3.5

We use the following lemma about the lower pseudo-inverse technique.

Lemma 3.14. For a right-continuous function f in F and x, y in R+, f ↓ (
y
)= x if and only if f (x) ≥ y

45



Chapter 3. Strict Service Curves for Interleaved Weighted Round-Robin

and there exists some ε> 0 such that ∀x ′ ∈ (x −ε, x), f (x ′) < y.

Proof:

⇒:

Let S = {
x ′, f (x ′) ≥ y

}
so that x = infS (see Eq. (2.12)). From the definition of an inf, there exists

a sequence xn such that xn ∈ S for all n, xn ≥ x, and limn→∞ xn = x. Since f is right-continuous,

limn→∞ f (xn) = f (x), which shows that f (x) ≥ y . Also, again by definition of an inf, any x ′ < x does not

belong to S, i.e. ∀x ′ < x, f (x ′) < y .

⇐:

By the first part of the hypothesis, x ∈ S therefore x ≥ infS = f ↓ (
y
)
. Let also S′ = {

x ′, f (x ′) < y
}

so that

f ↓ (
y
)= supS′ (see Eq. (2.12)). By the second part of the hypothesis, S′ contains the interval (x −ε, x)

hence supS′ ≥ x, which shows that f ↓ (
y
)≥ x. Combining the two shows that f ↓ (

y
)= x.

Proof of Theorem 3.5

We prove that, for any value of the system parameters, for any τ> 0, and for any class i , there exists one

trajectory of a system such that

∃s ≥ 0, (s, s +τ] is backlogged for class i

and Di (s +τ)−Di (s) =βi (τ)
(3.61)

Step 1: Constructing the Trajectory

1) Classes are labeled in order of weights, i.e., w j ≤ w j+1.

2) At time 0, the input of every queue j ̸= i is a burst of size

⌈
β(τ)
l max

j

⌉
l max

j +w j l max
j .

3) Every class, j ̸= i , is packetized according to its maximum packet size, l max
j .

4) The output of the system is at rate K (the Lipschitz constant of β) from time 0 to times s, which is

defined as the time at which queue i is visited at cycle wi in the first round, namely

s = 1

K

∑
j , j ̸=i

min
(
wi −1, w j

)
l max

j (3.62)

It follows that

∀t ∈ [0, s],D(t ) = K t (3.63)

5) The input of queue i starts just after time s, with a burst of size

⌈
β(τ)
l min

i

⌉
l min

i .

6) Class i is packetized according to its minimum packet size, l min
i .

7) After time s, the output of the system is equal to the guaranteed service; by 2) and 5), the busy period

lasts for at least τ, i.e.,

∀t ∈ [s, s +τ],D(t ) = D(s)+β(t − s) (3.64)
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In particular,

D(s +τ)−D(s) =β(τ) (3.65)

If we applyψ↓
i to both sides of Eq. (3.65), the right-hand side is equal to βi (τ). Thereby, we should prove

ψ↓
i (D(s +τ)−D(s)) = Di (s +τ)−Di (s) (3.66)

Let y = D(s +τ)−D(s) and x = Di (s +τ)−Di (s). Our goal is now to prove that

ψ↓
i

(
y
)= x (3.67)

From 5), we know that the first packet of class i is served at the first cycle of a round (C = 1 in Algo-

rithm 3.1). Thus, applying Lemma 3.2 and (P5) in Lemma 3.3, the number of services to each class j is

equal to φi , j (p). From 2), class j sends packets with the maximum length. Thus∑
j , j ̸=i

D j (s +τσ(p))−D j (s) =
∑

j , j ̸=i
φi , j (p)l max

j (3.68)

Now there are two cases for s +τ (3.6.1.1).

Case 1: s +τ< τσ(p) In this case the scheduler is not serving class i in [τσ(p), s +τ] and x = pl min
i . Thus

Di (s +τ) = Di (τσ(p)). It follows that

ψi (x) = x +
∑

j , j ̸=i
φi , j (⌊ x

l min
i

⌋)l max
j︸ ︷︷ ︸∑

j , j ̸=i D j (τσ(p))−D j (s)

y = x +
∑

j , j ̸=i
D j (s +τ)−D j (s)

(3.69)

and thus

ψi (x) ≥ y (3.70)

Let x − l min
i < x ′ < x; class i ’s output becomes equal to x ′ during the emission of packet p −1 thus

ψi (x ′) = x ′+
∑

j , j ̸=i
D j (τσ(p−1))−D j (s) (3.71)

Hence

∀x ′ ∈ (x − l min
i , x),ψi (x ′) < y (3.72)

Combining Eq. (3.70) and Eq. (3.72) with Lemma 3.14 shows Eq. (3.67).

Case 2: s +τ≥ τσ(p) In this case the scheduler is serving class i in [τσ(p), s +τ]. For every other class j ,

we have D j (s +τ) = D j (τσ(p)). Hence,

ψi (x) = Di (s +τ)−Di (s)+
∑

j , j ̸=i
φi , j (p)l max

j = y (3.73)

As with case 1, for any x ′ ∈ ((p −1)l min
i , x), we have ψi (x) < y , which shows Eq. (3.67).

This shows that Eq. (3.61) holds. It remains to show that the system constraints are satisfied.
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Step 2: Verifying the Trajectory

We need to verify that the service offered to the aggregate satisfies the strict service curve constraint.

Our trajectory has one busy period, starting at time 0 and ending at some time Tmax ≥ τ. We need to

verify that

∀t1, t2 ∈ [0,Tmax] with t1 < t2,D(t2)−D(t1) ≥β(t2 − t1) (3.74)

Case 1: t2 < s

Then D(t2)−D(t1) = K (t2 − t1). Observe that, by the Lipschitz continuity condition on β, for all t ≥ 0,

β(t ) =β(t )−β(0) =β(t ) ≤ K t thus K (t2 − t1) ≥β(t2 − t1).

Case 2: t1 < s ≤ t2

Then D(t2)−D(t1) =β(t2 − s)+K (s − t1). By the Lipschitz continuity condition:

β(t2 − t1)−β(t2 − s) ≤ K (s − t1) (3.75)

thus D(t2)−D(t1) ≥β(t2 − t1).

Case 3: s ≤ t1 < t2

Then D(t2)−D(t1) =β(t2)−β(t1) ≥β(t2 − t1) because β is super-additive.

3.6.6 Proof of Theorem 3.6

Proof: The proof is very similar to the proof of Theorem 3.5. The necessary changes in the proof are the

following:

1) s is the time of the first visit to class i .

2) Instead of functions ψi and φi , j , use functions ψ′
i and φ′

i , j , defined in Eq. (3.32) and Eq. (3.33).

3.6.7 Proof of Theorem 3.7

Proof: The proof contains the following steps:

1) Consider the same trajectory as in the proof of Theorem 3.5, yet with one difference: the input of

class i is Ai (t) =αi (t − s) for t ≥ s and zero before s. Observer that as αi is sub-additive, ∀t1, t2: t2 ≥
t1 ≥ s ⇒ Ai (t2)− Ai (t1) =αi (t2)−αi (t1) ≤αi (t2 − t1).

2) Define s′ = inf{u > 0|αi (u) ≤βi (u)}. This is the first time after zero that the service curve meets the

arrival curve. Note that s′ can be infinite as well.

3) Then, it is guaranteed that class i is backlogged in (s, s + s′]. Therefore, using Eq. (3.61), we have

Di (t ) =βi (t − s) for t ≥ s and zero before s.

4) Combining 1 and 3, the horizontal deviation of Ai and Di in (s, s + s′] is equal to the horizontal

deviation of αi and βi in [0, s′].
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4) Using [40, Sec. 5.3.3], the horizontal deviation of αi and βi can be restricted to [0, s′].

Thereby, we find a valid trajectory (verified in the proof of Theorem 3.5) where the delay bound is

achieved.

3.6.8 Proof of Theorem 3.8

Proof: The same proof of Theorem 3.7 works here as well. However, we use the trajectory defined in the

proof of Theorem 3.6.

3.7 Conclusion

IWRR is a variant of WRR with the same long-term rate and the same complexity. We have provided a

residual strict service curve for IWRR and have shown that it is the best possible one under general

assumptions. For classes with packets of constant size, we have shown that the delay bounds derived

from it are worst-case. We have proved that IWRR worst-case delay is not greater than WRR and shown

on experiments that the gain is significant (20 %–60 %) in practice, which speaks in favor of using IWRR

as a replacement to WRR. Our result assumes that the aggregate of all IWRR queues receives a strict

service curve guarantee, and we find a strict service curve guarantee for every IWRR queue. Therefore,

our results apply to hierarchical schedulers.
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3.8 Notation

Table 3.1: Notation List, Specific to Chapter 3

i A class
A Aggregate, cumulative arrival function of all classes
D Aggregate, cumulative departue function of all classes
αi An arrival curve for class i
βi A strict service curve offered to class i
β A strict service curve offered to aggregate of all classes
Ai Cumulative arrival function of class i
Di Cumulative departure function of class i
n Number of classes
l max

i Maximum packet size for flows of class i
l min

i Minimum packet size for flows of class i
wi Weight of class i
Ltot wi l min

i +∑
j , j ̸=i w j l max

j

λc Rate function with λc (t ) = ct
βR,L Rate-latency function with βc,L(t ) = max(0,c(t −L))
R+ Set of non-negative real numbers
F Set of wide-sense increasing functions f :R+ 7→R+∪ {+∞}

νp,b Stair function with νp,b(t ) = b
⌈

t
p

⌉
γr,b Token-bucket function with γr,b(0) = 0 and γr,b(t ) = r t +b for t > 0
[x]+ [x]+ = max(0, x)
⌊x⌋ Flooring function
f ↓ Lower pseudo inverse f ↓ = inf{x| f (x) ≥ y} = sup{x| f (x) < y}
⊗ Min-plus convolution ( f ⊗ g )(t ) = inf0≤s≤t { f (t − s)+ g (s)}
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4 Strict Service Curves for Deficit
Round-Robin

In the realm of queues, where fairness prevails,

Deficit Round-Robin, its method unveils.

With packets variable, it stands strong,

Providing fair scheduling all along.

Worst-case delays, Boyer’s bounds did find,

Network calculus, a rigorous kind.

A convex strict curve, service defined,

For one class of interest, so refined.

But assumptions lacking, when traffic interferes,

Pessimism arises, fueling our fears.

Soni proposed a correction, a semi-rigor guide,

Yet alas, incorrect, a counter-example beside.

Bouillard stepped in, with rigor embraced,

Convex strict curves, arrival curves placed.

Improvements we seek, our mission prevails,

In two ways we delve, advancing the trails.

A non-convex curve, DRR refined,

No arrival constraint, its greatness defined.

An iterative method, constraints to appease,

Improving all curves, bringing solace and ease.

Today, our results stand tall and profound,

The best-known bounds, DRR’s honor renowned.

Pseudo-inverse method, our ally and guide,

In the pursuit of knowledge, we stride.

So let this chapter unfold, a journey untold,

As DRR’s secrets, we begin to behold.

Created with ChatGPT, free research preview (version May 24) [141]

As explained in Section 1.2.2, although WRR and IWRR were originally designed in the context of

ATM [85] with constant-size packets to share the bandwidth in proportion to allocated weights, they
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Chapter 4. Strict Service Curves for Deficit Round-Robin

have been applied to networks with variable-length packets. In such cases, the bandwidth allocated

to each queue depends on not only the weights but also on the packet sizes. This is not desirable,

as the intention of the weights is to control the allocated bandwidth to each queue; however, they

do not entirely control this as the packet sizes interfere. Deficit Round-Robin (DRR) [154] is a later

variant that solves this. DRR is often used for scheduling tasks, or packets, in real-time systems or

communication networks. With DRR, every queue is associated with a static number, called quantum.

Queues are visited round-robin (one after the other), and at every visit, receive service (measured in

bits for communication networks, in seconds for task processing systems) up to the quantum value.

Tasks or packets are of variable sizes, and it may happen that, during one visit of the server, there

remains at least one task or packet in the queue that cannot be served because the unused part of

the quantum is positive but not large enough. In such a case, the unused part of the quantum (called

the residual deficit) is carried over to the next round. DRR shares resources flexibly (the amount of

service reserved for one queue is proportional to its quantum) and efficiently (when a queue is idle, the

server capacity is available to other queues). It is widely used as it has low complexity and very efficient

implementations exist [80].

DRR can be applied to time-sensitive networks, i.e., to communication networks where it is required

to obtain bounds on worst-case delay (not on average). Here, flows are grouped in some classes, and

every class corresponds to one DRR queue at every node. Furthermore, the traffic that every flow can

send is limited at the source by an arrival curve constraint, i.e., a limit to the number of bits that can be

sent over any time interval. Worst-case delay bounds for such a setting were obtained in [86, 87, 88]

using various ad-hoc analyses. These results were improved in [89], where the authors obtain a strict

service curve for DRR , i.e., a function that lower-bounds the amount of service received by every DRR

queue. A strict service curve is a special case of a service curve hence can be used to derive delay (and

backlog) bounds (see Section 2.1.1.4). We call this method the strict service curve of Boyer et al.

In a DRR system, if a queue does not have enough traffic to use its quantum at every visit of the server,

then the leftover capacity is automatically used to improve the service received by other queues. In

a time-sensitive network, some or all interfering traffic is deterministic, and in normal operation, is

limited at the source. There is interest in obtaining proven bounds for both the degraded operational

mode (when some traffic classes misbehave) and for the non-degraded mode (when all time-sensitive

traffic satisfies its source constraints). The strict service curve of Boyer et al. does not make any

assumptions on the interfering traffic. Hence, the resulting delay bounds are valid, even in degraded

operational mode.

For the non-degraded operational mode, i.e., when arrival curve constraints can be assumed for

interfering traffic, significantly smaller delay bounds were presented at a RTSS conference [90]. They

use the result of [89], which is improved by what we call the correction term of Soni et al. Unfortunately,

the method is semi-rigorous and cannot be fully validated. Indeed, our first contribution is to show

that the correction term of Soni et al. is incorrect; we do so by exhibiting a counter-example that

satisfies their assumptions and that has a larger delay (Section 4.3). The main idea of the correction

term of Soni et al. is the assumption that only packets of interfering flows arriving within a duration

of the delay bound of Boyer et al. will get a chance to delay a given packet of the flow of interest; in

our counter-example, we observed that this assumption is incorrect, and all packets of interfering

flows arriving within the global backlogged period might delay a packet of the flow of interest. Later,

Bouillard, in [91], derived new strict service curves for DRR that account for the arrival curve constraints

of the interfering traffic and improve on the strict service curve of Boyer et al., hence on the delay

bounds. These results are formally proven. They require that arrival curves are concave (which does
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4.1 System Model

not always hold, e.g., when sources are periodic).

Our next contribution is obtaining a better strict service curve for DRR when we do not take into

account arrival curve constraint on interfering traffic, i.e., for degraded operational mode. To do so, we

rely on the method of pseudo-inverse, as it enables us to capture all details of DRR ; we used a similar

method to obtain a strict service curve for Interleaved Weighted Round-Robin (IWRR) in Chapter 3.

We also provide simplified lower bounds that can be used when analytic, closed-form expressions are

important. One such lower bound is precisely the strict service curve of Boyer et al. (Fig. 4.2), hence the

worst-case delay bounds obtained with our strict service curve are guaranteed to be less than or equal

to those of Boyer et al.

Our following contribution is a new iterative method for obtaining better strict service curves for DRR

that account for the arrival curve constraints of interfering flows. Our method is rigorous and is based

on pseudo-inverses and output arrival curves of interfering flows. We also provide simpler variants.

Our method improves on any available strict service curves for DRR, hence, we always improve on

Bouillard’s strict service curve. Furthermore, our method accepts any type of arrival curves, including

non-concave ones (such as the stair function used with periodic flows), and can be applied to any type

of strict service curve, including non-convex ones (such as the strict service curve we obtained when

there is no arrival curve constraint on interfering traffic).

The delay bounds obtained with our method are fully proven. Furthermore, we compute them for

the same case studies as in Bouillard’s work [91] (one single server analysis) and as in Soni et al. [90]

(including two illustration networks and an industrial-sized one). We find that they are smaller than

Bouillard’s and the incorrect ones that use the correction term of Soni et al. Hence as of today, it

follows that our delay bounds are the best-proven delay bounds for DRR, with or without constraints

on interfering traffic.

The rest of this chapter is organized as follows. After giving related works in Section 4.2, we describe the

counter-example to Soni et al. in Section 4.3. In Section 4.4, we present our new strict service curves for

DRR, with no knowledge of interfering traffic. In Section 4.5, we present our new strict service curves

for DRR; they account for the interfering arrival curve constraints. In Section 4.6, we use numerical

examples to illustrate the improvement in delay bounds obtained with our new strict service curves.

We present proofs of results in Section 4.7. We conclude the chapter in Section 4.8. A summary of

notation and symbols used in this chapter are given in Section 4.9.

4.1 System Model

We consider a DRR system in the context of deterministic networking, and we are interested in the

worst-case delays for flows, given arrival curve constraints on the flows. A DRR subsystem serves n

inputs, has one queue per input, and uses Algorithm 4.1 for serving packets. Each queue i is assigned a

quantum Qi . DRR runs an infinite loop of rounds. In one round, if queue i is non-empty, a service for

this queue starts and its deficit is increased by Qi . The service ends when either the deficit is smaller

than the head-of-the-line packet or the queue becomes empty. In the latter case, the deficit is set

back to zero. The send instruction is assumed to be the only one with a non-null duration. Its actual

duration depends on the packet size but also on the amount of service available to the entire DRR

subsystem.
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Algorithm 4.1: Deficit Round-Robin
Input: Integer quantum Q1,Q2, . . . ,Qn

1 for i ← 1 to n do
//Deficits are initially zero.

2 di ← 0;

3 while true do
4 for i ← 1 to n do
5 if (not empty(i )) then

//A service for queue i starts.
6 di ← di +Qi ;

7 while (not empty(i )) and (size (head(i )) ≤ di ) do
8 di ← di − size (head(i ));

9 send(head(i ));

10 removeHead(i );

//A service for queue i ends.
11 if (empty(i )) then
12 di ← 0;

In [89] as in much of the literature on DRR, the set of packets that use a given queue is called a flow; a

flow may, however, be an aggregate of multiple flows, called micro-flows [155] and an aggregate flow is

called a class in [90]. In order to be consistent with the rest of this thesis, we consider that a DRR input

corresponds to one class.

The DRR subsystem is itself placed in a larger system and can compete with other queuing subsystems.

A common case is when the DRR subsystem is at the highest priority on a non-preemptive server with

line rate c. Due to non-preemption, the service offered to the DRR subsystem might not be instantly

available. This can be modeled by means of a rate-latency strict service curve (see Section 2.1 for the

definition), with rate c and latency c
Lmax where Lmax is the maximum packet size of lower priority. If

the DRR subsystem is not at the highest priority level, this can be modeled with a more complex strict

service curve [40, Section 8.3.2]. This motivates us to assume that the aggregate of all flows in the DRR

subsystem receives a strict service curve β, which we call “aggregate strict service curve”. If the DRR

subsystem has exclusive access to a transmission line of rate c , then β(t ) = ct for t ≥ 0. We assume that

β(t ) is finite for every (finite) t . Note that the aggregate strict service curve β, which models the service

offered to the aggregate of all flows, should not be confused with the strict service curves such as βm
i ,

which captures service offered to class i ; strict service curves such as βm
i are called “residual" strict

service curves in [89].

Here, we use the language of communication networks, but the results equally apply to real-time

systems: Simply map flow to task, map packet to job, map packet size to job-execution time, and map

strict service curve to “delivery curve" [142, 143].

4.2 Related Works

4.2.1 Strict Service Curve of Boyer et al.

The strict service curve of Boyer et al. for DRR is given in [89], and we rewrite it using our notation. For

class i , let d max
i be its maximum residual deficit, defined by d max

i = l max
i −ϵwhere l max

i is an upper bound
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on the packet size and ϵ is the smallest unit of information seen by the scheduler (e.g., one bit, one

byte, one 32-bit word, ...). Also, let Qtot =
∑n

j=1 Q j . Then, for every class i , their strict service curve is the

rate-latency service curveβRi ,Ti

(
β(t )

)
with rate Ri = Qi

Qtot
and latency Ti =

∑
j ̸=i d max

j +(1+ d max
i
Qi

)
∑

j ̸=i Q j

(see Section 2.1.1.4 for the definition of a rate-latency function). This rate-latency is illustrated in Fig. 4.2

(the red curve); Note that the latency is equal to the maximum service interruption plus additional

terms. As Boyer et al. find a rate-latency with the maximum rate, they were forced to take a latency

larger than the maximum service interruption; this explains why it is not optimal.

4.2.2 Correction Term of Soni et al.

When interfering classes are constrained by some arrival curves, Soni et al. give a correction term that

improves the obtained delay bounds using the strict service curve of Boyer et al. in [90], which we

now rewrite using our notation. Assume that every class i has an arrival curve αi , and the server is a

constant-rate server with a rate equal to c . Let DBoyer-et-al
i be the network calculus delay bound for class

i obtained by combining αi with the strict service curve of Boyer et al., as explained in Section 4.2.1.

The delay bound proposed in [90] is DSoni-et-al
i = DBoyer-et-al

i −C Soni-et-al
i with

C Soni-et-al
i =

∑
j , j ̸=i

[
S j (DBoyer-et-al

i )−α j (DBoyer-et-al
i )

]+
c

(4.1)

where S j (t )
def=

(
Q j +d max

j

)
1t≥hi +Q j (1+⌊ c(t−Hi )

Qtot
⌋)1t≥Hi , hi =

∑
j ̸=i Q j +d max

j

c and Hi = hi +
Qi−d max

i +∑
j ̸=i Q j

c .

The correction term is obtained by subtracting two terms: The former, function S j , gives the maximum

possible interference caused by an interfering class j in a backlogged period of the class of interest i

and is derived from a detailed analysis of DRR ; and the latter gives the effective interference caused by

an interfering class j in a backlogged period of the class of interest i , given the knowledge of an arrival

curve of that interfering class, α j .

Two additional improvements are used in [90]. The former, called line shaping, uses the fact that, if a

collection of flows is known to arrive on the same link, the rate limitation imposed by the link can be

used to derive, for the aggregate flow, an arrival curve that is smaller than the sum of arrival curves of

the constituent flows (as explained in Section 2.1.1.3). This improvement is also known under the name

of grouping and is used, for example, in [42, 156, 157]. The other improvement, called offsets, uses the

fact that, if several periodic flows have the same source and if their offsets are known, the temporal

separation imposed by the offsets can be used to compute, for the aggregate flow, an arrival curve that

is also smaller than the sum of arrival curves of the constituent flows (the latter would correspond to an

adversarial choice of the offsets). Both improvements reduce the arrival curves, hence the delay bounds.

Note that both improvements are independent of the correction term (and, unlike the correction term,

are correct); they can be applied to any method used to compute delay bounds, as we do in Section 4.6.

4.2.3 Bouillard’s Strict Service Curves

A new method to compute strict service curves for DRR that account for the interfering arrival curve

constraints was recently presented in [91]; the method works only when arrival curves are concave and

the aggregate strict service curve is convex, and it improves on the strict service curve of Boyer et al.

Specifically, in [91, Theorem 1], for the class of interest i , there exists non-negative numbers ĤJ for any
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J ∈ {1, . . . ,n} \ {i } such that βBouillard
i is given by

βBouillard
i = sup

J⊆{1,...,n}\{i }

Qi∑
j∉J Q j

[
β−

∑
j∈J

α j − ĤJ

]+
(4.2)

where an inductive procedure is presented to compute ĤJ . We call these Bouillard’s strict service

curves.

4.3 Counter Example to The Correction Term of Soni et al.

𝑡 = 0

10 62 4 1

𝑡! = 10
𝑙
𝑐 𝑡"#$$ = 72.093

𝑙
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𝐷"()= 14.907 *
+

Flow 1: Flow 3:Flow 2:
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Output:

Packet Arrival:

(Arrival and departure of packet of interest)

10 20 30 40 50 60 62

Figure 4.1: Trajectory scenario for the packet of interest of class 1 (Section 4.3.2). This packet arrives
at t arr

2 and departs at t dep
2 .

In this section, we show that the delay bound of Soni et al., namely the correction term given in equation

(14) in [90], rewritten using our notation in (4.1), is invalid. For class 2 in a system, we denote the delay

bound of Soni et al. by DSoni-et-al
2 , and we denote the delay experienced by a packet of class 2 in the

trajectory scenario by DTS
2 .

4.3.1 System Parameters

Consider a constant-rate server, with a rate equal to c, that uses the DRR scheduling policy. All flows

have packets of constant size l , and have quanta Q1 = 10l , Q2 = 100l , and Q3 = 5l .

Each class is constrained by a token-bucket arrival curve:

1. α1 = γr1,b1 with 0 ≤ r1 < Q1
Qtot

c and b1 = 20l .

2. α2 = γr2,b2 with r2 = 0.86c and b2 = l .

3. α3 = γr3,b3 with r3 = 0.0401c and b3 = l .

Assuming a token-bucket γr,b , defined in Section 2.1.1.3, for a class implies that this class has a

minimum packet-arrival time equal to l
r . Also, observe that ri < Qi

Qtot
c for i = 1,2,3. We compute

the delay bound of Soni et al. for class 2, as explained in Section 4.2.2, and we obtain DSoni-et-al
2 =

14.03383 l
c −1.236215 ϵ

c .

56



4.3 Counter Example to The Correction Term of Soni et al.

4.3.2 Trajectory Scenario

We now construct a possible trajectory for our system. First, we give the inputs of our three classes. All

queues are empty, and the server is idle at time t = 0. Then,

1. Class 1 arrives first and A1(t ) = min(α1(t ),20l ) for t > 0 (yellow arrows in Fig. 4.1).

2. Class 2 arrives shortly after class 1 and A2(t ) = min(α2(t ),63l ) for t > 0 (green arrows in Fig. 4.1).

3. Class 3 arrives shortly after classes 1 and 2 and A3(t) = min(α3(t ),4l ) for t > 0 (red arrows in

Fig. 4.1).

Then, for the output, we have the following:

1) Class 1 arrives first and has 20 ready packets. As its deficit was zero before this service and Q1 = 10l ,

the server serves 10 packets of this class. The end of the service for class 1 is t1 = 10 l
c (the first yellow

part in Fig. 4.1).

2) Then, there is an emission opportunity for class 2 and A2(t1) = 9.6l , which means class 2 has 9 ready

packets at time t1. The server starts serving packets of this class. At the end of service of these first

9 packets, at t2 = 19 l
c , class 2 has another 8 ready packets; hence, the server still serves packets of

class 2. This continues and 62 packets of class 2 are served in this emission opportunity; the emission

opportunity ends at t4 = 72 l
c (the first green part in Fig. 4.1).

3) Then, there is an emission opportunity for class 3 and A3(t4) = 3.8872l , which means class 3 has 3

ready packets at time t4. At the end of the service of 3 packets, another packet is also ready for class 3.

In total, 4 packets of class 3 are served in this emission opportunity (the red part in Fig. 4.1).

4) A packet for class 2 arrives at t arr
2 = 72+ 0.08l

r1
≈ 72.093 l

c . This packet should wait for class 3 and class

1 to use their emission opportunities, and then it can be served. We call this the packet of interest of

class 2, for which we capture the delay (the first blue arrow, at t arr
2 , on Fig. 4.1).

5) For class 1, again, 10 packets are served (the second yellow part in Fig. 4.1).

6) Finally, the packet of interest is served and its departure time is t dep
2 = 87 l

c .

It follows that the delay for the packet of interest is DTS
2 = t dep

2 − t arr
2 = 15 l

c − 0.08l
r2

≈ 14.907 l
c . Note that

DTS
2 > DSoni-et-al

2 . To fix ideas, if l = 100 bytes and c = 100 Mb/s, the delay bounds are DBoyer-et-al
2 =

146.228µs, DSoni-et-al
2 = 112.172µs, and DTS

2 = 119.256µs.

4.3.3 The Contradiction with the Bound of Soni et al.

We found a trajectory scenario such that DSoni-et-al
2 is not a valid delay bound. Let us explain why the

approach of Soni et al., presented in [90], gives an invalid delay bound. In [90], it is implicitly assumed

that as the delay for a packet of class 2 is upper bounded by DBoyer-et-al
2 (the obtained delay bound using

the strict service curve of Boyer et al. for class 2), only packets of interfering classes arriving within

a duration DBoyer-et-al
2 will get a chance to delay a given packet of class 2. However, in the trajectory

scenario given in Section 4.3.2, all packets of class 3 (an interfering class for class 2) arriving within the

time interval [0,75 l
c ] with the duration 75 l

c >> DBoyer-et-al
2 = 18.3 l

c −2.15 ϵ
c delay the packet of interest

of class 2.
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Remark: Soni et al. recently have revisited the method in [158]; in (4.1), they replaced α j , the input

arrival curve for class j , by α∗
j , an output arrival curve for flow j . Thus, the delay bounds obtained by

their method are less good. However, its validity remains a question mark as still, the method assumes

that only packets of interfering classes arriving within a duration of a delay bound of the class of interest

will get a chance to delay a given packet.

4.4 New DRR Strict Service Curve

Our next result is new DRR strict service curves that do not take into account the arrival curves of the

interfering traffic. First, a non-convex strict service curve for DRR. We show that it is the largest one

and that it dominates the state-of-the-art rate-latency strict service curve for DRR by Boyer et al. We

also give simpler, lower approximations of it. Specifically, we also find a convex strict service curve and

two rate-latency strict service curves.

Theorem 4.1 (Non-convex Strict Service Curve for DRR ). Let S be a server shared by n classes that uses

DRR , as explained in Section 4.1, with quantum Qi for class i . Recall that the server offers a strict service

curve β to the aggregate of the n classes. For any class i , d max
i is the maximum residual deficit (defined in

Section 4.2.1).

Then, for every i , S offers to class i a strict service curve βNCDM
i given by βNCDM

i (t ) = γi
(
β(t )

)
with

γi (x) = (
λ1 ⊗νQtot,Qi

)([
x −ψi

(
Qi −d max

i

)]+)
+min

([
x −

∑
j ̸=i

(
Q j +d max

j

)]+
,Qi −d max

i

)
(4.3)

Qtot =
n∑

j=1
Q j (4.4)

ψi (x)
def= x +

∑
j , j ̸=i

φi , j (x) (4.5)

φi , j (x)
def=

⌊ x +d max
i

Qi

⌋
Q j +

(
Q j +d max

j

)
(4.6)

Here, νp,b is the stair function,λ1 is the unit rate function and ⊗ is the min-plus convolution, all described

in Fig. 2.3. Also we use the notation [x]+ = max(x,0).

Furthermore, βNCDM
i is super-additive.

The proof is in Section 4.7.1. See Fig. 4.2 for some illustrations ofβNCDM
i (NCDM: non-convex, degraded

mode). Our strict service curve captures the round-robin manner of DRR: The fact that the service

is interrupted in order to serve other queues, and then the class is served at a rate given by server;

each plateau (i.e., horizontal line) corresponds to a service interruption for class i . The first plateau

shows the maximum service interruption where all other classes j are served by (Q j +d max
j ), and in the

rest of their services, they are served by Q j , as no deficit remains to carry on. Also, class i is served by

(Qi −d max
i ) in its first service, and it is served by Qi in other services, as it always carries the maximum

residual deficit d max
i . Observe that γi in (4.3) is the strict service curve obtained when the aggregate

strict service curve is β=λ1 (i.e., when the aggregate is served at a constant, unit rate). In the common

case where β is equal to a rate-latency function, say βc,T , we have βNCDM
i (t ) = γi (c(t −T )) for t ≥ T and

βNCDM
i (t ) = 0 for t ≤ T , namely, βNCDM

i is derived from γi by a re-scaling of the x axis and a right-shift.
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The key point of Theorem 4.1 is as follows: We take into account the details of DRR in our analysis,

thanks to the pseudo-inverse technique; all constraints are written without any attempts to invert them

in closed form, and only at the final step they are inverted; this contrasts with previous papers (e.g.,

Boyer et al. in [89]) where, for tractability, approximations needed to be made at multiple inversion

steps. Specifically, as shown in Section 4.7.1, in (s, t ], a backlogged period of the class of interest i ,

the service received by an interfering class j (i.e., D j (t)−D j (s)) is upper bounded as a function of

the service received by class i (i.e., φi , j (Di (t )−Di (s)), where φi , j is defined in (4.6) and illustrated in

Fig. 4.3). Using φi , j , as it is, results in a non-convex strict service curve of Theorem 4.1.
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Figure 4.2: Strict service curves for DRR for an example with three input classes, quanta
= {199,199,199} bytes, maximum residual deficits d max = {99,99,99} bytes, and β(t ) = ct with c = 100
Mb/s (i.e., the aggregate of all classes is served at a constant rate). The figure shows the non-convex
DRR strict service curve βNCDM

i of Theorem 4.1; it also shows the two rate-latency strict service
curves βmaxRate

i (same as that Boyer et al.) and β
minLatency
i in Corollary 4.1 and the convex service

curve βconvex
i = max

(
βmaxRate

i ,βminLatency
i

)
in Corollary 4.2.

We then show that the strict service curve we have obtained is the best possible one.

Theorem 4.2 (Tightness of the DRR Strict Service Curve). Consider a DRR subsystem that uses the

DRR scheduling algorithm, as defined in Section 4.1. Assume the following system parameters are fixed:

the number of input classes n, the quantum Q j allocated to every class j , maximum residual deficits

d max
j for every class j , and the strict service curve β for the aggregate of all classes. We assume that β is

Lipschitz-continuous, i.e., there exists a constant K > 0 such that β(t )−β(s)
t−s ≤ K for all 0 ≤ s < t . Let i be

the index of one of the classes.

Assume that bi ∈F is a strict service curve for class i in any system that satisfies the specifications above.

Then bi ≤βNCDM
i where βNCDM

i is given in Theorem 4.1.

The proof is in Section 4.7.2. The idea of the proof is as follows: For any value of the system parameters,

for any τ> 0, and for any class i , we create a trajectory scenario of a system such that

∃s ≥ 0, (s, s +τ] is backlogged for class i

and Di (s +τ)−Di (s) =βNCDM
i (τ)

(4.7)
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,i.e., for the class of interest i , we create a backlogged period of duration τ where the service received

by class i is exactly equal to βNCDM
i (τ). Then, it follows that every other strict service curve bi is upper

bounded by βNCDM
i . Note that assuming the aggregate strict service curve β is Lipschitz-continuous

does not appear to be a restriction as the rate at which data is served has a physical limit. We then

provide closed-form for the network calculus delay bounds when the class of interest i is constrained

by frequent types of arrival curves, as defined in Section 2.1.1.3.

Theorem 4.3 (Closed-form Delay Bounds Obtained with the Non-convex Strict Service Curve of DRR ).
Make the same assumptions as in Theorem 4.1, yet with one difference: Assume that the aggregate strict

service curve is a rate-latency function, i.e., β=βc,T . Also, assume that class of interest i has αi ∈F as

an arrival curve. Let ψi be defined as in (4.5).

Then, the closed-form of the network calculus delay bound hDev(αi ,βNCDM
i ) is given as follows:

1) if αi is a token-bucket arrival curve, i.e., αi = γri ,bi with ri ≤ Qi
Qtot

,

T +max

(
ψi (bi )

c
,
ψi (αi (τi ))

c
−τi

)
(4.8)

with τi =
Qi−

(
bi+d max

i

)
mod Qi

ri
.

2) if αi is a token-bucket arrival curve and we take into account the effect of grouping, i.e., αi (t) =
min

(
ct + l max

i ,γri ,bi (t )
)

with ri ≤ Qi
Qtot

,

T +max

(
ψi (αi (τi ))

c
,
ψi (αi (τ̄i ))

c
− τ̄i

)
(4.9)

with τi =
bi−l max

i
c−ri

and τ̄i =
Qi−

(
αi (τi )+d max

i

)
mod Qi

ri
.

3) if αi is a stair arrival curve, i.e., αi (t ) = ai ⌈ t
bi
⌉ with ai

bi
≤ Qi

Qtot
,

T +max

(
ψi (ai )

c
,
ψi (αi (τi ))

c
−τi

)
(4.10)

with τi = ⌈Qi−
(
ai+d max

i

)
mod Qi

ai
⌉bi

The proof is in Section 4.7.3. The idea of the proof is that we write hDev
(
αi ,βNCDM

i

)= supt≥0

{
βNCDM

i
↓

(αi (t ))− t
}

,

as in [38, Prop. 3.1.1], and we plug in the αi and βNCDM
i . Theorem 4.3 enables us to compute the exact

delay bounds in a very simple closed form, independent of the complicated expression of our non-

convex strict service curve. However, we provide simplified lower bounds of the non-convex strict

service curve for DRR when analytic, closed-form expressions are important. As explained, the function

φi , j (x), defined in (4.6), is the maximum interference that class j can create in any backlogged period

of class i , such that class i receives a service x. Using φi , j , as it is, results in the strict service curve of

Theorem 4.1, which has a complex expression. If there is interest in simpler expressions, any lower

bounding function is a strict service curve. In Theorem 4.4, we show that any upper bounding of

function φi , j , (which gives a lower bound on γi ) results in a lower bound of βNCDM
i , which is a valid,

though less good, strict service curve for DRR.

Theorem 4.4 (Lower Bounds of Non-convex Strict Service Curves for DRR). Make the same assumptions

as in Theorem 4.1. Also, for class i , consider functions φ′
i , j ∈ F such that for every other class j ̸= i ,
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φ′
i , j ≥φi , j . Let ψ′

i be defined as in (4.5) by replacing functions φi , j with φ′
i , j for every class j ̸= i . Then,

let γ′i be the lower-pseudo inverse of ψ′
i , i.e., γ′i =ψ

′↓
i .

Let β′
i be the result of Theorem 4.1 by replacing functions φi , j , ψi , and γi with φ′

i , j , ψ′
i , and γ′i .

Then, S offers to class i a strict service curve β′
i and β′

i ≤βNCDM
i .

ri  Qi

Qtot
,

T + max

✓
 i(bi)

c
,
 i (↵i(⌧i))

c
� ⌧i

◆
(9)

with ⌧i =
Qi�(bi+dmax

i )mod Qi

ri
.

2) if ↵i is a token-bucket arrival curve and we
take into account the effect of grouping, i.e., ↵i(t) =
min (ct + lmax

i , �ri,bi(t)) with ri  Qi

Qtot
,

T + max

✓
 i (↵i(⌧i))

c
,
 i (↵i(⌧̄i))

c
� ⌧̄i

◆
(10)

with ⌧i =
bi�lmax

i

c�ri
and ⌧̄i =

Qi�(↵i(⌧i)+dmax
i )mod Qi

ri
.

3) if ↵i is a stair arrival curve, i.e., ↵i(t) = aid t
bi
e with

ai

bi
 Qi

Qtot
,

T + max

✓
 i(ai)

c
,
 i (↵i(⌧i))

c
� ⌧i

◆
(11)

with ⌧i = dQi�(ai+dmax
i )mod Qi

ai
ebi

The proof is in Appendix A.3. The idea of the proof is
that we write h

�
↵i,�

NCDM
i

�
= supt�0{�NCDM

i

#
(↵i(t))� t},

as in [11, Prop. 3.1.1], and we plug in the ↵i and �NCDM
i .

Theorem 3 enables us to compute the exact delay bounds
in a very simple closed-form, independent of the compli-
cated expression of our non-convex strict service curve.
However, we provide simplified lower bounds of the non-
convex strict service curve for DRR when analytic, closed-
form expressions are important. As explained, the function
�i,j(x), defined in (7), is the maximum interference that flow
j can create in any backlogged period of flow i, such that
flow i receives a service x. Using �i,j , as it is, results in
the strict service curve of Theorem 1, which has a complex
expression. If there is interest in simpler expressions, any
lower bounding function is a strict service curve. In Theo-
rem 4, we show that any upper bounding of function �i,j ,
(which gives a lower bound on �i) results in a lower bound
of �NCDM

i , which is a valid, though less good, strict service
curve for DRR.

Theorem 4 (Lower Bounds of Non-convex Strict Service
Curves for DRR). Make the same assumptions as in Theorem
1. Also, for flow i, consider functions �0i,j 2 F such that for
every other flow j 6= i, �0i,j � �i,j . Let  0

i be defined as in (6) by
replacing functions �i,j with �0i,j for every flow j 6= i. Then, let
�0i be the lower-pseudo inverse of  0

i, i.e., �0i =  
0#
i .

Let �
0
i be the result of Theorem 1 by replacing functions �i,j ,

 i, and �i with �0i,j ,  0
i, and �0i.

Then, S offers to flow i a strict service curve �0
i and �

0
i 

�NCDM
i .

The proof is in Appendix A.4. The idea of the proof
is to show �0

i is in F (i.e., is wide-sense increasing) and
lower bounds �NCDM

i ; then, the conclusion follows from the
fact that any lower bound in F of a strict service curve
is a strict service curve. There is often interest in service
curves that are piecewise-linear and convex, a simple case is
a rate-latency function. Specifically, convex piecewise-linear
functions are stable under addition and maximum, and the
min-plus convolution can be computed in automatic tools
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Fig. 6: Illustration of functions �i,j , �maxRate
i,j , �minLatency

i,j , and
�concave

i,j defined in (7), (12), (13), and (18), respectively. These
functions are obtained for the example of Fig. 5.

very efficiently [13, Sec. 4.2]. Observe that, if the aggregate
service curve � is a rate-latency function, replacing �i by
a rate-latency (resp. convex) lower-bounding function also
yields a rate-latency (resp. convex) function for �NCDM

i , and
vice-versa. Therefore, we are interested in rate-latency (resp.
convex) functions that lower bound �i. We now give two
lower bounds of the non-convex strict service curve for DRR
using Theorem 4 that are common: a convex lower bound
and two rate-latency lower bounds.

To obtain a rate-latency strict service curve, we use two
affine upper bounds of �i,j : �maxRate

i,j , which results in a rate-
latency function with the maximum rate, and �

minLatency
i,j ,

which results in a rate-latency function with the minimum
latency (Fig. 6). They are defined by

�maxRate
i,j (x)

def
=

Qj

Qi
(x + dmax

i ) + Qj + dmax
j (12)

�
minLatency
i,j (x)

def
=

Qj

Qi � dmax
i

x + Qj + dmax
j (13)

Corollary 1 (Rate-Latency Strict Service Curve for DRR).
With the assumption in Theorem 1 and the definitions (12)-(13),
S offers to every flow i strict service curves �maxRate

i (�(t)) and
�

minLatency
i (�(t)) with

�maxRate
i = �Rmax

i ,T max
i

(14)

�
minLatency
i = �

Rmin
i ,T min

i
(15)

Rmax
i =

Qi

Qtot
and T max

i =
X

j,j 6=i

�maxRate
i,j (0) (16)

Rmin
i =

Qi � dmax
i

Qtot � dmax
i

and T min
i =

X

j,j 6=i

�
minLatency
i,j (0) (17)

The right-hand sides in (14) and (15) are the rate-latency func-
tions defined in Section 2.1.

The above result is obtained by using Theorem 4
with �maxRate

i,j and �
minLatency
i,j ; hence, �i � �maxRate

i and
�i � �

minLatency
i . Also, observe that the strict service

curve of Boyer et al., explained in Section 2.3, is equal to
�maxRate

i (�(t)). It follows that �NCDM
i dominates it; hence,

obtained delay bound using �NCDM
i are guaranteed to be

less than or equal to those of Boyer et al.

7

Figure 4.3: Illustration of functions φi , j , φmaxRate
i , j , φ

minLatency
i , j , and φconcave

i , j defined
in (4.6), (4.11), (4.12), and (4.17), respectively. These functions are obtained for the example of
Fig. 4.2.

The proof is in Section 4.7.4. The idea of the proof is to show β′
i is in F (i.e., is wide-sense increasing)

and lower bounds βNCDM
i ; then, the conclusion follows from the fact that any lower bound in F of a

strict service curve is a strict service curve. There is often interest in service curves that are piecewise

linear and convex; a simple case is a rate-latency function. Specifically, convex piecewise-linear

functions are stable under addition and maximum, and the min-plus convolution can be computed

in automatic tools very efficiently [40, Sec. 4.2]. Observe that, if the aggregate service curve β is a

rate-latency function, replacing γi by a rate-latency (resp. convex) lower-bounding function also

yields a rate-latency (resp. convex) function for βNCDM
i , and vice-versa. Therefore, we are interested

in rate-latency (resp. convex) functions that lower bound γi . We now give two lower bounds of the

non-convex strict service curve for DRR using Theorem 4.4 that are common: a convex lower bound

and two rate-latency lower bounds.

To obtain a rate-latency strict service curve, we use two affine upper bounds of φi , j : φmaxRate
i , j , which

results in a rate-latency function with the maximum rate, andφminLatency
i , j , which results in a rate-latency

function with the minimum latency (Fig. 4.3). They are defined by

φmaxRate
i , j (x)

def= Q j

Qi

(
x +d max

i

)+Q j +d max
j (4.11)

φ
minLatency
i , j (x)

def= Q j

Qi −d max
i

x +Q j +d max
j (4.12)

Corollary 4.1 (Rate-Latency Strict Service Curve for DRR). With the assumption in Theorem 4.1 and the
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definitions (4.11)-(4.12), S offers to every class i strict service curves γmaxRate
i

(
β(t )

)
and γminLatency

i

(
β(t )

)
with

γmaxRate
i =βRmax

i ,T max
i

(4.13)

γ
minLatency
i =βRmin

i ,T min
i

(4.14)

Rmax
i = Qi

Qtot
and T max

i =
∑

j , j ̸=i
φmaxRate

i , j (0) (4.15)

Rmin
i =

Qi −d max
i

Qtot −d max
i

and T min
i =

∑
j , j ̸=i

φ
minLatency
i , j (0) (4.16)

The right-hand sides in (4.13) and (4.14) are the rate-latency functions defined in Section 2.1.

The above result is obtained by using Theorem 4.4 with φmaxRate
i , j and φminLatency

i , j ; hence, γi ≥ γmaxRate
i

and γi ≥ γminLatency
i . Also, observe that the strict service curve of Boyer et al., explained in Section 4.2.1,

is equal to γmaxRate
i

(
β(t )

)
. It follows that βNCDM

i dominates it; hence, obtained delay bounds using

βNCDM
i are guaranteed to be less than or equal to those of Boyer et al.

A better upper bound on φi , j can be obtained by taking its concave closure (i.e., the smallest concave

upper bound) that is equal to the minimum of φmaxRate
i , j and φminLatency

i , j :

φconcave
i , j (x) = min

(
φmaxRate

i , j (x),φminLatency
i , j (x)

)
(4.17)

Corollary 4.2 (Convex Strict Service Curve for DRR). With the assumption in Theorem 4.1 and the

definitions (4.13)-(4.14), S offers to every class i a strict service curve γconvex
i

(
β(t )

)
with

γconvex
i (x) = max

(
γmaxRate

i (x),γminLatency
i (x)

)
(4.18)

The above result is obtained by using Theorem 4.4 with φconcave
i , j . Also, it can be shown that it is the

largest convex lower bound of γi . When β is a rate-latency function, this provides a convex piecewise-

linear function, which has all the good properties mentioned earlier.

4.5 New DRR strict Service Curves that Account for Arrival Curves

of Interfering Classes

The next result provides a method to improve on any strict service curve by taking into account the

arrival curve constraints of interfering classes. It can thus be applied to the strict service curves

presented in Section 4.4 and to Bouillard’s strict service curves.

4.5.1 A Mapping to Refine Strict Service Curves for DRR by Accounting for Arrival
Curves of Interfering Classes

Theorem 4.5 (Non-convex, Full Mapping). Let S be a server with the assumptions in Theorem 4.1.

Also, assume that every class i has an arrival curve αi ∈F and a strict service curve βold
i ∈F , and let

Ni = {1,2, . . . ,n} \ {i }, and for any J ⊆ Ni , let J̄ = Ni \ J .
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Then, for every class i , a new strict service curve βnew
i ∈F is given by

βnew
i = max

βold
i ,max

J⊆Ni
γJ

i ◦
[
β−

∑
j∈ J̄

(
α j ⊘βold

j

)]+

↑

 (4.19)

with

γJ
i (x) =

(
λ1 ⊗νQ J ,i

tot ,Qi

)([
x −ψJ

i

(
Qi −d max

i

)]+)
+min([x −

∑
j∈J

(
Q j +d max

j

)
]+,Qi −d max

i ) (4.20)

Q J ,i
tot =Qi +

∑
j∈J

Q j (4.21)

ψJ
i (x)

def= x +
∑
j∈J

φi , j (x) (4.22)

In (4.19), [.]+↑ is the non-decreasing and non-negative closure, defined in Section 2.1, and ◦ is the compo-

sition of functions.

The proof is in Section 4.7.5. The essence of Theorem 4.5 is as follows. Equation (4.19) gives new strict

service curves βnew
i for every class i ; they are derived from already available strict service curves βold

i
and from arrival curves on the input classes α j ; thus, it enables us to improve any collection of strict

service curves that are already obtained.

The key point of Theorem 4.5 is as follows: As explained in Section 4.4, in (s, t ], a backlogged period of

the class of interest i , the service received by an interfering class j (i.e., D j (t )−D j (s)) is upper bounded

as a function of the service received by class i (i.e., φi , j (Di (t )−Di (s)), where φi , j is defined in (4.6)).

Also, the service received by an interfering class j is upper bounded by the output arrival curve of class

j (i.e., (α j ⊘βold
j )(t − s)); combining both upper bounds results in our Non-convex, Full mapping.

The computation of service curves in Theorem 4.5 and of the resulting delay bounds can be restricted

to a finite horizon. Indeed, all computations in Theorem 4.5 are causal except for the min-plus

deconvolution α j ⊘βold
j . But, as mentioned in Section 2.1, such computation and the computation of

delay bounds can be limited to t ∈ [0; t∗] for any positive t∗ such that α j (t∗) ≤βold
j (t∗) for every m ≥ 1

and j = 1:n. To find such a t∗, we can use any lower bound on βold
j .

We then compute t∗j = infs>0{α j (s) ≤βold
j (s)} and take, as sufficient horizon, t∗ = max j t∗j . The compu-

tations in Theorem 4.5 can then be limited to this horizon or any upper bound on it. The computations

can be performed with a tool such as RealTime-at-Work (RTaW) [92], which uses an exact representation

of functions with finite horizon, by means of rational numbers with exact arithmetic.

An iterative scheme can be obtained as follows: Theorem 4.5 can be iteratively applied, starting from

any available strict service curves for all classes, and for every class, an increasing sequence of strict

service curves is obtained; specifically, let β0
i be an initial strict service curve for every class i ; then, for

every integer m ≥ 1 and every class i , define βm
i by replacing βold

j with βm−1
j in (4.19):

βm
i = max

βm−1
i ,max

J⊆Ni
γJ

i ◦
[
β−

∑
j∈ J̄

(
α j ⊘βm−1

j

)]+

↑

 (4.23)
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Figure 4.4: Strict service curves for class 2 of the example of Fig. 4.2, where all classes have token-
bucket arrival curves with r = {5,1,1} l

512 Mb/s and b = {5l , l , l }. When iteratively applying Theorem 4.5,
starting with either β0

i (Top: the sequence β0
i ≤β1

i ≤β2
i ) or starting with max

(
βBouillard

i ,β0
i

)
(Bottom:

the sequence β′
i

0 ≤β′
i

1 =β2
i ), after 2 iterations, the strict service curves of all classes become stationary

in the horizon of the figure, and the scheme stops. The sufficient horizon t∗ in this example is 200µs.
Obtained with the RTaW online tool.
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It follows that βm
i is a strict service curve for class i and β0

i ≤β1
i ≤β2

i ≤ . . ..

We are guaranteed simple convergence for the strict service curves of all classes when iteratively

applying Theorem 4.5, starting from any available strict service curves for all classes. This is because,

first, as explained above, computations of such strict service curves can be limited to a sufficient finite

horizon; second, by iteratively applying Theorem 4.5, we obtain an increasing sequence of strict service

curves for all classes, and every strict service curve is upper bounded by β, the aggregate strict service

curve. In all cases that we tested, the iterative scheme became stationary in such a finite horizon.

Note that the computed strict service curves at each iteration are valid, hence can be used to derive

valid delay bounds; this means the iterative scheme can be stopped at any iteration. For example, the

iterative scheme can be stopped when the delay bounds of all classes decrease insignificantly.

This iterative scheme can be initialized by strict service curves that do not make any assumptions on

interfering traffic, as obtained in Section 4.4; specifically, recall that βNCDM
i is defined in Theorem 4.1,

then, for every class i , let β0
i = βNCDM

i , and for every integer m ≥ 1, βm
i is obtained as in (4.23) (see

Fig. 4.4 (top)).

Alternatively, we can first compute Bouillard’s strict service curveβBouillard
j for every class j , as explained

in Section 4.2.3. Observe that βBouillard
j does not usually dominate the non-convex service curve βNCDM

i
obtained in Theorem 4.1 (see Figure 4.5). Therefore, since the maximum of two strict service curves is a

strict service curve, we can take the maximum of both. Specifically, define β′
i

0 = max
(
βBouillard

i ,βNCDM
i

)
,

then, for every integer m ≥ 1 and every class i , define β′
i

m as in (4.31) (see Fig. 4.4 (bottom)).

In practice, in all cases that we tested, when initializing the method with either choice, we always

converge to the same strict service curve for every class (Fig. 4.4). Note that when initializing the

method with strict service curves that are true for the degraded operational mode (i.e., ones that do

not take into account the arrival curves of the interfering classes), the iterative scheme will always

converge to the same strict service curves. This is because, in the first iteration, we take into account

our strict service curve, found in Theorem 1, which is the best possible one, shown in Theorem 4.2;

hence, whatever the initial strict service curves will be dominated by ours, and the scheme iterates

independent from the initial strict service curve.

Observe that the computation to compute strict service curve of Theorem 4.5, βnew
i in (4.19), requires

2n−1 computations of γJ
i ◦

[
β−∑

j∈ J̄

(
α j ⊘βold

j

)]+
↑

for each J (where n is the total number of the input

classes of the DRR subsystem). In some cases (class-based networks), n is small, and this is not an

issue; in other scenarios (per-flow queuing), this may cause excessive complexity. To address this, we

find lower bounds on the strict service curve of Theorem 4.5 where only one computation at each step

m is needed; this is less costly when n is large.

Corollary 4.3 (Non-convex, Simple Mapping). Make the same assumption as in Theorem 4.5. Then, for

every class i , a new strict service curve β̄new
i ∈F is given by

β̄new
i = max

(
βold

i ,γi ◦
(
β+δold

i

)
↑

)
(4.24)

with

δold
i (t )

def=
∑

j , j ̸=i

[
φi , j

(
βold

i (t )
)
−

(
α j ⊘βold

j

)
(t )

]+
(4.25)

Also, β̄new
i ≤βnew

i .
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In (4.24), ↑ is the non-decreasing closure, defined in Table 4.2, and ◦ is the composition of functions; also,

note that β and δold
i are functions of the time t .

The proof is in Section 4.7.6. The essence of Corollary 4.3 is the same as explained after Theorem 4.5.

Corollary 4.3 can be iteratively applied either starting with β0
i , defined in Theorem 4.1, or starting with

β0
i
′ = max

(
βBouillard

i ,β0
i

)
, i.e., the maximum of β0

i and the strict service curve of Bouillard, explained in

Section 4.2.3 (see Fig. 4.5).

In the examples that we tested, we observed that the iterative scheme obtained with Theorem 4.5,

our non-convex, full mapping, converges to the same results as the iterative scheme obtained with

Corollary 4.3, our non-convex, simple mapping; however, it requires more iterations (see Fig. 4.4 and

Fig. 4.5).
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Figure 4.5: Strict service curves for flow 2 of the example of Fig. 4.4, when iteratively apply-
ing Corollary 4.3, starting with either β0

i (Top: the sequence β̄0
i ≤ β̄1

i ≤ β̄2
i ≤ β̄3

i ) or starting with
max

(
βBouillard

i ,β0
i

)
(Bottom: the sequence β̄0′

i ≤ β̄1′
i ≤ β̄2′

i ≤ β̄3′
i ), after 3 iterations, the strict service

curves of all flows become stationary in the horizon of the figure, and the scheme stops. The sufficient
horizon t∗ in this example is 200µs. The strict service curves of the last step is precisely equal to the
last step of Fig. 4.4, i.e., β̄3′

i =β2
i . Obtained with the RTaW online tool.

4.5.2 Convex Versions of the Mapping

Computation of the strict service curves of Theorem 4.5 and Corollary 4.3 can be costly. We first explain

some sources of complexity and how to address them. We then propose convex versions, for both the

non-convex, full mapping in Theorem 4.5 and the non-convex, simple mapping in Corollary 4.3.
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4.5.2.1 Convex Versions of Theorem 4.5

One source of complexity lies in the initial strict service curves β0
i . For every class i , β0

i can be replaced

by its simpler lower bounds. As presented in Section 4.4, β0
i can be replaced by its convex closure

γconvex
i

(
β(t )

)
, or rate-latency functions γminLatency

i

(
β(t )

)
and γmaxRate

i

(
β(t )

)
.

Another source of complexity is function γJ
i , as defined in (4.20), is non-convex and results in strict ser-

vice curves that are also non-convex (Fig. 4.4). If there is interest in simpler expressions of Theorem 4.5,

any lower bounding function on γJ
i results in a lower bound of βnew

i , which is a valid, though less good,

strict service curve for DRR.

Corollary 4.4 (Convex, Full Mapping). Make the same assumptions as in Theorem 4.5. Also, for a class i ,

let γ̂J
i ∈F such that γ̂J

i ≤ γ
J
i .

Let β̂new
i be the result of Theorem 4.5, in (4.19), by replacing functions γJ

i with γ̂J
i .

Then, S offers to class i a strict service curve β̂new
i and β̂new

i ≤βnew
i .

As of today, in tools such as RTaW working with functions that are linear and convex is simpler and

tractable. Hence, we apply Corollary 4.4 with γ̂J
i = γconvex

i
J = max

(
γmaxRate

i
J
,γminLatency

i

J )
(convex

closure of function γJ
i ) and

γmaxRate
i

J =βRmax
i

J ,T max
i

J (4.26)

γ
minLatency
i

J =β
Rmin

i
J
,T min

i
J (4.27)

Rmax
i

J = Qi

Q J ,i
tot

and T max
i

J =
∑
j∈J

φmaxRate
i , j (0) (4.28)

Rmin
i

J =
Qi −d max

i

Q J ,i
tot −d max

i

and T min
i

J =
∑
j∈J

φ
minLatency
i , j (0) (4.29)

The sequence of obtained strict service curves is thus defined by βconvex,0
i = γconvex

i ◦β=βconvex
i and for

m ≥ 1 (see Fig. 4.6 (top)):

βconvex,m
i = max

J⊆Ni
γconvex

i
J ◦

[
β−

∑
j∈ J̄

(
α j ⊘βconvex,m−1

j

)]+

↑
(4.30)

Alternatively, we can first compute the strict service curve of Bouillard βBouillard
j for every class j , as ex-

plained in Section 4.2.3, and iteratively apply Corollary 4.5 withγconvex
i

J , starting with max
(
βBouillard

i ,βconvex
i

)
;

specifically, βconvex,0
i

′ = max
(
βBouillard

i ,βconvex
i

)
, then, for every integer m ≥ 1 and every class i , define

βconvex,m
i

′ as

βconvex,m
i

′ = max
J⊆Ni

γconvex
i

J ◦
[
β−

∑
j∈ J̄

(
α j ⊘βconvex,m−1

j
′)]+

↑
(4.31)

It follows that βconvex,m
i

′ is a strict service curve for class i and at each step m ≥ 1, one can use a better

strict service curve max
(
βconvex,m

i
′,βconvex,m−1

i
′)

(see Fig. 4.6 (bottom)).

In practice, in all cases that we tested, when initializing the method with either choice, we always
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Figure 4.6: Strict service curves for class 2 of the example of Fig. 4.4, when iteratively ap-
plying Corollary 4.4 as explained in (4.30), starting with either βconvex

i (Top: the sequence
βconvex,0

i ≤ βconvex,1
i ≤ βconvex,2

i ) or starting with max
(
βBouillard

i ,βconvex
i

)
(Bottom: the sequence

βconvex,0
i

′ ≤ βconvex,1
i

′ = βconvex,2
i ), after 2 iterations, the strict service curves of all classes become

stationary in the horizon of the figure, and the scheme stops. The sufficient horizon t∗ in this example
is 200µ. Obtained with the RTaW online tool.
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4.5 New DRR strict Service Curves that Account for Arrival Curves of Interfering Classes

converge to the same strict service curve for every class (Fig. 4.6).

Let us explain why computing the above strict service curves is simpler. Min-plus convolution and

deconvolution of piecewise linear convex can be computed in automatic tools, such as RTaW, very

efficiently [40, Section 4.2]. As illustrated in Fig. 4.6, obtained strict service curves are convex, thus

computing the min-plus deconvolution with such strict service curves is much simpler than with

those in Fig. 4.4. Also, the composition is simpler, as for f ∈F , a function f , γconvex
i

J (
f (t )

)
is equal

to max
(
Rmax

i
J ,

[
f (t )−T max

i
J
]+

,Rmin
i

J
[

f (t )−T min
i

J
]+)

, which includes only multiplication, addition,

and maximum operations.

4.5.2.2 Convex Versions of Corollary 4.3

Again here, a source of complexity lies in the initial strict service curves β0
i . For every class i , β0

i can

be replaced by its simpler lower bounds. As presented in Section 4.4, β0
i can be replaced by its convex

closure γconvex
i

(
β(t )

)
, or rate-latency functions γminLatency

i

(
β(t )

)
and γmaxRate

i

(
β(t )

)
.

Also, another source of complexity is function φi , j (and the resulting function γi ). Function φi , j , as

defined in (4.6), is non-concave and non-linear (because it uses floor operations). This might create

discontinuities that can make the computation hard, see Fig. 4.5. To address this problem, we derive

the following convex version of Corollary 4.3.

Corollary 4.5 (Convex, Simple Mapping). Make the same assumptions as in Corollary 4.3. Also, for a

class i , let φ′
i , j and γ′i be defined as in Theorem 4.4.

Let β̄new
i ′ be the result of Corollary 4.3 by replacing functions φi , j and γi with φ′

i , j and γ′i , respectively.

Then, S offers to every class i a strict service curve β̄new
i ′.

The proof is not given in detail, as it is similar to the proof of Corollary 4.3 after replacing functions φi , j

and γi with φ′
i , j and γ′i , respectively.

We apply Corollary 4.5 as follows: Apply Corollary 4.5 by replacing φi , j and γi with φmaxRate
i , j and

γmaxRate
i defined in (4.11) and (4.13); also, Apply Corollary 4.5 by replacing φi , j and γi with φminLatency

i , j

and γminLatency
i defined in (4.12) and (4.14); then, we take the maximum of the two strict service curves

obtained in each case.

This can be iteratively applied: In both cases, let the initial strict service curves βconcave,0
i be defined

as in Corollary 4.2. Specifically, the sequence of obtained strict service curves are thus defined by

either β̄convex,0
i = γconvex

i ◦β = βconvex
i or β̄convex,0

i = max
(
βconvex

i ,βBouillard
i

)
and for m ≥ 1, β̄convex,m

i =
max

(
β̄m′

i , β̄m′′
i

)
with

β̄m′
i = γminLatency

i ◦
(
β+δminLatency,m−1

i

)
↑

,

β̄m′′
i = γmaxRate

i ◦
(
β+δmaxRate,m−1

i

)
↑

,

δ
minLatency,m−1
i =

∑
j ̸=i

[
φ

minLatency
i , j ◦ β̄convex,m−1

i −α j ⊘ β̄convex,m−1
j

]+
,

δmaxRate,m−1
i =

∑
j ̸=i

[
φmaxRate

i , j ◦ β̄convex,m−1
i −α j ⊘ β̄convex,m−1

j

]+
.

(4.32)
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Figure 4.7: Strict service curves for class 2 of the example of Fig. 4.4, when iteratively applying
Corollary 4.5, starting with either βconvex

i (Top: the sequence β̄convex,0 ≤ β̄convex,1 ≤ . . .) or starting
with max

(
βBouillard

i ,βconvex
i

)
(Bottom: the sequence β̄convex,0′ ≤ β̄convex,1′ ≤ . . .). The iterative scheme

stops when the computed delay bounds for all classes decrease by less than 0.25µs. The sufficient
horizon t∗ in this example is 200µs. The delay bounds obtained with the strict service curve of the
last iteration of both cases are equal, however, the strict service curves are different. The strict service
curves of all classes become stationary after 16 iterations. Obtained with the RTaW online tool.
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Let us explain why computing the above strict service curves is simpler (see Fig. 4.7). The first reason

is in computing the composition of φmaxRate
i , j (resp. φminLatency

i , j ) with another function. Observe that

for a function f ∈ F , φmaxRate
i , j

(
f (t )

)
(resp. φminLatency

i , j

(
f (t )

)
) is equal to

Q j

Qi
f (t)+φmaxRate

i , j (0) (resp.
Q j

Qi−d max
i

f (t )+φminLatency
i , j (0)), which includes only multiplication, addition, and minimum operations.

The second reason is in computing the min-plus deconvolution; min-plus convolution and deconvo-

lution of piecewise linear convex can be computed in automatic tools, such as RTaW, very efficiently

[40, Section 4.2], and as illustrated in Fig. 4.7, obtained strict service curves are convex, thus com-

puting the min-plus deconvolution with such strict service curves is much simpler than with those

in Fig. 4.5. The last reason is in computing the composition of γmaxRate
i (resp. γminLatency

i ) with an-

other function. Observe that for a function f ∈F , γmaxRate
i

(
f (t )

)
(resp. γminLatency

i

(
f (t )

)
) is equal to

Rmax
i

[
f (t )−T max

i

]+ (resp. Rmin
i

[
f (t )−T min

i

]+
), which again includes only multiplication, addition,

and maximum operations.

Alternatively, one can apply Corollary 4.5 by replacing φi , j and γi with φconcave
i , j and γconvex

i defined

in (4.17) and (4.18); however, in this case, there is no guarantee that this version conserves convexity

and we do not consider it further.

In the examples that we tested, we observed that the iterative scheme obtained with Corollary 4.4, our

convex, full mapping, converges to the same results as the iterative scheme obtained with Corollary 4.5,

our convex, simple mapping; however, it requires more iterations (see Fig. 4.6 and Fig. 4.7).
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Figure 4.8: A summary of strict service curves for class 2 of the example of Fig. 4.4. The strict service
curves β0

i and βconvex
i are our non-convex and convex strict service curve of Section 4.4, with no

assumption on the interfering traffic. The strict service curves β∗
i and βconvex∗

i are our best non-convex
and convex strict service curve that accounts for the interfering traffic, explained in Section 4.5.
Obtained with the RTaW online tool.

71



Chapter 4. Strict Service Curves for Deficit Round-Robin

4.6 Numerical Evaluation

Table 4.1: Delays bounds of all classes of Section 4.6.1.

Class Boyer et al. Thm. 4.1 Bouillard Thm. 4.5 Cor. 4.4 Simulation (non-degraded) Simulation (degraded)
Electric protection (µs) 52 44.51 52 44.51 52 44.51 44.51

Virtual reality games (ms) 1.75 1.74 1.33 1.32 1.32 1.32 1.74
Video conference (ms) 2.61 2.61 1.82 1.81 1.81 1.81 2.61

4k videos (ms) 5.78 5.77 2.74 2.72 2.72 2.71 5.77

In this section, we compare the obtained delay bounds by using our new strict service curves for DRR,

presented in Sections 4.4 and 4.5, to those of Boyer et al., Bouillard, and Soni et al. We use all network

configurations that were presented by Bouillard in [91] and Soni et al. in [90], specifically, one single

server, two illustration networks, and an industrial-sized one. For the illustration networks, we use the

exact same configuration of classes and switches that Soni et al. use. For the industrial-sized network,

Soni kindly replied to our e-mail request by saying that, for confidentiality reasons, they do not have

the rights to provide more details about the network configuration than what is already given in [90].

Consequently, we use the same network but randomly choose the missing information (explained in

detail in Section 4.6.3).

4.6.1 Single Server

We use the exact same configuration of classes and the server that Bouillard uses in [91]. Consider a DRR

subsystem with four classes of traffic: Electric protection, Virtual reality games, Video conference, and

4k videos constrained with token bucket arrival curves with bursts b = {42.56,2160,3240,7200} kb and

rates r = {8.521,180,162,180} Mbps, respectively; also, the packet sizes are l max = {3.04,12,12,12} kb.

The server is a constant-rate server with a rate equal to c = 5Gb/s, i.e., β(t) = ct . All classes have the

same quantum equal to 16000 bits.

The delay bounds obtained with different methods are given in Table 4.1. Our delay bounds always

improve on those of Boyer et al. and Bouillard; when the delay is very small (electric protection), our

non-convex service curves bring a considerable improvement. As discussed in Section 4.5, the results

are the same with the non-convex, full mapping (Theorem 4.5) and the non-convex simple mapping

(Corollary 4.4). The results of the convex full and simple mappings (Corollary 4.3 and Theorem 4.5)

are also identical, but less good than the former. Also, the results are the same for all choices of initial

strict service curves. Finally, we used the same trajectory scenario, given in Section 4.7.2, to provide a

lower bound on the worst-case delay; we observe that our delay bounds are tight (for 4k videos almost

tight), i.e., exactly equal to the worst-case delays, in either degraded (i.e., when some traffic classes

misbehave) and non-degraded (i.e., when arrival curve constraints can be assumed for interfering

traffic) operational mode in this single server example. As we showed that the delay bounds of Soni et

al. are incorrect, we do not compute them for this example, but for the sake of comparison, we will

compute them for their case studies.

4.6.2 Illustration Networks

Examples 1 and 2 are illustrated in Fig. 4.9 and 4.10. We use the exact same network with the exact

same configuration for flows and switches as used by Soni et al. in [90]. Examples 1 and 2 differ only by

the configuration of the switch S4. Flows {v1 . . . v5}, {v6 . . . v12}, and {v13 . . . v20} are assigned to class C1,

C2, and C3, respectively. There is one DRR scheduler at every switch output port and there are n = 3
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4.6 Numerical Evaluation

The paper is organized as follows. The considered network
model is presented in section II. It is followed by a brief
recall of the DRR scheduling policy, its latency and delay
calculation using Network Calculus in section III. Section IV
exhibits sources of pessimism in DRR WCTT analysis. The
main contribution is given in section V, where we propose an
optimized NC approach for DRR scheduler based networks.
In Section VI further improvements to classical NC approach
are given, including the integration of end system scheduling.
An evaluation on an industrial configuration is given in section
VII. Section VIII concludes the paper and gives directions for
future works.

II. NETWORK AND FLOW MODEL

In this paper, we consider a real-time switched Ethernet
network. It is composed of a set of end systems, interconnected
by switched Ethernet network via full-duplex links. Thus, there
are no collisions on links. Each link offers a bandwidth of R
Mbps in each direction.

Each end system manages a set of flows, and each switch
forwards a set of flows through its output ports, based on a
statically defined forwarding table. This forwarding process
introduces a switching latency, denoted by sl. Each port h of
a switch Sx, denoted by Sh

x , can be connected at most to one
end system or another switch. Each output port, of a switch or
of an end system, has a set of buffers managed by a scheduler
supporting a scheduling policy, for example: First-In-First-Out
(FIFO), Fixed Priority (FP) queuing or Round Robin (RR) etc.
In this paper, the considered network uses Deficit Round Robin
(DRR) scheduler at each output port.

Sporadic flows are transmitted on this network. Each spo-
radic flow vi gives rise to a sequence of frames emitted
by a source end system with respect to the minimum inter-
arrival duration imposed by a traffic shaping technique. This
minimum inter-arrival duration is called the period Ti of flow
vi. If the duration between any two successive emissions of
a flow vi is Ti, then, the flow vi is periodic. The size of
each frame of flow vi is constrained by a maximum frame
length (lmax

i ) and a minimum frame length (lmin
i ). Each flow

vi follows a predefined path Pi from its source end system till
its last visited output port, and then arrives at its destination
end system.

Figure 1 shows an example of a switched Ethernet network
configuration which consists of 4 switches, S1 to S4, intercon-
necting 10 end systems, e1 to e10, through full duplex links
to transfer 20 flows, v1 to v20. In this work, each output port
of a switch has a set of buffers controlled by a Deficit Round
Robin (DRR) scheduler. The links provide a bandwidth of
R = 100 Mbits/s. Table I summarizes flow features (inter-
arrival duration Ti as well as minimum and maximum frame
size lmin

i and lmax
i ).

III. DEFICIT ROUND ROBIN

In this section, we briefly recall the DRR scheduling policy.
A more detailed description can be found in [6] and [7]. We

e1
e7
e2
e4

e5
e6

e3

v1

e10

v12
v17
v13

v2 v14
v18 v20

v6v3
v15 v19

v12v1 v13 v17
v2 v14 v18 v20

v6v3 v15 v19
v7 v9 v10v4
v8 v11v5 v16

v1  ...  v5
v6  ...  v12

v13  ...  v20
S4

1

2

e8
e9S2

S1

S3

Fig. 1: Switched Ethernet network (Example 1)

TABLE I: Network Flow Configuration

Flows vi Ti(µsec) lmax
i (byte) lmin

i (byte)
v12, v20 512 100 80
v1, v7, v8, v9, v17 512 99 80
v2, v4, v5, v10, v13, v16, v18 256 100 80
v3, v11, v14, v15, v19 256 99 80
v6 96 100 80

then summarize the DRR worst-case analysis in [7], [8]. This
analysis is based on network calculus [1].

A. DRR scheduler principle

DRR was designed in [6] for a fair sharing of server capacity
among flows. DRR is mainly a variation of Weighted Round
Robin (WRR) which allows flows with variable packet length
to fairly share the link bandwidth.

The flow traffic in a DRR scheduler is divided into buffers
based on few predefined classes. Each class receives service
sequentially based on the presence of a pending frames in a
class buffer and the credit assigned to the class. Each class
buffer follows FIFO queuing to manage the flow packets. The
DRR scheduler service is divided into rounds. In each round
all the active classes are served. A class is said to be active
when it has some flow packet in output buffer waiting to
be transmitted. The basic idea of DRR is to assign a credit
quantum Qh

x to each flow class Cx at each switch output port
h. Qh

x is the number of bytes which is allocated to Cx for each
round at port h. At any time, the current credit of a class Cx

at a port h is called its deficit ∆h
x. Each time Cx is selected

by the scheduler, Qh
x is added to its deficit ∆h

x. As long as
Cx queue is not empty and ∆h

x is larger than the size of Cx

queue head-of-line packet, this packet is transmitted and ∆h
x

is decreased by this packet size. Thus, the scheduler moves
to next class when either Cx queue is empty or the deficit
∆h

x is too small for the transmission of Cx queue head-of-line
packet. In the former case, ∆h

x is reset to zero. In the latter
one, ∆h

x is kept for the next round.
The credit quantum Qh

x is defined for each port h. It must
allow the transmission of any frame from class Cx crossing
h. Thus, Qh

x has to be at least the maximum frame size of
Cx flows at port h. Let Fh

Cx
be the set of flows of class Cx

at output port h. Let lmax,h
Cx

and lmin,h
Cx

be the max and min
frame size among all class Cx flows at output port h. We have:

lmax,h
Cx

= max
i∈Fh

Cx

lmax
i , lmin,h

Cx
= min

i∈Fh
Cx

lmin
i (1)

Algorithm 1 shows an implementation of DRR at a switch
output port h with n traffic classes. First, deficits are set to 0

���

Authorized licensed use limited to: EPFL LAUSANNE. Downloaded on May 09,2020 at 18:31:58 UTC from IEEE Xplore.  Restrictions apply. 

to FS1
4

C1
= v1, v2, v3, v4, v5. The overall arrival curve of class

C1 can be computed by:

↵
S1

4

C1
(t) =

X

i2FS1
4

C1

↵
S1

4
i (t)

which is illustrated by blue line in Figure 4a.

bits

Q
S1

4
1 -�max,S1

4
1

D
S1

4
1

1
R

1

t
(µsec)sl

↵
S1

4
C1

P

i2FS1
4

C1

(bi)

X
S1

4
C1

Y
S1

4
C1

⇥
S1

4
C1

�
S1

4
C1

⇢
S1

4
C1

P
1j3

Q
S1
4

j ��
max,S1

4
1

R

bits

Qh
x-�max,h

x

Dh
i

1

R
1

t
(µsec)

sl

↵h
x,SER

P
i2Fh

Cx

(bi)

Xh
x Y h

x

⇥h
x

�h
x

⇢h
x

max
i2Fh

x

(bi)

(a) NC curves at S1
4 (b) NC Curves with serialization

Fig. 4: NC curves at S1
4

b) Service Curve: According to NC, the full service
provided at a switch output port h with a transmission rate
of R (bits/s) is defined by:

�h(t) = R[t� sl]+

where sl is the switching latency of the switch, and [a]+ means
max{a, 0}.

According to [8] and [7], the full service is shared by
all DRR classes at an output port h and each class Cx has
a predefined service rate ⇢h

x based on its assigned credit
quantum Qx as explained in Section III-B Equation (2).
Besides a reduced service rate, each class Cx could experience
a DRR scheduler latency ⇥h

x before receiving service with the
predefined rate ⇢h

x. The scheduler latency can be calculated
by Equation (6). Therefore, based on the NC approach, the
residual service �DRR

Cx
to each class Cx is given by:

�h
Cx

(t) = ⇢h
x[t�⇥h

x � sl]+ (8)

Y h
x delay is considered right after Xh

x , in order to get a convex
service curve.

In the example of the output port S1
4 , class C1 service curve

is:

�
S1

4

C1
(t) = ⇢

S1
4

1 ⇤ [t�⇥
S1

4
1 � sl]+ =

100

3
(t� 63.52� sl)+

which is illustrated in Figure 4a.
The actual service curve is a staircase one (shown by the

dashed black line in Figure 4a), as a flow alternates between
being served and waiting for its DRR opportunity, as explained
in [8]. For computation reason, NC approach employs the
convex curve represented by equation (8) which is an under-
estimated approximation of actual staircase curve.

c) Delay bound: According to NC, the delay experienced
by a Cx flow vi constrained by the arrival curve ↵h

Cx
(t) in a

switch output port h offering a strict DRR service curve �h
Cx

(t)
is bounded by the maximum horizontal difference between the
curves ↵h

Cx
(t) and �h

Cx
(t). Let Dh

i be this delay. It is computed
by:

Dh
i = sup

s�0
(inf{⌧ � 0|↵h

Cx
(s)  �h

Cx
(s + ⌧)}) (9)

Therefore, the end-to-end delay upper bound of a Cx flow
vi is denoted by DETE

i and it is calculated by:

DETE
i =

X

h2Pi

Dh
i (10)

Based on the equation (9) and (10), the delay bound calcu-
lated for flow v1 of class C1 is found to be D

S1
4

1 = 234.91 µs
and DETE

1 = 387.63 µs.

IV. PESSIMISM OF DRR WCTT ANALYSIS

The delay upper bound Dh
i for flow vi from class Cx

presented in the previous section assumes that, at each output
port h, every interfering class Cy consumes maximum service.
More precisely, it assumes that, in any DRR round rdk, each
class Cy (y 6= x) is always active and transmits frames of at
least the size of its quantum value Qh

y . Such an assumption
might be pessimistic. Indeed, the traffic from one or several
Cy classes might be too low to consume quantum values Qh

y

in each round. The effect of such a pessimism on service curve
is shown in Figure 5.
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Fig. 5: Pessimism in DRR Service

This pessimism can be illustrated with the example in Figure
6. This example is based on the network architecture in Figure
1. The difference is that part of C2 and C3 flows that are
transmitted from S4 to e8 in Figure 1 are transmitted to e9 in
Figure 6.
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v1  ...  v5
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v16  ...  v19

e8
e9

Fig. 6: Switched Ethernet network (Example 2)

We focus on output port S1
4 to calculate the delay experi-

enced by flow v1 from class C1. In the given example, it is

Example 1, taken from Soni et al. Example 2, taken from Soni et al.

Figure 4.9: Networks of Examples 1 and 2, taken from Soni et al. [90]. Examples 1 and 2 differ only
by the configuration of the switch S4.

The paper is organized as follows. The considered network
model is presented in section II. It is followed by a brief
recall of the DRR scheduling policy, its latency and delay
calculation using Network Calculus in section III. Section IV
exhibits sources of pessimism in DRR WCTT analysis. The
main contribution is given in section V, where we propose an
optimized NC approach for DRR scheduler based networks.
In Section VI further improvements to classical NC approach
are given, including the integration of end system scheduling.
An evaluation on an industrial configuration is given in section
VII. Section VIII concludes the paper and gives directions for
future works.

II. NETWORK AND FLOW MODEL

In this paper, we consider a real-time switched Ethernet
network. It is composed of a set of end systems, interconnected
by switched Ethernet network via full-duplex links. Thus, there
are no collisions on links. Each link offers a bandwidth of R
Mbps in each direction.

Each end system manages a set of flows, and each switch
forwards a set of flows through its output ports, based on a
statically defined forwarding table. This forwarding process
introduces a switching latency, denoted by sl. Each port h of
a switch Sx, denoted by Sh

x , can be connected at most to one
end system or another switch. Each output port, of a switch or
of an end system, has a set of buffers managed by a scheduler
supporting a scheduling policy, for example: First-In-First-Out
(FIFO), Fixed Priority (FP) queuing or Round Robin (RR) etc.
In this paper, the considered network uses Deficit Round Robin
(DRR) scheduler at each output port.

Sporadic flows are transmitted on this network. Each spo-
radic flow vi gives rise to a sequence of frames emitted
by a source end system with respect to the minimum inter-
arrival duration imposed by a traffic shaping technique. This
minimum inter-arrival duration is called the period Ti of flow
vi. If the duration between any two successive emissions of
a flow vi is Ti, then, the flow vi is periodic. The size of
each frame of flow vi is constrained by a maximum frame
length (lmax

i ) and a minimum frame length (lmin
i ). Each flow

vi follows a predefined path Pi from its source end system till
its last visited output port, and then arrives at its destination
end system.

Figure 1 shows an example of a switched Ethernet network
configuration which consists of 4 switches, S1 to S4, intercon-
necting 10 end systems, e1 to e10, through full duplex links
to transfer 20 flows, v1 to v20. In this work, each output port
of a switch has a set of buffers controlled by a Deficit Round
Robin (DRR) scheduler. The links provide a bandwidth of
R = 100 Mbits/s. Table I summarizes flow features (inter-
arrival duration Ti as well as minimum and maximum frame
size lmin

i and lmax
i ).

III. DEFICIT ROUND ROBIN

In this section, we briefly recall the DRR scheduling policy.
A more detailed description can be found in [6] and [7]. We
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Fig. 1: Switched Ethernet network (Example 1)

TABLE I: Network Flow Configuration

Flows vi Ti(µsec) lmax
i (byte) lmin

i (byte)
v12, v20 512 100 80
v1, v7, v8, v9, v17 512 99 80
v2, v4, v5, v10, v13, v16, v18 256 100 80
v3, v11, v14, v15, v19 256 99 80
v6 96 100 80

then summarize the DRR worst-case analysis in [7], [8]. This
analysis is based on network calculus [1].

A. DRR scheduler principle

DRR was designed in [6] for a fair sharing of server capacity
among flows. DRR is mainly a variation of Weighted Round
Robin (WRR) which allows flows with variable packet length
to fairly share the link bandwidth.

The flow traffic in a DRR scheduler is divided into buffers
based on few predefined classes. Each class receives service
sequentially based on the presence of a pending frames in a
class buffer and the credit assigned to the class. Each class
buffer follows FIFO queuing to manage the flow packets. The
DRR scheduler service is divided into rounds. In each round
all the active classes are served. A class is said to be active
when it has some flow packet in output buffer waiting to
be transmitted. The basic idea of DRR is to assign a credit
quantum Qh

x to each flow class Cx at each switch output port
h. Qh

x is the number of bytes which is allocated to Cx for each
round at port h. At any time, the current credit of a class Cx

at a port h is called its deficit ∆h
x. Each time Cx is selected

by the scheduler, Qh
x is added to its deficit ∆h

x. As long as
Cx queue is not empty and ∆h

x is larger than the size of Cx

queue head-of-line packet, this packet is transmitted and ∆h
x

is decreased by this packet size. Thus, the scheduler moves
to next class when either Cx queue is empty or the deficit
∆h

x is too small for the transmission of Cx queue head-of-line
packet. In the former case, ∆h

x is reset to zero. In the latter
one, ∆h

x is kept for the next round.
The credit quantum Qh

x is defined for each port h. It must
allow the transmission of any frame from class Cx crossing
h. Thus, Qh

x has to be at least the maximum frame size of
Cx flows at port h. Let Fh

Cx
be the set of flows of class Cx

at output port h. Let lmax,h
Cx

and lmin,h
Cx

be the max and min
frame size among all class Cx flows at output port h. We have:

lmax,h
Cx

= max
i∈Fh

Cx

lmax
i , lmin,h

Cx
= min

i∈Fh
Cx

lmin
i (1)

Algorithm 1 shows an implementation of DRR at a switch
output port h with n traffic classes. First, deficits are set to 0

���
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Figure 4.10: Flows Parameters for networks of Examples 1 and 2, taken from Soni et al. [90].

classes. Inside a class, arbitration is FIFO (all packets of all flows of a given class are in the same FIFO

queue). Also, as in [90], we assume that queuing is on output ports only. All classes have the same

quantum equal to 199 bytes. The rate of the links is equal to c = 100 Mb/s, and every switch Si has a

switching latency equal to 16µs. Every flow vi has a maximum packet size l max
i and minimum packet

arrival Ti . Hence, flow vi is constrained by a token-bucket arrival curve with a rate equal to
l max

i
Ti

and

burst equal to l max
i ; also, it is constrained by a stair arrival curve given by l max

i ⌈ t
Ti
⌉.

For the sake of comparison, as Soni et al. do not consider grouping and offsets (explained in Sec-

tion 4.2.2) in these two examples, we also do not consider them. This means that the arrival curve

we use for bounding the input of a class at a switch is simply equal to the sum of arrival curves ex-

pressed for every member flow. Arrival curves are propagated using the delay bounds computed at

the upstream nodes. We illustrate the reported values in [90] for the delay bounds of Soni et al. For

the other results, we use the RTaW online tool (Fig. 4.11). As explained in Section 2.1, RTaW provides

all the necessary operations to implement our new strict service curves for DRR. First, observe that

delay bounds obtained with our new strict service curves for DRR, with no knowledge of the interfering

traffic, are always better than those of Boyer et al. Second, delay bounds obtained with our new strict

service curve for DRR that accounts for the arrival curves of interfering flows are always better than the

(incorrect) ones of Soni et al. and are considerably better than Bouillard’s. The obtained delay bounds

using Theorem 4.5, our non-convex full mapping, are better than or equal to those obtained using

Corollary 4.4, its convex version; also, they are equal to those of Corollary 4.3, our non-convex simple

mapping. Note that the results do not differ, whatever the initial strict service curves are. When using

token-bucket arrival curves, the run-times (on the RTaW online tool) of Theorem 4.5 and Corollary 4.3

are in the order of 3 minutes; for their convex versions, Corollary 4.4 and Theorem 4.5, they are in

the order of 30 seconds; when using stair arrival curves, the run-times (on the RTaW online tool) of

Theorem 4.5 and Corollary 4.3 are in the order of 5 minutes; for their convex versions, Corollary 4.4 and

Theorem 4.5, they are in the order of 1 minute and 45 seconds, respectively.
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Figure 4.11: Delay bounds of flow v1, v2, . . . , v20 in Example 1 and Example 2 of Fig. 4.9. In each
example, we follow [90] and assume once that flows are constrained by token-bucket arrival curves,
and once that flows are constrained by stair arrival curves. The delay bounds of Soni et al. are taken
from [90], and other results are computed with the RTaW online tool. First, delay bounds obtained
with our new strict service curves for DRR, with no knowledge on the interfering traffic, are always
better than those of Boyer et al. Second, delay bounds obtained with our new strict service curve for
DRR that accounts for the arrival curve of interfering flows are always better than those of Soni et al.
and are considerably better than the delay bounds of Bouillard. The obtained delay bound obtained
with Theorem 4.5 and Corollary 4.4, our non-convex and convex full mapping, are equal to those
obtained with Corollary 4.3 and Theorem 4.5, our non-convex and convex simple mapping. In each
plot, flows are ordered by values of Boyer’s bound. The state-of-the-art, i.e., delay bounds of Boyer et
al., Soni et al, and Bouillard are plotted with dashed lines.
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4.6 Numerical Evaluation

• The required crossing delay of the network in order to
allow the applications to preserve their response times.
Network latency is a key performance parameter since
flight-critical data must be delivered on time. Network
latency is defined as the duration of time it takes for a
frame to pass through a network.

• The output queues sizes which allow us to dimension
the frame loss caused by the congestions.

The objective of this paper is to present and shortly com-
pare three methods for the evaluation of end-to-end delays:
network calculus, queuing networks simulation and model
checking.

In a first step, we present main characteristics of an
AFDX network and end-to-end traffic. In a second step, we
compare the network calculus approach on a realistic exam-
ple. In a third step, we compare on a simpler example the
two previous approaches with a model checking approach.

2. The AFDX network main characteristics

In this section, we present main characteristics of the net-
work architecture and the traffic that flows on the network.

2.1. AFDX network architecture

Avionics Full Duplex Switched Ethernet is a static net-
work (802.1D tables are statically set up and no spanning
tree mechanism is implemented). Flows are statically iden-
tified in order to obtain a predictable deterministic behavior
of the application on the network architecture.

An example network architecture is depicted on figure
1. It corresponds to a test configuration provided by Airbus
for a previous study [22]. It is composed of several inter-
connected switches. There is at most 24 ports per switch
(8 on this example). There are no buffers on input ports
and one FIFO buffer for each output port. The inputs and
outputs of the networks are called End Systems (the little
circles on figure 1). Each End System is connected to ex-
actly one switch port and each switch port is connected to at
most one End System. Links between switches are all full
duplex. On figure 1, the values on End Systems indicates
number of flows that are dispatched between End Systems.
Number of input and output End Systems per switch are not
specified on figure 1.

2.2. End-to-end traffic characterization

The Virtual Link is the basis of the Avionics Switched
Ethernet protocol. As defined by ARINC-664, Virtual Link
(VL) is a concept of virtual communication channels; It has
the advantage of statically defining the flows which enters
the network [9].

S1

S2

820113

113 821

S3S8

S4 S7

S6

S5

66 358 132 1156

143 1207 95 457 160 857

142 708

Figure 1. AFDX network architecture

End-Systems exchange Ethernet frames through VL.
Switching a frame from a transmitting to a receiving End
System is based on a VL (deterministic routing). The Vir-
tual Link defines a logical unidirectional connection from
one source End-system to one or more destination End sys-
tems. It is a path with multicast characteristic. Figure 2
shows an example of a multicast Virtual Link, considering
the network architecture of figure 1. Its source End System
is an input of switch S1 and its destination End Systems are
outputs of switches S8, S3, S4 and S7. This VL includes the
four paths S1-S8, S1-S3, S1-S8-S4 and S1-S8-S4-S7 (they
are depicted as plain lines on figure 2).

S3S8

S4 S7

S6

S5S2

S1
src dest1 dest2

dest3 dest4

Figure 2. A multicast Virtual Link

The routing of each VL is statically defined. Only one
End System within the Avionics network can be the source
of one Virtual Link, (i.e., Mono Transmitter assumption).

The objective is to provide a logical isolation of VL: a
given maximum bandwidth is allocated to each VL. Regard-
less of the attempted utilization of a VL by one application,
the available Bandwidth on any other VL is unaffected.

A virtual Link is defined by the following parameters :

• the name of the VL,

• the Bandwidth Allocation Gap (BAG) of the VL,
which corresponds to the minimum delay between the
emission of two consecutive frames of the VL by its
source End System,
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Figure 4.12: Industrial-sized network topology. The figure is taken from [31].

4.6.3 Industrial-Sized Network

We use the network of Fig. 4.12; it corresponds to a test configuration provided by Airbus in [42]. The

industrial-sized case study that Soni et al. use in [90] is based on this network in [31]. We combine the

available information in both papers to understand this network. It includes 96 end-systems, 8 switches,

984 flows, and 6412 possible paths. The rate of the links is equal to c = 100 Mb/s, and every switch Si has

a switching latency equal to 16µs. We find that each switch has 6 input and 6 output end-systems. Three

classes of flows are considered: critical flows, multimedia flows, and best-effort flows. There is one DRR

scheduler at every switch output port with n = 3 classes. At every DRR scheduler, the quanta are 3070

bytes for the critical class, 1535 bytes for the multimedia class, and 1535 bytes for the best-effort class.

128 multicast flows, with 834 destinations, are critical; they have a maximum packet size equal to 150

bytes and their minimum packet arrival time is between 4 and 128ms. 500 multicast flows, with 3845

destinations, are multimedia and their class has a quantum equal to 1535 bytes; they have a maximum

packet size equal to 500 bytes; and their minimum packet-arrival time is between 2 and 128ms. 266

multicast flows, with 1733 destinations, are best-effort; they have a maximum packet-size equal to

1535 bytes; and their minimum packet arrival time is between 2 and 128ms. For every flow, the path

from the source to a destination can traverse at most 4 switches. Specifically, 1797, 2787, 1537, and

291 source-destination paths have 1, 2, 3, and 4 hops, respectively. We choose the paths randomly and

satisfy all these constraints.

Due to the limited expressiveness of the language used by the RTaW online tool, we could not implement

the industrial-size network there. Therefore, we used MATLAB, which has the required expressiveness.

The obtained delay bounds are quasi-identical for the full and simple versions of the mappings,

therefore we illustrate results only for Theorem 4.5 (non-convex full mapping) and Corollary 4.4

(convex full mapping).

Note that the results are identical for both mentioned choices of initial strict service curves. We also

computed the delay bounds obtained with the strict service curve of Boyer et al., with Bouillard’s strict

service curve and with the correction term of Soni et al. In all cases, and as in [90], the arrival curve

used for bounding the input of a class at a switch incorporates the effects of delay bounds computed

upstream, as well as grouping (line shaping) and offset (Section 4.2.2); furthermore, the offsets are such

that they create maximum separation, as with [90]. We find that our bounds significantly improve upon

75



Chapter 4. Strict Service Curves for Deficit Round-Robin

0 1000 2000 3000 4000 5000 6000 7000
Source-destination pairs

0

50

100

150

200

250

300

D
el

ay
s 

(m
s)

Delay bounds of Boyer et al.
Delay bounds of Soni et al.
Delay bounds obtined using Theorem 5

Delay bounds of Boyer et al.
Delay bounds Soni et al.
Delay bounds obtained with Theorem 5

Figure 4.13: Delay bounds of the industrial case for all source-destination pairs in the system. The
comparison with delay bounds with Bouillard’s method is illustrated in Fig. 4.14. The obtained delay
bound obtained with Theorem 4.5 and Corollary 4.4, our non-convex and convex full mapping, are
equal to those obtained with Corollary 4.3 and Theorem 4.5, our non-convex and convex simple
mapping. Source-destination paths are ordered by values of Boyer’s bound.
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Figure 4.14: Delay bounds of the industrial case for all source-destination pairs in the system. The
obtained delay bound obtained with Theorem 4.5 and Corollary 4.4, our non-convex and convex full
mapping, are equal to those obtained with Corollary 4.3 and Theorem 4.5, our non-convex and convex
simple mapping. Source-destination paths are ordered by values of Bouillard’s bound.

76



4.7 Proofs

the existing bounds, even the incorrect ones (Fig. 4.13). Moreover, we always improve on Bouillard’s

delay bounds. Also, delay bounds obtained using Theorem 4.5 are considerably improved compared to

its convex version for flows with low delay bounds.

Remark on run-times: For the industrial-sized described above, run-times (on a 2.6 GHz 6-Core Intel

Core i7 computer) of Theorem 4.5 and its convex version are 96 and 72 minutes, respectively; however,

run-times of Corollary 4.3 and its convex version are higher and are 130 and 103 minutes, respectively.

This is because the number of classes is small, i.e., 3 classes. To increase this, we divided, at uniformly

random, flows of each class into three new classes, which resulted in 9 classes in total. By doing so,

run-times of Theorem 4.5 and its convex version are 275 and 220 minutes, respectively; however,

run-times of Corollary 4.3 and its convex version are lower and are 162 and 130 minutes, respectively.

This supports the fact that the computation of strict service curves of Corollary 4.3 is faster than those

of Theorem 4.5 for when the number of flows is large.

4.7 Proofs

4.7.1 Proof of Theorem 4.1

The idea of the proof is as follows. We consider a backlogged period (s, t ] of the class of interest i , and

we let p be the number of complete service opportunities for class i in this period, where a complete

service opportunity starts at line 5 and ends at line 10 of Algorithm 4.1. p is upper bounded by a

function of the amount of service received by class i , given in (4.34). Given this, the amount of service

received by every other class j is upper bounded by a function of the amount of service received by

class i , given in (4.36). Using this result gives an implicit inequality for the total amount of service in

(4.38). By using the technique of pseudo-inverse, this inequality is inverted and provides a lower bound

for the amount of service received by the class of interest.

From [89, Sub-goal 1], the number p of complete service opportunities for class of interest, i , in (s, t ],

satisfies

Di (t )−Di (s) ≥ pQi −d max
i (4.33)

An intuitive explanation to obtain this inequality is as follows: In this interval, class i has at least p

complete services, and its residual deficit after each of these services is the maximum residual deficit,

d max
i ; thus, in its first complete service (if p > 0), it receives a service at least equal to Qi −d max

i , and

other services (if any), it receives a service at least equal to Qi . Therefore, as p is integer:

p ≤
⌊Di (t )−Di (s)+d max

i

Qi

⌋
(4.34)

Furthermore, it is shown in the proof of [89, Sub-goal 2] that

D j (t )−D j (s) ≤ (p +1)Q j +d max
j (4.35)

An intuitive explanation to obtain this inequality is as follows: In this interval, class i has p complete

services; it follows that all other classes j have at most p +1 complete service as we have a round-robin

scheduler; its first service in this interval starts with its maximum residual deficit, d max
j , and its residual

deficits remain zero after each of its services; it means in its first service it receives a service at most

equal to Q j +d max
j , and in all other services (if any), it receives a service at most equal to Q j . Using (4.34),
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we obtain

D j (t )−D j (s) ≤
⌊Di (t )−Di (s)+d max

i

Qi

⌋
Q j + (Q j +d max

j )︸ ︷︷ ︸
φi , j (Di (t )−Di (s))

(4.36)

Next, as the interval (s, t ] is a backlogged period, by the definition of the strict service curve for the

aggregate of classes we have

β(t − s) ≤ (Di (t )−Di (s))+
∑
j ̸=i

(
D j (t )−D j (s)

)
(4.37)

We upper bound the amount of service to every other class j by applying (4.36):

β(t − s) ≤ (Di (t )−Di (s))+
∑

j , j ̸=i
φi , j (Di (t )−Di (s))︸ ︷︷ ︸

ψi (Di (t )−Di (s))

(4.38)

Then we invert (4.38) using (2.13) and obtain

Di (t )−Di (s) ≥ψ↓
i (β(t − s)) (4.39)

Lastly, we want to computeψ↓
i . Observe that, by pluggingφi , j in (4.5),ψi (x) = x+

⌊
x+d max

i
Qi

⌋(∑
j ̸=i Q j

)+
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Figure 4.15: Illustration of ψi and its lower-pseudo inverse ψ↓
i , equal to γi , defined in (4.5) and (4.40),

respectively. Function γJ
i has the same form as γi .

∑
j ̸=i

(
Q j +d max

j

)
; as there is no plateau in ψi , its lower-pseudo inverse is simply its inverse which is
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obtained by flipping the axis (Fig. 4.15), and is obtained as

ψ↓
i (x) =(

λ1 ⊗νQtot,Qi

)([
x −ψi

(
Qi −d max

i

)]+)
+min

(
[x −

∑
j ̸=i

(
Q j +d max

j

)
]+,Qi −d max

i

)
(4.40)

ψ↓
i is illustrated in Fig. 4.15. In (4.40), observe that the term with min expresses the finite part at the

beginning between 0 and ψi
(
Qi −d max

i

)
; also, observe that the term with the min-plus convolution

expresses the rest (see Fig. 2.3.b with a =Qi and b =Qtot =
∑n

j=1 Q j .).

Lastly, we need to prove that βNCDM
i is super-additive. This follows from the tightness result in The-

orem 4.2 (the proof of which is independent of the rest of this proof). Indeed, the super-additive

closure βNCDM′
i of βNCDM

i is also a strict service curve, and βNCDM′
i (t) ≥ βNCDM

i (t) for all t [40, Prop.

5.6]). By Theorem 4.2, we also have βNCDM′
i (t ) ≤βNCDM

i (t ) for all t , hence βNCDM′
i (t ) =βNCDM

i (t ).

4.7.2 Proof of Theorem 4.2
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Figure 4.16: Example of the trajectory scenario presented in Section 4.7.2 with p = 2.

Proof of Theorem 4.2. We prove that, for any value of the system parameters, for any τ> 0, and for any

class i , there exists one trajectory of a system such that

∃s ≥ 0, (s, s +τ] is backlogged for class i

and Di (s +τ)−Di (s) =βNCDM
i (τ)

(4.41)

Step 1: Constructing the Trajectory

1) We use the following packet lengths for each class j : As explained in Section 4.1, we have Q j ≥
l max

j ; thus, there exists an integer n j ≥ 1 such that Q j = n j l max
j + (Q j mod l max

j ). Then, let l mod
j = (Q j

mod l max
j ), l mod-ϵ

j = l mod
j −ϵ, l mod+ϵ

j = l mod
j +ϵ.

2) Classes are labeled in order of quanta, i.e., Q j ≤Q j+1.

3) At time 0, the server is idle, and the input of every queue j ̸= i is a bursty sequence of packets as

follows:

• First, (n j −1) packets of length l max
j followed by a packet of length l mod+ϵ

j ;

• Second, (n j +1) packets of length l max
j followed by a packet of length l mod-ϵ

j . Note that if l mod
j = 0,
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the sequence can be changed to n j packets of length l max
j followed by a packet of length l max

j −ϵ
and the rest of the proof remains the same;

• Third,

(
⌊β

NCDM
i (τ)+d max

i
Qi

⌋−1

)
times of a sequence of n j packets of length l max

j followed by a packet

of length l mod
j .

4) Let class i ′ be the first class that is visited after class i by the DRR subsystem, i.e., i ′ = (i +1)mod n.

The input of class i ′ arrives shortly before all other classes j ̸= i at time 0.

5) The output of the system is at rate K (the Lipschitz constant of β) from time 0 to times s, which is

defined as the time at which queue i is visited in the second round, namely

s = 1

K

∑
j ̸=i

(
Q j −d max

j

)
(4.42)

It follows that

∀t ∈ [0, s],D(t ) = K t (4.43)

6) The input of queue i starts just after time s, with a bursty sequence of packets as follows:

• First, (ni −1) packets of length l max
i followed by a packet of length l mod+ϵ

i ;

• Second,

(
⌊β

NCDM
i (τ)+d max

i
Qi

⌋
)

times of a sequence of ni packets of length l max
i followed by a packet

of length l mod
i .

7) After time s, the output of the system is equal to the guaranteed service; by 3) and 6), the busy period

lasts for at least τ, i.e.,

∀t ∈ [s, s +τ],D(t ) = D(s)+β(t − s) (4.44)

In particular,

D(s +τ)−D(s) =β(τ) (4.45)

Step 2: Analyzing the Trajectory

Let p be the number of complete services for class i in (s, s+τ], and let τp be the start of the first service

for class i after these p services. We want to prove that

D j (τp )−D j (s) =φi , j (Di (s +τ)−Di (s)) (4.46)

We first analyze the service received by every other class j ̸= i . First, observe that every j ̸= i sends

(n j −1) packets of length l max
j followed by a packet of length l mod+ϵ

j in the first service after t = 0; this is

because at the end of serving these packets, the deficit of class j becomes d max
j and the head-of-the-line

packet has a length l max
j > d max

j . Second, for the first service after time s, every other class j ̸= i sends

(n j +1) packets of length l max
j followed by a packet of length l mod-ϵ

j , and at the end of this service, the

deficit becomes zero. Third, observe that in any other complete services for class j (if any), it sends

n j packets of length l max
j followed by a packet of length l mod

j . Hence, in the first complete service of

class j after time s, class j is served by
(
Q j +d max

j

)
; and in every other complete service for class j , it is

served by Q j . (the red parts in Fig. 4.16)
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We then analyze the service received by class i . First, it should wait for all other j ̸= i to use their first

service after time s, and then class i sends (ni −1) packets of length l max
i followed by a packet of length

l mod+ϵ
i ; this is because at the end of serving these packets, the deficit of class i becomes d max

i and the

head-of-the-line packet has a length l max
i > d max

i . Second, observe that in any other complete services

for class i (if any), it sends n j packets of length l max
j followed by a packet of length l mod

j . Hence, in the

first complete service of class i , which happens after time s, class i is served by
(
Qi −d max

i

)
; and in

every other complete service for class i , it is served by Qi . (the green parts in Fig. 4.16)

Then, by combining the last two paragraphs, observe that (Fig. 4.16)

• Class i is served in (s,τp ] by
[
pQi −d max

i

]+.

• Every other class j has p+1 complete services in (s,τp ], and they are served by
(
(p +1)Q j +d max

j

)
.

It follows that

D j (τp )−D j (s) =φi , j
(
Di (τp )−Di (s)

)
(4.47)

Then, there are two cases for s + τ: whether s + τ < τp or s + τ ≥ τp . In the former case, s + τ is

not in the middle of a service for the class of interest, and hence Di (s + τ) = Di (τp ); in the latter

case, s + τ is in the middle of a service for class i and Di (s + τ) − Di (τp ) < Qi ; thus observe that

φi , j (Di (s +τ)−Di (s)) =φi , j
(
Di (τp )−Di (s)

)
. Hence, in both cases, (4.46) holds.

Then, If we apply ψ↓
i to both sides of (4.45), the right-hand side is equal to βNCDM

i (τ). Thereby, we

should prove

ψ↓
i (D(s +τ)−D(s)) = Di (s +τ)−Di (s) (4.48)

Let y = D(s +τ)−D(s) and x = Di (s +τ)−Di (s). Our goal is now to prove that

ψ↓
i

(
y
)= x (4.49)

Again consider the two cases for s +τ.

Case 1: s +τ< τp

In this case the scheduler is not serving class i in [τp , s +τ]; thus Di (s +τ) = Di (τp ). Combining it

with (4.47), it follows that
ψi (x) = x +

∑
j , j ̸=i

φi , j (x)︸ ︷︷ ︸∑
j , j ̸=i

(
D j (τp )−D j (s)

)
y = x +

∑
j , j ̸=i

(
D j (s +τ)−D j (s)

) (4.50)

and thus

ψi (x) ≥ y (4.51)

Let x − l mod
i < x ′ < x; class i ’s output becomes equal to x ′ during the emission of the last packet thus

ψi (x ′) = x ′+
∑

j , j ̸=i

(
D j (τp−1)−D j (s)

)
(4.52)

Hence

∀x ′ ∈ (x − l mod
i , x),ψi (x ′) < y (4.53)
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Combining (4.51) and (4.53) with Lemma 3.14 shows (4.49).

Case 2: s +τ≥ τp

In this case, the scheduler is serving class i in [τp , s +τ]. For every other class j , we have D j (s +τ) =
D j (τp ). Hence, combining it with (4.46),

ψi (x) = Di (s +τ)−Di (s)+
∑

j , j ̸=i
φi , j (Di (s +τ)−Di (s))︸ ︷︷ ︸

D j (s+τ)−D j (s)

= y (4.54)

As with case 1, for any x ′ ∈ (x − l mod
i , x), we have ψi (x) < y , which shows (4.49).

This shows that (4.41) holds. It remains to show that the system constraints are satisfied.

Step 3: Verifying the Trajectory

We need to verify that the service offered to the aggregate satisfies the strict service curve constraint.

Our trajectory has one busy period, starting at time 0 and ending at some time Tmax ≥ τ. We need to

verify that

∀t1, t2 ∈ [0,Tmax] with t1 < t2,D(t2)−D(t1) ≥β(t2 − t1) (4.55)

Case 1: t2 < s

Then D(t2)−D(t1) = K (t2 − t1). Observe that, by the Lipschitz continuity condition on β, for all t ≥ 0,

β(t ) =β(t )−β(0) =β(t ) ≤ K t thus K (t2 − t1) ≥β(t2 − t1).

Case 2: t1 < s ≤ t2

Then D(t2)−D(t1) =β(t2 − s)+K (s − t1). By the Lipschitz continuity condition:

β(t2 − t1)−β(t2 − s) ≤ K (s − t1) (4.56)

thus D(t2)−D(t1) ≥β(t2 − t1).

Case 3: s ≤ t1 < t2

Then D(t2)−D(t1) =β(t2)−β(t1) ≥β(t2 − t1) because β is super-additive.

4.7.3 Proof of Theorem 4.3

We first prove the following:

h
(
αi ,βNCDM

i

)= T + sup
t≥0

{
1

c
ψi (αi (t ))− t } (4.57)

First, as in [38, Prop. 3.1.1],

h
(
αi ,βNCDM

i

)= sup
t≥0

{βNCDM
i

↓
(αi (t ))− t } (4.58)

Second, we show that

βNCDM
i

↓ = T + 1

c
γ↓i (4.59)
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As in [159, Prop. 7], for two functions f , g ∈F where f is right-continuous, we have ( f ◦ g )↓ = g ↓ ◦ f ↓;

as βNCDM
i = γi ◦β and γi is continuous , it follows that

βNCDM
i

↓ =β↓ ◦γ↓i (4.60)

Observe that β↓(x) = 1
c x +T for x > 0 and β↓(x) = 0 for x = 0. Combine this with the above equation to

conclude (4.59).

Third, observe that γ↓i is the left-continuous version of ψi , and let us denote it by γ↓i =ψL
i . It follows

that

h
(
αi ,βNCDM

i

)= T + sup
t≥0

{
1

c
ψL

i (αi (t ))− t } (4.61)

Observe that supt≥0{ψL
i (αi (t ))− t } = supt≥0{ψi (αi (t ))− t } as ψi is right-continuous. Therefore, com-

bining it with the above equation, (4.57) is shown.

Let us prove item 1), i.e., assuming αi = γri ,bi . Define H as

H(t )
def= T + 1

c
ψi (αi (t ))− t (4.62)

Using (4.57), we have h
(
αi ,βNCDM

i

) = supt≥0{H(t)}. By plugging αi and ψi in H , we have H(t) =

T +
∑

j ̸=i

(
Q j +d max

j

)
c + 1

c

(
ri t +b +⌊ ri t+b+d max

i
Qi

⌋∑ j ̸=i Q j

)
− t Then, as ri ≤ Qi

Qtot
c, observe that function H is

linearly decreasing between 0 ≤ t < τi with a jump at t = τi ; also, H(t) ≤ H(τi ) for all t ≥ τi (see the

above panel of Fig. 4.17). Hence, the supremum of H is obtained either at t = 0 or t = τi . This concludes

item 1).

Item 2) can be shown in a similar manner, however, function H is non-decreasing between 0 ≤ t < τi

(see the bottom panel of Fig. 4.17).

The same proof holds for item 3).

4.7.4 Proof of Theorem 4.4

First observe that, since φ′
i , j ∈F , it follows that β′

i ∈F . Second, as for every j ̸= i , φi , j ≤φ′
i , j , we have

ψi ≤ψ′
i . In [140, Sec. 10.1], it is shown that ∀ f , g ∈F , f ≥ g ⇒ f ↓ ≤ g ↓. Applying this with f =ψ′

i and

g =ψi gives that ψ′↓
i ≤ψ↓

i . It follows β′
i (t ) =ψ′↓

i

(
β(t )

)≤ψ↓
i

(
β(t )

)=βi (t ). The conclusion follows from

the fact that any lower bound in F of a strict service curve is a strict service curve.

4.7.5 Proof of Theorem 4.5

First, we give a lemma on the operation of DRR, which follows from some of the results in the proof of

Theorem 4.1.

Lemma 4.1. Assume that the output of classes j ∈ J̄ are constrained by arrival curves α∗
j ∈F , i.e., D j is

constrained by α∗
j . Then, γJ

i ◦
[
β−∑

j∈ J̄ α
∗
j

]+
↑

is a strict service curve for class i .

Proof. Consider a backlogged period (s, t ] of the class of interest i . As the interval (s, t ] is a backlogged
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Figure 4.17: Illustration of function H defined in (4.62)

period, and since β is a strict service curve for the aggregate of flows, we have

β(t − s) ≤ (Di (t )−Di (s))+
∑
j ̸=i

(
D j (t )−D j (s)

)
(4.63)

For j ∈ J , upper bound
(
D j (t )−D j (s)

)
as in (4.36), and for j ∈ J̄ , upper bound

(
D j (t )−D j (s)

)≤α∗
j (t−s),

as α∗
j is an arrival curve for D j , to obtain

β(t − s)−
∑
j∈ J̄

α∗
j (t − s) ≤ (Di (t )−Di (s))+

∑
j∈J

φi , j (Di (t )−Di (s))︸ ︷︷ ︸
ψJ

i (Di (t )−Di (s))

(4.64)

As ψJ
i is a non-negative function, it follows that[

β−
∑
j∈ J̄

α∗
j

]+
(t − s) ≤ψJ

i (Di (t )−Di (s)) (4.65)

As ψJ
i is an increasing function, it follows that the right-hand side is an increasing function of (t − s).

Then, by applying [40, Lemma 3.1], it follows that the inequality holds for the non-decreasing closure

of the left-hand side (with respect to t − s), namely[
β−

∑
j∈ J̄

α∗
j

]+

↑
(t − s) ≤ψJ

i (Di (t )−Di (s)) (4.66)
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Then, we use the lower pseudo-inverse technique to invert (4.66) as in (2.13),

Di (t )−Di (s) ≥ψJ↓
i

[
β−

∑
j∈ J̄

α∗
j

]+

↑
(t − s)

 (4.67)

Hence, the right-hand side is a strict service curve for class i . Observe that γJ
i =ψ

J↓
i .

We now proceed to prove Theorem 4.5. Asβold
j is a strict service curve for class j , it follows thatα j ⊘βold

j

is an arrival curve for the output of class j . Then, for every J ⊆ Ni , apply Lemma 4.1 with α∗
j =α j ⊘βold

j

for j ∈ J̄ and conclude that γJ
i ◦

[
β−∑

j∈ J̄

(
α j ⊘βold

j

)]+
↑

is a strict service curve for class i . Lastly, the

maximum over all J is also a strict service curve for class i .

4.7.6 Proof of Corollary 4.3

We proceed with the proof by showing that for every class i , β̄new
i ≤βnew

i . Fix i ≤ n and t ≥ 0. We want

to show that β̄new
i (t ) ≤βnew

i (t ). Let J∗ be { j ∈ Ni | φi , j

(
βold

i (t )
)
<

(
α j ⊘βold

j

)
(t )}. Then, observe that

βnew
i (t ) ≥ γJ∗

i

(
β(t )−

∑
j∈ J̄∗

(
α j ⊘β j

)
(t )

)
(4.68)

Apply ψJ∗
i to the both side and observe that

ψJ∗
i

(
βnew

i (t )
)≥β(t )−

∑
j∈ J̄∗

(
α j ⊘βnew

i

)
(t ) (4.69)

as βnew
i ≥βold

i (t ) and φi , j is increasing, it follows that

∑
j∈ J̄∗

φi , j
(
βnew

i (t )
)≥ ∑

j∈ J̄∗
φi , j

(
βold

i (t )
)

(4.70)

Then, sum the both side of (4.69) and (4.70) to obtain

ψi
(
βnew

i (t )
)≥β(t )+

∑
j∈ J̄∗

(
φi , j

(
βi (t )

)− (
α j ⊘βold

j

)
(t )

)
︸ ︷︷ ︸∑

j ̸=i
[
φi , j (βi (t ))−

(
α j ⊘β j

)
(t )

]+
(4.71)

Then, by applying [40, Lemma 3.1], it follows that the above inequality holds for the non-decreasing

closure of the left-hand side. Thus,

ψi
(
βnew

i (t )
)≥ (

β+
∑
j ̸=i

[
φi , j ◦βi −

(
α j ⊘βold

j

)]+)
↑

(t ) (4.72)
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Lastly, we use the lower pseudo-inverse technique to invert as in (2.13) and as ψ↓
i = γi

βnew
i (t ) ≥ γi ◦

(
β+

∑
j ̸=i

[
φi , j ◦βi −

(
α j ⊘βold

j

)]+)
↑

(t )

︸ ︷︷ ︸
β̄new

i (t )

(4.73)

which concludes the proof.

4.8 Conclusion

The method of the pseudo-inverse enables us to perform a detailed analysis of DRR and to obtain strict

service curves that significantly improve the previous results. Our results use the network calculus

approach and are mathematically proven, unlike some previous delay bounds that we have proved to be

incorrect. Our method assumes that the aggregate service provided to the DRR subsystem is modeled

with a strict service curve. Therefore it can be recursively applied to hierarchical DRR schedulers as

found, for instance, with class-based queuing.
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4.9 Notation

4.9 Notation

Table 4.2: Notation List, Specific to Chapter 4

i A class
A Aggregate, cumulative arrival function of all classes
D Aggregate, cumulative departure function of all classes
αi An arrival curve for class i
βi A strict service curve offered to class i
β A strict service curve offered to aggregate of all classes
Ai Cumulative arrival function of class i
Di Cumulative departure function of class i
n Number of classes
l max

i Maximum packet size for flows of class i
d max

i Maximum residual deficit of class i
Qi Quantum of class i
Qtot

∑
j Q j

λc Rate function with λc (t ) = ct
βR,L Rate-latency function with βc,L(t ) = max(0,c(t −L))
R+ Set of non-negative real numbers
F Set of wide-sense increasing functions f :R+ 7→R+∪ {+∞}

νp,b Stair function with νp,b(t ) = b
⌈

t
p

⌉
γr,b Token-bucket function with γr,b(0) = 0 and γr,b(t ) = r t +b for t > 0
[x]+ [x]+ = max(0, x)
◦ Composition of functions
⌊x⌋ Flooring function
hDev Horizontal deviation hDev(α,β) = supt≥0{inf{d ≥ 0|α(t ) ≤β(t +d)}}
f ↓ Lower pseudo inverse f ↓ = inf{x| f (x) ≥ y} = sup{x| f (x) < y}
⊗ Min-plus convolution ( f ⊗ g )(t ) = inf0≤s≤t { f (t − s)+ g (s)}
⊘ Min-plus deconvolution ( f ⊘ g )(t ) = sups≥0{ f (t + s)− g (s)}
f↑ Non-decreasing closure of function f defined by sups≤t f (s)[
f
]+
↑ The non-decreasing and non-negative closure defined by sups≤t [ f (s)]+
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5 Worse-Case Delay Analysis of Time-
Sensitive Networks with Deficit
Round-Robin

In time-sensitive networks, where delays reside,

DRR stands tall with bounds to confide.

Combining TFA and service curves strict,

Worst-case analysis, a method so slick.

Tabatabaee’s characterization, the best-known service curves,

But PLP, a gem in bounds it hides.

Polynomial-size LP, a powerful tool,

Improving stability, breaking limits’ rule.

Adapting PLP to DRR, an essential task,

Burstiness bounds calculated, no question to ask.

Non-convex curves, supported with care,

DRR’s potential, now fully aware.

Cyclic dependencies, a challenge untold,

DRR’s curves intertwined, a loop to behold.

Iterative methods, the solution we seek,

Combining the cuts, in harmony we peek.

PLP-DRR, the method we propose,

Sequential or parallel, convergence it knows.

Valid bounds, even before full accord,

At convergence, equal bounds assured.

Time-sensitive networks, with DRR in sight,

General topology, shining so bright.

Industrial application, a test so grand,

Improvements found, state-of-the-art in hand.

So let this chapter begin, a journey profound,

Exploring DRR’s bounds, forever renowned.

Created with ChatGPT, free research preview (version May 24) [141]

As explained in Section 1.2.3, finding end-to-end delay bounds in a DRR network involves two steps: a

single node analysis and a combination of nodes in a per-class network analysis. For the former, in the
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previous chapter, we derived the best known worst-case delay bounds [86, 87, 88, 89, 91] by means of

strict service curves for DRR, with or without taking into account the interference of competing DRR

classes. We call this method the DRR strict service curve.

For the latter step, per-class network analysis, Total Flow Analysis (TFA) [40] was used in the previous

chapter. TFA obtains delay bounds in FIFO networks and can be applied to per-class networks that are

FIFO per class and where a service curve is known for every class at every node. When applying TFA to

DRR networks, DRR strict service curves require the knowledge of burstiness bounds of competing

classes inside the network, which is an output of the network analysis of TFA. Conversely, TFA needs

to know the strict service curves. In the previous chapter, we solve this problem by considering

only feed-forward networks (in the application example, we constrain flow routes to avoid cyclic

dependencies). However, cyclic dependencies are frequent in time-sensitive networks and cannot be

ignored. Recent versions of TFA [64, 119] apply to networks with cyclic dependencies and can therefore

be used: For a side contribution, in Section 5.5.1, we show how to apply TFA to DRR networks with

cyclic dependencies, by developing and proving the validity of, an iterative procedure, called TFA-DRR.

Our main contribution, however, goes well beyond TFA-DRR. Indeed, it is known that TFA is outper-

formed by Polynomial-size Linear Programming (PLP) [68] that always provides delay bounds better

than or equal to those of TFA and, at high network utilization, often converges when TFA does not.

Other methods, such as LUDB [22] and flow prolongations [67], also tend to dominate TFA; but, unlike

PLP, they do not apply to generic topologies. This motivates the purpose of this chapter, which is to

design how PLP can be applied to DRR networks. The existing PLP, like the recent versions of TFA,

applies to FIFO networks with any topology. PLP consists of three phases: First, per-node delay bounds

are computed (from TFA). Second, cuts are performed on the network topology in order to obtain a

collection of trees and valid burstiness bounds are computed at the cuts by solving a linear program.

And third, delay bounds for the flows of interest are computed on the cut network by solving another

linear program for every flow of interest. PLP uses the per-node delay bounds obtained by TFA as

a constraint in all its linear programs; hence it follows that the PLP delay bounds are guaranteed to

be as good as the bounds obtained with TFA. An intriguing feature is that this enables PLP to obtain

end-to-end delay bounds that are generally better than with TFA, whereas not using the per-node delay

bounds as constraints may provide worse results.

Using PLP to analyze DRR networks requires introducing the DRR strict service curve into the PLP

procedure. PLP uses internal variables such as the burstiness bounds at cuts and the per-node delay

bounds, the computation of which depends on the DRR strict service curves; the DRR strict service

curves depend on burstiness bounds of interfering flows at the output of every node, which can be

obtained by adding to PLP another family of linear programs; the outputs of such linear programs

depend on the burstiness at cuts, the per-node delay bounds, and the DRR strict service curves. In total,

there are four collections of variables (burstiness bounds at cuts, burstiness bounds for interfering flows

at DRR nodes, per-node delay bounds and DRR strict service curves), and the computation of every

collection depends on the values of the other collections. It is natural to propose an iterative procedure

as we mentioned above for the application of TFA to DRR (where there were only two collections,

per-node delay bounds and DRR strict service curves), however, it is not clear how the iterations should

be combined and whether some specific combinations provide better bounds. To solve this issue, we

propose a generic method to combine updates to any item in the four collections in any arbitrary order,

by using a distributed, shared-memory computing model. We show that the resulting bounds do not

depend on how the item updates are executed, as long as every update is executed infinitely often in a

hypothetical execution of infinite duration (Theorem 5.4). Still, some concrete implementations of the
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method may have better execution times, and we propose two such concrete, parallel implementation

methods that we apply to the industrial network used in the previous chapter.

When applying PLP to DRR, we make two further improvements. First, the existing PLP obtains

burstiness bounds for individual flows, whereas the DRR strict service curve uses burstiness bounds for

the aggregate of all flows for every interfering DRR class at node output. Of course, a burstiness bound

for an aggregate can be obtained by summing the burstiness bounds of every individual flow, but this is

generally sub-optimal. In Theorem 5.1, we extend the PLP methodology to obtain such per-aggregate

bounds. Second, PLP requires convex service curves; we provide, in the previous chapter, both convex

and non-convex DRR strict service curves, and the latter may obtain smaller delay bounds when the

delay bounds are very small. We solve this issue with a modification of PLP, called iPLP, that adds one

binary variable to the linear program per DRR node (Section 5.4.2).

The contributions of this chapter are as follows:

• We provide a method (PLP-DRR), for the worst-case timing analysis of per-class DRR network

with or without cyclic dependencies, which combines DRR strict service curves and PLP in a

novel way. It has three phases: (i) initial, which obtains initial TFA bounds; (ii) refinement, which

improves the four collections of burstiness bounds at cuts, burstiness bounds for interfering

flows at DRR nodes, per-node delay bounds, and DRR strict service curves; (iii) post-process,

which obtains delay bounds for flows of interest using iPLP.

• The refinement phase uses a distributed computing model with shared memory, where individ-

ual improvements can be applied in any order. We show that any execution provides the same

bounds, regardless of the order in which the individual improvements are applied. We prove

that the bounds are valid. The bounds are guaranteed to be at least as good as those obtained

with TFA.

• We develop, and show the validity of, a method (TFA-DRR) to apply TFA to DRR networks with

cyclic dependencies. This method is of independent interest and is also used in the initial phase.

• We design two improvements to the PLP methodology. The former computes improved bursti-

ness bounds for aggregates of flows and is used in the refinement phase. The latter enables us to

use non-convex service curves in PLP and is used in the post-process phase.

• We design two concrete implementations of the method, with parallel for-loops in the refinement

phase, and we apply them to the industrial network in Chapter 4. We find that the delay bounds

are significantly better than the state-of-the-art.

The rest of this chapter is organized as follows. In Section 5.1, we describe the system model, including

DRR operation, the network under study and the resulting graphs. In Section 5.2, we give the necessary

background on DRR strict service curve, TFA, and PLP. In Section 5.3, we give a global view of PLP-DRR,

our method for combining the DRR strict service curve and PLP. It uses two improvements of PLP,

which are described and proven in Section 5.4. The details of PLP-DRR are described in Section 5.5,

including statements about the validity and the uniqueness of the obtained bounds. In Section 5.7,

we present the proofs of theorems. In Section 5.6, we apply the method to the industrial network of

the previous chapter and illustrate the obtained improvements on delay bounds. In Section 5.8, we

conclude the chapter. A summary of notation and symbols used in this chapter are given in Section 5.9.
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5.1 System Model

We are interested in computing end-to-end delay bounds of flows in an asynchronous, time-sensitive

packet-switched network with DRR.

5.1.1 Deficit Round-Robin Scheduling

The DRR subsystem and DRR algorithm are explained in Section 4.1, which we use with the following

notations and a change: For each queue c, we use the notation Qc for the assigned quantum. Also, we

assumed that the DRR subsystem is placed in a larger system and can compete with other queuing

subsystems, and the service offered to the DRR subsystem is modeled by means of a strict service curve

B(). In this chapter, we assume that B is the rate-latency function with rate R and latency T , defined by

βR,T (t ) = R[t −T ]+, unlike Section 4.1 where B is generic.

DRR
RR

DRR
RR

𝑓!

c

c c
𝑓" 𝑓#

𝑓$

𝑓%

𝑣! 𝑣"

𝑣#

c Flow Source Port Switch Fabric
Flow of class 𝑐"
Flow of class 𝑐#

Figure 5.1: Toy Network with 2 DRR classes. Flows f1, f2, and f3 belong to class c1; flow f4 and f5

belong to class c2.
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(b) Gc2

Figure 5.2: The graphs induced by flows of class c1 and c2 of toy network of Fig. 5.1, also showing
the flows path. Gc1 has one cyclic dependency, Gc2 has none.
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5.2 Background and Related Works

5.1.2 Network Model and Resulting Graphs

5.1.2.1 Device Model

Devices represent switches or routers and consist of input ports, output ports, and a switching fabric.

Each packet enters a device via an input port and is stored in a packetizer. A packetizer releases a packet

only when the entire packet is received. Then, the packet goes through a switching fabric. A switching

fabric transmits the packet to a specific output port, based on the static route of the packet. Then, the

packet, based on its static class, is either queued in a FIFO-per-class queue or exits the network via a

terminal port. At each non-terminal output port, packets of flows of different classes are processed

according to DRR scheduling, as explained in 5.1.1. See Fig. 5.1. The aggregate service received by the

DRR scheduler of a non-terminal output port v ∈ V is modeled by a strict service curve B v , that we

assume to be a rate-latency function βRv ,T v with rate Rv and a latency T v (not to be confused with the

strict service curve offered by the DRR scheduler to each class).

5.1.2.2 Flow Model

We assume that there are n classes of traffic 1, . . . ,n in the system, and flows are statically assigned a

class and a path. Traffic generated by flows is constrained at the source by means of a token-bucket

arrival curve γr f ,b f
(see Section 2.1.1.3 for the definition of token-bucket arrival curves).

5.1.2.3 Graph induced by flows

For every class c, the graph Gc = (Vc ,Ec ) induced by flows is the directed graph defined as follows: 1)

Vc ⊆ V is the subset of all non-terminal output ports used by at least one flow of class c . 2) The directed

edge e = (v,u) ∈ Ec exists if there is at least one flow of class c that traverses v and u in this order. We

say that Gc has a cyclic dependency if it contains at least one cycle. Let E cut
c ⊆ Ec be a cut such that

artificially removing the edges in E cut
c creates a tree or a forest (i.e., a collection of non-connected trees).

Such cuts can be obtained by any traversal graph algorithm [160]. We keep the same node naming of

vertices across graphs of different classes, namely, output ports of different classes that are connected

to the same DRR scheduler have the same name. Let Inc (v) ⊂ Ec (resp. Outc (v)) denote the set of edges

of class c that are incidents at (resp. leave) node v . Consider the toy network of Fig. 5.1. We assume

we have two classes where f1, f2, and f3 belong to class c1 and, f4 and f5 belong to class c2. The graph

induced by flows of c1 and c2, as well as the flow paths, are illustrated in Fig. 5.2. Graph Gc1 has a cycle;

the figure shows one possible artificial cut to create a tree.

5.2 Background and Related Works

In this section, we provide the necessary background for analyzing a DRR system. In the network

calculus framework, the classical method for this analysis combines two techniques: 1) the computation

of strict service curves for each DRR class at each node, presented in Section 5.2.1; 2) the analysis of one

FIFO network per DRR class. Two methods are presented, TFA in Section 5.2.2 and PLP in Section 5.2.3.
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Figure 5.3: A non-convex part of a service curve βnc,v (t) = min
(
βRv ,T1 (t ), q v

c

)
and T2 = T1 + qv

c
Rv at

some node v and for some class c. The convex function βc,v is also a valid service curve, and so is
the maximum of βc,v and βnc,v . The figure also shows an arrival curve αv

c and illustrates that the
bound obtained when considering the non-convex service curve, d nc,v

c , is better than with the convex
service curve, d c,v

c , when the delay bound is small.

5.2.1 Strict Service Curves of DRR

Strict Service Curves of DRR are presented in detail in Chapter 4. In this section, we provide a notation

in the specific case where arrival curves are token-bucket and the aggregate service curve is rate-latency.

5.2.1.1 Degraded Operational Mode

Let v be a node shared by n classes that uses DRR, as explained in Section 5.1.1, with quantum Qc for

class c . The node offers a strict service curve B v to the aggregate of the n classes. Then, for every class c ,

node v offers to class c a strict service curve βCDM,v
c that is the maximum of two rate-latency functions,

and hence, is piece-wise and convex; The rate and latency depend on the quanta and maximum

residual deficits. See Appendix 5.A.1 for more details. Non-convex strict service curves of DRR can

improve delay bounds when they are small, specifically if the service for a flow finishes in the first

round (i.e., the flow is never backlogged at the end of each of its round of service). This motivates us

to consider only the first non-convex part of the DRR strict service curve, say βnc,v
c , as it corresponds

to the first service round. We have βnc,v
c (t) = min

(
βRv ,T1 (t ), q v

c

)
where T1 is the maximum period of

time during which no data of class c can be served and (see Fig. 5.3); the exact values are given in

Appendix 5.A.1. We use it as follows in Section 5.4.2: since βnc,v
c is a strict service curve, we can replace

any other strict service curve for class c, βv
c , by max(βv

c ,βnc,v
c ), which is also a strict service curve.

5.2.1.2 Non-Degraded Operational Mode

When some arrival curves can be assumed for the interfering classes, the service received by the class

of interest can be improved. We present in Chapter 4 a method that starts from service curves with no

assumption on the interfering traffic (i.e., βCDM,v
c explained in Section 5.2.1.1), and iteratively improves

them by taking into account the arrival curve constraints of interfering traffic.

We call DRRserviceinputArrival
v (αv ) the method that computes a collection of strict service curves for

each class given αv , input arrival curves of all classes at node v (See Appendix 5.A.2 for more details.).

We also use (5.15) in Appendix 5.A.2 (same as Lemma 4.1 in Chapter 4), which improves the strict

service curves of DRR, given output arrival curves of every class. Specifically, we apply it when every
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class c has a token-bucket arrival curve at the output, say γrc ,bv
c

, and a known strict service curve βv
c . We

call DRRserviceoutputBurst
v

(
βv ,bv

)
the function that implements (5.15) in Appendix 5.A.2 and returns

an improved collection of strict service curves for all classes at node v . In the above, βv and bv are the

collection of βv
c strict service curves and the collection of bv

c output burstiness of all classes at node v .

In the common case where the aggregate strict service curve is a rate-latency function say βcv ,Tv , the

obtained strict service curves are the maximum of a finite number of rate-latency functions. Specifically,

consider class c and partition other classes into two arbitrary sets J and J̄ . Then, let r v, J̄ = ∑
c ′∈ J̄ rc ′

and bv, J̄ =∑
c ′∈ J̄ bc ′ , i.e., r v, J̄ and bv, J̄ are the aggregated arrival rate and aggregated output burstiness

bound of interfering classes in J̄ . Then, two rate-latency functions βR̄max,v,J
c ,T̄ max,v,J

c
and βR̄min,v,J

c ,T̄ min,v,J
c

can be computed for class c with

R̄max,v,J
c = (cv − r v, J̄ )Rmax

c (5.1)

R̄min,v,J
c = (cv − r v, J̄ )Rmin

c (5.2)

T̄ max,v,J
c = cv Tv +T max

c +bv, J̄

(cv − r v, J̄ )
(5.3)

T̄ min,v,J
c = cv Tv +T min

c +bv, J̄

(cv − r v, J̄ )
(5.4)

In the above, values of Rmax
c , T max

c , Rmin
c , and T min

c depend on the quantum and the maximum resid-

ual deficit of class c and interfering classes in J ; the exact values are given in (5.17)-(5.18) in Ap-

pendix 5.A.2. Thus, any choices of sets J and J̄ results in two rate-latency functions for class c ; function

DRRserviceoutputBurst
v

(
βv ,bv

)
computes the maximum of rate-latency functions obtained by all pos-

sible choices of sets J and J̄ . Observe that the latencies of the above functions, T̄ max,v,J
c and T̄ min,v,J

c

in (5.3) and (5.4), are linear functions of output burstinesses of interfering classes bv
c , and the rates,

R̄max,v,J
c and R̄min,v,J

c in (5.1) and (5.2), only depend on arrival rates rc .

5.2.2 Total Flow Analysis (TFA)

As explained in Section 2.1.3.1, in a FIFO-per-class network where a service curve is known for every

class at every node, one instance of TFA is run per class, and it outputs per-node delay bounds as well

as propagated burstiness for flows. If the graph induced by flows is feed-forward (i.e, cycle-free), for

each node in a topological order, a delay bound and output burstiness bounds of flows are computed:

the output burstiness bounds at a node are used as input by its successors in the induced graph. Else if

the graph induced by flows has cyclic dependencies, no topological order can be defined and a fixed

point must be computed, using an iterative method [64]. If the iteration converges to a finite value

for all delay and burstiness bounds, then the network is stable and the computed bounds are valid.

Otherwise, TFA diverges and the network might be truly unstable or not.

All versions of TFA (specifically, FP-TFA, SyncTFA, AsyncTFA, and AltTFA) are equivalent, i.e., they give

the same bounds and stability regions [64]. We let (dc , zc ) = GenericTFAc
(
βc

)
denote any version of

TFA that computes per-node delay bounds and bounds on propagated burstiness for class c, given

per-node strict service curves βc . We always apply TFA to the original (uncut) graph.

In networks with cyclic dependencies, there is a two-way dependency between TFA and DRR strict

service curves: TFA needs to know DRR strict service curves a priori, however, DRR strict service curves

depend on burstiness bounds of flows at the output of a node, which is a result of TFA. Specifically, on
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the one hand, DRR strict service curves of node v depend on bv , the collection of bv
c output burstiness

bound of all classes at node v (see Section 5.2.1.2). On the other hand, bv is obtained from bounds on

the propagated burstiness bounds zc which is computed by TFA (i.e., (dc , zc ) = GenericTFAc
(
βc

)
) and

requires knowing βc , the collection of DRR service curve for class c at every node v . Authors in [108]

avoid this two-way dependency between TFA and DRR by restricting their analysis only to feed-forward

networks.

As of today, for networks with cyclic dependencies, the only TFA solution is to use DRR strict service

curves in the degraded operational mode (see Section 5.2.1.1), which only depend on the assigned

quantum and maximum packet size of every class and hence can be computed for all classes at all

nodes a priori to TFA; thus, per-class networks are independent and can be analyzed separately (i.e., the

network is sliced into some per-class networks), and one instance of TFA can be run per-class to obtain

bounds; we call this method TFA-SOA, and consider it the state-of-the-art as it is the straight-forward

application of TFA with our DRR strict service curves.

As a first step, we propose an iterative method in Algorithm 5.1, called TFA-DRR, and prove its validity

in Theorem 5.3; it combines DRR strict service curve in non-degraded operational mode (i.e., where

some arrival curves can be assumed for the interfering traffic) and TFA, and it serves as the initial phase

of our main method; see Fig. 5.8 for some numerical application.

5.2.3 Polynomial-size Linear Programming (PLP)

As explained in Section 2.1.3.6, PLP computes end-to-end delay bounds in FIFO networks [68], so one

instance of PLP is run per class. It requires piece-wise linear convex service curves. PLP improves

the bounds and stability region compared to TFA while remaining tractable. The definition of linear

programs is straightforward for tree topologies. The analysis of general topologies requires first making

some cuts in the induced graph in order to create a forest (i.e., one or several non-connected trees).

The analysis has three steps (see Fig. 5.4):

Network 
(generic shape) TFA

Perform cuts
Cut network 

(forest)

Per-node delay 
bounds 𝑑!

𝑧!"#$ = FPPLP"(𝛽! , 𝑑!)
𝑧!"#$ 𝑑%

&'& = PLP%,!
)&*+,(𝛽! , 𝑑! , 𝑧!"#$)

𝑑%
&'&

Burstiness bounds of flows at cuts,
computed in the original network

End-to-end delay bound of flow 𝑓,
computed in the cut network

Figure 5.4: Overview of PLP analysis for the FIFO-per-class network of some class c (see items 1)-3)
in Section 5.2.3).

1. TFA analysis to obtain per-node delay bounds dc ;

2. Then, output burstiness bounds at the cuts are computed. by solving one single linear program,

which is equivalent to computing a fixpoint. We call FP-PLPc (βc ,dc ) the algorithm that computes

burstiness bounds of flows at cuts given strict service curves and per-node delay bounds of class

c;

3. One linear program per flow of interest obtains an end-to-end delay or backlog bound; we call

PLPdelay
f ,c (βc ,dc , zcut

c ) (resp. PLPbacklog
f ,c (βc ,dc , zcut

c )) the algorithm that computes the end-to-end

delay (resp. backlog) bound of flow f belonging to class c given output burstiness bounds at the

cuts, strict service curves and per-node delay bounds of class c.
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5.3 Overview of the Proposed Method: PLP-DRR

We use FP-PLP as is and use improved versions of PLPdelay and PLPbacklog, as explained in Section 5.4.

As PLP uses per-node delay bounds computed by TFA, the end-to-end bounds are always better than

with TFA. In a network with cyclic dependencies, it is possible that TFA diverges and hence the per-node

delay bounds be infinite. In this case, the constraints used by PLP that involve infinite per-node delay

bounds are simply always satisfied and PLP might or might not compute finite end-to-end bounds. In

general, though, PLP finds a larger stability region than TFA, i.e., it often finds finite delay bounds when

the TFA per-node delay bounds are infinite.

Detailed background on these linear programs is presented in Section 5.B.

Combining PLP and DRR strict service curves require more adaptation compared to TFA: Similar to

TFA, there is a two-way dependency between DRR strict service curves and PLPbacklog. Specifically, on

the one hand, DRR strict service curves of node v depend on bv , the collection of bv
c output burstiness

bound of all classes at node v (see Section 5.2.1.2). On the other hand, bv is obtained using PLPbacklog,

which requires knowing βc (see item 3) in the above), the collection of DRR service curve for class

c at every node v . Thus, this creates a level of iteration between collection b and collection β. Also,

PLPbacklog uses the collection of per-node delay bounds d (see item 3) in the above) which depends

on both DRR strict service curves β and burstiness bounds of flows at the input of nodes, obtained

using PLPbacklog; this imposes another level of iteration. Moreover, PLPbacklog requires cuts and bounds

on the burstiness of flows at cuts, zcut (see item 3) in the above), is obtained using FP-PLP where

FP-PLP requires knowing DRR strict service curves β and per-node delay bounds d (see item 2) in the

above); this imposes yet another level of iteration. Thus, we have a collection of DRR service curves

β, a collection of per-node delay bounds d , a collection of output bound for flows at cuts zcut, and a

collection of burstiness bounds b at the input and output of nodes, and we have different functions such

as DRR strict service curves, PLPbacklog, FP-PLP, etc. that each uses some values of these collections

and improves some other values, hence, imposing different levels of iteration; it is not clear how to

combine them.

As of today, the only PLP solution is to use DRR strict service curves in the degraded operational mode

(see Section 5.2.1.1), which only depend on the assigned quantum and maximum packet size of every

class and hence can be computed for all classes at all nodes a priori to PLP; thus, per-class networks are

independent and can be analyzed separately (i.e., the network is sliced into some per-class networks),

and one instance of PLP can be run per-class to obtain bounds; we call this method PLP-SOA, consider

it the state-of-the-art as it is the straightforward application of PLP with our DRR strict service curves.

see Fig. 5.8.

We first perform the necessary adaptation of PLP to DRR by computing burstiness bounds per-class

and per-output aggregate and by enabling PLP to support non-convex service curves. We then propose

a generic method in Section 5.5.2.1, called PLP-DRR, for combining all these iterations sequentially

and in parallel. We show, in Theorem 5.4, that obtained bounds using our method are always valid

even before convergence. Also, we show that, at convergence, the bounds are the same regardless of

how iterations are combined. Lastly, we present two concrete implementations, using a distributed

computing model with shared memory (see Fig. 5.5 and Fig. 5.6).

5.3 Overview of the Proposed Method: PLP-DRR

Our method, called “PLP-DRR", applies the PLP methodology to DRR and is illustrated in Fig. 5.5. The

starting point is the collection of per-class graphs and a cutset. We use the following notations:
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• β= (βv
c )1≤c≤n,v∈V , is a valid collection of strict service curves of each class c at each node v ,

• d = (d v
c )1≤c≤n,v∈V , is a valid collection of per-node delay bounds of each class c at each node v ,

• zcut, is a valid collection of output burst bounds for each flow at every edge of the cutset,

• zcut, is a valid collection of output burst bounds for each flow at every edge of the cutset,

• b = (bg
c )1≤c≤n,g∈V ∪E is a valid collection of burstiness bounds for aggregates of flows, indexed by

a class c and by some g . The index g can be either an edge, in which case the aggregate is the set

of all flows of class c carried on this edge, or a vertex v , in which case it is the set of all flows of

class c that exit the output buffer represented by v .

All components of β are finite; the components of d , zcut and b might be infinite.

As PLP requires per-node delay bounds, the method starts with an initial phase that performs a TFA

analysis of the original (uncut) network. Note that DRR requires the service curve collection β to be

computed from output burstiness bounds, which we derive from the TFA analysis; hence, we apply an

iterative procedure, which we prove to be valid. At the end of this initial phase, we have a collection of

service curves β and per-node delay bounds d , from which some propagated burstiness bounds (i.e.,

burstiness bounds for all flows at every output), hence zcut and b, can be derived.

The next phase in the classical PLP methodology, FP-PLP, computes a fixpoint zcut by solving a linear

program. Here, however, a new value of zcut allows to compute better output burstiness bounds in b

using another linear program with PLPbacklog, which, in turn, allows to compute better service curves β

using the DRR service curve method recalled in Section 5.2.1. The linear program in PLPbacklog uses

per-node delay bounds d , which can, in turn, be improved by re-running TFA whenever β is improved,

and then PLPbacklog could also be re-run. Also, better β and d enable FP-PLP to re-compute a better

fixpoint zcut, which can, in turn, be used to improve all other variables. Therefore, the second phase of

the PLP methodology needs to apply a number of refinements again and again. Instead of proposing a

specific arrangement of the refinements, we propose to perform them in any arbitrary order, using a

shared-memory model (Fig. 5.5). As we show in Section 5.5.2, all refinements provide valid bounds,

therefore, the method can be stopped at any time. However, we show that it converges to bounds (some

of them possibly infinite) that are independent of the arrangement of the refinements.

The “DRR strict service curve" block in the refinement phase uses as input some burstiness bounds

for the aggregate of all flows of all interfering classes at the output of a node. Such a bound could be

obtained by using the existing version of PLPbacklog applied to all flows in the aggregate. We improve

both the obtained bound and the computing time by using the modification of PLPbacklog described in

Section 5.4.1.

The third phase of PLP is to obtain end-to-end bounds by applying one instance of PLPdelay to every flow

of interest. Here, we use PLPdelay with one improvement (iPLP), which enables us to use non-convex

service curves at the expense of adding a few binary variables to the linear program (Section 5.4.2).

Such an improvement could also be used in the refinement phase, but we found experimentally that

this would have no noticeable effect.

5.4 Two Improvements to PLP

In this section, we first show how to compute an upper bound of aggregate burstiness of flows and

how to include some non-convex service curves in the PLP analysis. Note that our two improvements

98



5.4 Two Improvements to PLP

concern PLPbacklog
f ,i and PLPdelay

f ,i in step 3) of PLP as explained in Section 5.2.3; specifically, in this

section, we assume that we have a collection of trees where TFA per-node delay bounds and bounds on

the burstiness of flows at cuts are already obtained.

Let us first briefly present the linear programs used by PLP, more details can be found in Appendix 5.B.

PLP considers the arrival and departure time of a bit of interest; it then derives a number of time

instants at every node, each of which is represented by a variable in PLP. To every time instant at a node

is also associated with a variable that represents the value of the cumulative arrival function of the flows

at this time instant. Network calculus relations such as arrival curve constraints, FIFO constraints, and

service curve constraints are translated into linear constraints; the objective function to be maximized

is the delay or backlog of the flow of interest.

Recall that at this step, we use the cut network and thus assume that the graph induced by flows is a

collection of non-connected trees, and the analysis is done on every tree (with edges directed towards

the root). It follows that each node v , except the root, has a unique successor. We let sc(v) denote the

successor of node v , and add an artificial node v0 to be the successor of the root. Define the depth of

nodes dp as follows: dp(v0) = 0 and for every v , dp(v) = dp(sc(v))+1.

Time Variables: For every node v , define t(v,k) with k ∈ {0, . . . ,dp(v)}.

Process Variables: For every node v and v ′ and every f at v , define Ftv, f
v ′,k with k ∈ {0, . . . ,dp(v ′)}, where

Ftv, f
v ′,k is a variable for the cumulative arrival function of flow f at the input of node v at time t(v ′,k). In

the next paragraphs, we only present the parts of the linear program that are modified. The complete

linear programs are presented in Appendix 5.B.

5.4.1 PLP to Upper-bound the Aggregate Burstiness of Flows

We show that the same PLP, used to compute a backlog bound for a single flow, can be used to compute

a backlog bound for the aggregate with some modifications: Consider a set of flows of interest F , whose

destination is the root of the tree. Modify the PLP used to compute a backlog bound for a single flow as

follows: Let v f be the first node visited by flow f in the tree for all f ∈ F .

• Additional constraints: ∀ f ∈ F , ∀k, k ∈ [0, dp(v f )], Ft
v f , f
v0,0 −Ft

v f , f

v f ,k ≤ b f + r f (t(v0,0) − t(v f ,k));

• New objective: Maximize
∑

f ∈F

(
Ft

v f , f
v0,0 −Ftv0, f

v0,0

)
.

We call PLPbacklog
v,c the resulting program when applied to class c and to the sub-tree of the cut network

rooted at some node v . Here F is the set of flows that exit node v , and the program obtains the aggregate

burstiness of flows of class c at the output of node v ; the results are used by DRRserviceoutputBurst
v in the

refinement phase to compute DRR strict service curves. We also apply this program when e is an edge,

and also call it PLPbacklog
e,c . Here, F is the set of flows that use edge e and the sub-tree is rooted at the

node that edge e exits. The results are used in the refinement phase by perNodeDelayv,c to compute

per-node delay bounds.

Theorem 5.1 (PLP to Upper-bound the Aggregate Burstiness of Flows). The solution of PLPbacklog
g ,c is a

valid bound on aggregate burstiness of flows carried by edge or node g .

The proof is in Section 5.7.1, and the key idea of the proof is as follows: We show that a valid backlog

bound for an aggregate of some flows is also a valid burstiness bound for the aggregate. This is obtained
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in Lemma 5.1 where we show that in any acceptable trajectory scenario of the system (i.e., a set of valid

input/output processes for all flows), the burstiness of the aggregate never exceeds the backlog bound.

5.4.2 iPLP: a PLP that Supports Non-Convex Service Curves

Our goal here is to modify PLP, used to compute a delay, such that it can handle a non-convex service

curve expressed, at node v and class c, as max(βv
c ,βnc,v ), where βv

c is piece-wise linear convex (i.e.,

βv
c = maxp βRv

p ,T v
p

)), and βnc,v
c = min(βRv ,T1 , q v

c ) as described in Section 5.2.1. Similar to the previous

case, we present only the parts of the linear program that are modified, namely the service constraints.

For the sake of concision, we now introduce the variables and constraints Atv
u =∑

f ∈In(v) Ftu, f
u,dp(u) and

Atv
v =∑

f ∈In(v) Ftv, f
v,dp(v), where u = sc(v).

The original service curve constraints of PLP are kept:

Atv
u −Atv

v ≥ 0; (5.5)

∀p, Atv
u −Atv

v ≥ Rv
p

(
t(u,dp(u)) − t(v,dp(v)) −T v

p

)
. (5.6)

As βnc,v is the minimum of a rate-latency function and a constant (see Fig. 5.3); the implementation

of βnc,v requires a “if then else” structure: If t(u,dp(u)) − t(v,dp(v)) ≤ T2, then we must have Atv
u −Atv

v ≥
Rv (t(u,dp(u)) − t(v,dp(v)) −T1). Else, if t(u,dp(u)) − t(v,dp(v)) > T2, we must have Atv

u −Atv
v ≥ q v

c . This can be

modeled by means of a binary variable in a linear program. Define bv ∈ {0,1} and consider a large

enough positive M , and add the following constraints:

Atv
u −Atv

v ≥ Rv (t(u,dp(u)) − t(v,dp(v)) −T1)−Mbv ; (5.7)

Atv
u −Atv

v ≤ q v
c +Mbv ; (5.8)

Atv
u −Atv

v ≥ q v
c −M(1−bv ). (5.9)

We let iPLPdelay
f ,c denote this Integer, Polynomial-sized Linear Program. Theorem 5.2 is proved in

Section 5.7.2.

Theorem 5.2 (iPLP: a PLP that supports non-convex service curves). Consider iPLP as constructed

above. Then, 1) iPLP gives a valid delay bound for the flow of interest, and 2) the bound is less than or

equal to that of PLP.

Note that iPLP solves a Mixed-Integer Linear Programming (MILP), and the MILP solver we use does

not guarantee that it finds the optimal solution. However, it guarantees that the solution is feasible, and

it indicates whether the obtained solution is optimal. In all examples we tested, we always obtained the

optimal solution (see Fig. 5.10 (b)).

5.5 Our Proposed Method: PLP-DRR

In this section, we provide the details of our generic method and we present two concrete implementa-

tions.
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Figure 5.5: Overview of the method. The refinement phase consists in applying, in any order, any of
the four types of refinement blocks shown at the top of the figure, which each improves the bounds
stored in the shared memory. The refinement phase may be stopped using any criterion, such as
convergence of the variables in the shared memory or a timeout. If stopped at convergence, the value
of the shared memory is always the same, regardless of the order of the refinements.

5.5.1 Initial Phase: TFA-DRR

The goal of the first phase is to provide valid values for (β,d , zcut,b), using TFA. Specifically, we want

to analyze the original (uncut) network using TFA (note that TFA itself does not necessarily require

cuts [64]). In networks with cyclic dependencies, the TFA analysis of a DRR system of [108] cannot

be directly applied here, as propagated burstiness bounds are needed to compute the DRR strict

service curves and vice-versa. However, it is possible to first compute DRR strict service curves without

assumption of the arrival curves using βCDM,v
c for each node v and class c: these service curves only

depend on the fixed parameters such as assigned quanta, the aggregate strict service curve, and

maximum packet sizes of classes at a node, as explained in Section 5.2.1.1. From there, one can iterate

between the computation of output bursts (used to deduce the arrival curves) and the DRR strict

service curves that take into account the arrival curves.

The method is described in Algorithm 5.1: The local variable z represents the propagated burstiness

of all flows at all outputs. First, at line 1, initial strict service curves of DRR in degraded operational

mode are computed at all nodes for all classes. Then, the algorithm alternates between performing a

TFA analysis and computing new DRR strict service curves. More precisely, at line 3, a TFA analysis

(explained in Section 5.2.2) is performed for each class, with the previously computed service curves;

hence, some bounds on propagated burstiness of flows z and per-node delay bounds d are computed

and used to compute arrival curves at each node for each class (line 5). Then, at line 6, DRR strict service

curves are improved by taking into account these arrival curves. This procedure continues until we

reach stopping criteria; for example, when each component of vector d decreases insignificantly. Note

that computed bounds are valid at each iteration. At this point, TFA analysis is completed, however,

we need to compute bounds on the aggregate burstiness of flows of every class either at each edge

(including at the cutset) and at the output of every node, as this is used in the refinement phase. This is

performed at lines 7-11.

The delay and burstiness bounds computed by the TFA analysis at line 3 might not be finite. For

example, after the first execution of line 3, some classes might provide finite delay bounds (called stable

classes) and other infinite delay bounds (called unstable classes). At the first execution of lines 4-6, the

DRR strict service curves of the unstable classes are improved using the arrival curves of the stable

classes. Then, at the next iteration, more stable classes might be obtained, and so on.
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Algorithm 5.1: Initial Phase: TFA-DRR

Result: Initial values of
(
β,d , zcut,b

)
Local Variable :z, collection of bounds on the propagated burstiness of flows

1 for node v ← 1 to |V | do βv ←βCDM,v ;
2 while Stopping criteria not reached do
3 for each class c do (dc , zc ) ← GenericTFAc

(
βc

)
;

4 for node v ← 1 to |V | do
5 for each class c do compute αv

c from zInc (v)
c ;

6 βv ← DRRserviceinputArrival
v (αv );

7 for each class c do zcut
c ← z

E cut
c

c ;
8 for node v ← 1 to |V | do
9 for each class c and each e ∈ Inc (v) do

10 be
c ←

∑
ze

c ;

11 bv
c ←∑

zOutc (v)
c ;

12 return (β,d , zcut,b)

Theorem 5.3 (Correctness and Convergence of TFA-DRR). Consider a network with DRR scheduling

per class, as described in Section 5.1, and consider Algorithm 5.1. Then, 1)
(
β,d , z

)
(and the resulting

zcut and b obtained from z at lines 7-11) are valid bounds at every iteration at lines 2-6, and 2) they

converge as the number of iterations goes to infinity. Note that some values of d , z (and the resulting

zcut and b) might be infinite.

The proof is in Section 5.7.3. At this point we have obtained a value of (β,d , zcut,b) that constitute valid

bounds.

5.5.2 Refinement Phase: PLP and Parallelization

The next phase of the method is to improve the value of (d ,β, zcut,b) using the PLP methodology. As

mentioned in Section 5.3, the variables (β,d , zcut,b) are interdependent, and can be improved by some

refinements that we list here:

• zcut
c ← FP-PLPc (βc ,dc ): computes burstiness bounds at cuts for class c (Section 5.2.3);

• bg
c ← PLPbacklog

g ,c (βc ,dc , zcut
c ): computes burstiness bounds of the aggregate flows of class c at the

output of node g , if g ∈ V , or carried by edge g , if g ∈ Ec (Section 5.4.1);

• βv ← DRRserviceoutputBurst
v

(
βv ,bv

)
: computes the DRR strict service curves at node v given the

output burstiness bounds at this node (Section 5.2.1).

• d v
c ← perNodeDelayv,c (βv

c ,bc ): computes the per-node delay of node v for class c. This is the

horizontal distance between the arrival curve and the service curve. For each input edge e of

node v , in addition to the aggregate burstiness be
c , a rate limitation imposed by the link can be

used to improve the arrival curve. This is known as line-shaping [42, 63, 68]. Then, we take into

account the effect of line shaping and of the packetizer as in Section VI-B of [119].
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All these refinements can be applied in any order, and it is not clear in what order we should use. We

avoid the issue by first presenting a generic scheme that uses a distributed computing model with a

shared memory, and we show that the values converge to the same values regardless of the order of the

operations under mild assumptions. We also then present two practical, concrete implementations of

this scheme with parallel-for loops.

5.5.2.1 Generic Scheme: A Distributed Computing Model with Shared Memory

The generic scheme is presented in Fig. 5.5. We consider a distributed system with a shared memory

and a finite number of workers (processes or threads). The shared memory stores the current value of

(β,d , zcut,b); it is initialized with the result of the initial phase described in Section 5.5.1. Every worker

has read and write access to the shared memory, and whenever a worker is free and decides to work, it

performs the following steps:

• It chooses a refinement in the list above, let us call it h; for example, it may choose FP-PLPc () for

some class c, or PLPbacklog
g ,c () for some c, g , etc.

• The worker then makes a read-only operation on the shared memory in order to obtain the

value, say x, of its argument. For example, if h is FP-PLPc (), then the worker reads x = (βc ,dc ).

We assume that read-only operations are atomic, i.e., the values read by the worker cannot be

modified by other workers during the read operation (such that the worker has a valid snapshot).

• The worker computes y = h(x), i.e., a new value of some of the bounds in the shared memory.

For example, if h is FP-PLPc (), the worker computes y = zcut
c .

• The worker asks for a read/write lock on the shared memory. Such a lock prevents other workers

from writing into the memory until the lock is released by this worker. Once the lock is obtained,

the worker reads the current value y ′ of the same variables it wants to update from the shared

memory, computes the component-wise minimum of y and y ′, writes the resulting values into

the shared memory, and releases the lock. The minimum is computed because some other

worker might have improved the same value during the computing time of this worker.

• The worker is now free and might decide to work again.

Note that some delay bounds and burstiness bounds might be infinite. For example, initial bounds

obtained by TFA might be infinite for a class (but they might become finite after the operations of some

workers).

This generic scheme does not prescribe any specific arrangement of how the workers are scheduled.

But, for convergence, we assume:

(H) In a hypothetical execution of infinite duration, for every time t > 0 and every refinement h, there

exists a time s > t at which one worker starts working and chooses h.

Theorem 5.4 (Correctness and Convergence of PLP Refinement Phase of Section 5.5.2.1). Consider

a network with DRR scheduling per class, as described in Section 5.1, and consider the generic method

described above. Let (βt ,d t , zcut,t ,bt ) be the value of the shared memory at time t > 0. Then,

1. (βt ,d t , zcut,t ,bt ) are valid bounds; some values of (d t , zcutt ,bt ) might be infinite.
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Algorithm 5.2: DRRtree
T : DRR Analysis of a tree

Data: T a tree component of the network, (β,d , zcut,b)
Result: Updated values for (β,d , zcut,b)

1 for each node v ∈ T in the topological order of T do
2 for each class c in parallel do

3 bv
c ← PLPbacklog

v,c (βc ,dc , zcut
c ,bc );

4 βv ← DRRserviceoutputBurst
v (βv ,bv );

5 for each class c in parallel do
6 for e ∈ Inc (v) in parallel do

7 be
c ← PLPbacklog

e,c (βc ,dc , zcut
c ,bc );

8 d v
c ← perNodeDelayv,c (βv

c ,bc );

9 return (β,d , zcut,b)

2. The limit of (βt ,d t , zcut,t ,bt ) as t → ∞ exists (call it (β∗,d∗, zcut,∗,b∗)). Some components of

d∗, zcut,∗, and b∗ might be infinite.

3. Given the initial value of the shared memory, the limit (β∗,d∗, zcut,∗,b∗) is independent of the

order and the execution time of every refinement.

Theorem 5.4 assumes that each refinement is performed infinitely often (hypothesis H). Otherwise,

obtained bounds in the limit will be larger than or equal to that obtained by our scheme.

5.5.2.2 Two Implementations of PLP Refinements

We presented the generic presentation of this phase. By Theorem 5.4, any implementation results in

the same final bounds. In this section, we present two concrete implementations.

Both implementations have two main blocks: computing output burstiness bounds at cuts (with

FP-PLP), and locally improving the per-node delays and DRR strict service curves. The main difference

between the two implementations is when to switch between these two blocks of operations.

For each class c , after removing edges E cut
c in Gc , we obtain a collection of trees. Let T be the collection

of trees of all classes. The second block, called DRRtree
T , is executed in parallel on each tree T ∈T : it is

described in Algorithm 5.2.

The algorithm is based on the observation that in a feed-forward topology, when service curves and

per-node delay bounds are computed in the topological order, there is no need for iterations. Some

operations are performed in the topological order of the nodes of the tree (the operation on one node

must wait for the operation on its predecessors to be finished). For each node v , there are two steps in

sequence. The former, at lines 2-4, computes the DRR strict service curve for all classes. This operation

requires the refinement of the output burstiness bounds bv
c for each class, and can be computed in

parallel (lines 2-3). The latter, at lines 5-8, improves the per-node delays of node v based on the newly

computed service curves. Again, this operation requires the refinements of the burstiness bounds at all

input edges of the node, which can be computed in parallel (lines 6-7).

The two implementations are illustrated in Fig. 5.6. The first implementation (without the dashed

arrow) alternates between the two sets of blocks (FP-PLP and DRRtree
T ). Each set of blocks is started
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zcut
1 = FP-PLP1(β1,d1)

zcut
n = FP-PLPn (βn ,dn )

Parallel on each class c

(β,d , zcut,b) = DRRtree
T1

(β,d , zcut,b)

(β,d , zcut,b) = DRRtree
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(β,d , zcut,b) sync.
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v.
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(Only for Implementation 2) until d converges

Figure 5.6: Two implementations of the refinement phases with parallelization and shared memory.
Implementation 1 (without the dashed arrow): alternating between the FP-PLP and DRRtree

T blocks;
Implementation 2 (with the dashed arrow): convergence of DRRtree

T before the execution of FP-PLP.

• The required crossing delay of the network in order to
allow the applications to preserve their response times.
Network latency is a key performance parameter since
flight-critical data must be delivered on time. Network
latency is defined as the duration of time it takes for a
frame to pass through a network.

• The output queues sizes which allow us to dimension
the frame loss caused by the congestions.

The objective of this paper is to present and shortly com-
pare three methods for the evaluation of end-to-end delays:
network calculus, queuing networks simulation and model
checking.

In a first step, we present main characteristics of an
AFDX network and end-to-end traffic. In a second step, we
compare the network calculus approach on a realistic exam-
ple. In a third step, we compare on a simpler example the
two previous approaches with a model checking approach.

2. The AFDX network main characteristics

In this section, we present main characteristics of the net-
work architecture and the traffic that flows on the network.

2.1. AFDX network architecture

Avionics Full Duplex Switched Ethernet is a static net-
work (802.1D tables are statically set up and no spanning
tree mechanism is implemented). Flows are statically iden-
tified in order to obtain a predictable deterministic behavior
of the application on the network architecture.

An example network architecture is depicted on figure
1. It corresponds to a test configuration provided by Airbus
for a previous study [22]. It is composed of several inter-
connected switches. There is at most 24 ports per switch
(8 on this example). There are no buffers on input ports
and one FIFO buffer for each output port. The inputs and
outputs of the networks are called End Systems (the little
circles on figure 1). Each End System is connected to ex-
actly one switch port and each switch port is connected to at
most one End System. Links between switches are all full
duplex. On figure 1, the values on End Systems indicates
number of flows that are dispatched between End Systems.
Number of input and output End Systems per switch are not
specified on figure 1.

2.2. End-to-end traffic characterization

The Virtual Link is the basis of the Avionics Switched
Ethernet protocol. As defined by ARINC-664, Virtual Link
(VL) is a concept of virtual communication channels; It has
the advantage of statically defining the flows which enters
the network [9].

S1

S2

820113

113 821

S3S8

S4 S7

S6

S5

66 358 132 1156

143 1207 95 457 160 857

142 708

Figure 1. AFDX network architecture

End-Systems exchange Ethernet frames through VL.
Switching a frame from a transmitting to a receiving End
System is based on a VL (deterministic routing). The Vir-
tual Link defines a logical unidirectional connection from
one source End-system to one or more destination End sys-
tems. It is a path with multicast characteristic. Figure 2
shows an example of a multicast Virtual Link, considering
the network architecture of figure 1. Its source End System
is an input of switch S1 and its destination End Systems are
outputs of switches S8, S3, S4 and S7. This VL includes the
four paths S1-S8, S1-S3, S1-S8-S4 and S1-S8-S4-S7 (they
are depicted as plain lines on figure 2).

S3S8

S4 S7

S6

S5S2

S1
src dest1 dest2

dest3 dest4

Figure 2. A multicast Virtual Link

The routing of each VL is statically defined. Only one
End System within the Avionics network can be the source
of one Virtual Link, (i.e., Mono Transmitter assumption).

The objective is to provide a logical isolation of VL: a
given maximum bandwidth is allocated to each VL. Regard-
less of the attempted utilization of a VL by one application,
the available Bandwidth on any other VL is unaffected.

A virtual Link is defined by the following parameters :

• the name of the VL,

• the Bandwidth Allocation Gap (BAG) of the VL,
which corresponds to the minimum delay between the
emission of two consecutive frames of the VL by its
source End System,
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Figure 5.7: Industrial-sized network topology. The figure is taken from [31].

after synchronizing the previous set of blocks. We start by FP-PLP blocks because classes considered

unstable in the initial phase (the TFA analysis outputs infinite bounds) might become stable after PLP

analysis. In contrast, DRRtree
T cannot improve the stability region.

The second implementation tightens as much as possible the DRR service curves and per-node delays

before executing again the first FP-PLP block (dashed arrow in Fig. 5.6). The aim of this implementation

is to execute the FP-PLP block less often as it is more time-consuming. Indeed, it requires solving a

much larger LP than in the other block. Therefore, the second block is executed several times until

convergence is reached on the delay bounds.

5.5.3 Post-Process Phase: Computing the End-to-End Delay

When the refinement phase of Section 5.5.2 has converged, we proceed and compute end-to-end delay

bound for each flow of interest. Strict service curves β obtained are piece-wise linear and convex. As

stated in Section 5.2.1, delays can be improved when considering the non-convex strict service curve

described in Fig. 5.3. Thus, we apply iPLPdelay to compute end-to-end delay bounds.

5.6 Numerical Evaluation

We use the network of Fig. 5.7, a test configuration provided by Airbus in [42]. The industrial-sized case

study of Chapter 4 is based on this network in [31]. It includes 96 end-systems, 8 switches, 984 flows,

and 6412 possible paths. The rate of the links is equal to R = 1 Gb/s, and every switch Si has a switching
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Table 5.1: Traffic Characterization

Traffic Classes Number of Flows Assigned Quantum (bytes) Maximum Packet size (bytes)
Critical 834 3070 150

Multimedia 3845 1535 500
Best Efforts 1733 1535 1535
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Figure 5.8: Delay bounds obtained by our methods, TFA-DRR and PLP-DRR (plain plots), and
the state-of-the-art, TFA-SOA and PLP-SOA (dashed plots). TFA-SOA and PLP-SOA use DRR
strict service curves in the degraded operational mode. TFA-SOA and PLP-SOA both provide
infinite bounds for class 2 even when the maximum link utilization is 40%. Source-destination
paths are ordered by values of our full method, and finite delays for other methods are shown
first.
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Figure 5.9: Delay bounds of our method compared to alternative methods: comparison with 1)-2). At
link utilization 89%, TFA-DRR analysis gives infinite delays for class 2. Source-destination paths are
ordered by values of our full method, except in (a) where finite delays for TFA-DRR are shown first.
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Figure 5.10: Delay bounds of our method compared to alternative methods: comparison with 3)-4),
the effect of the two PLP improvements of Section 5.4.

latency equal to 16µs. Every switch has 6 input and 6 output end-systems. There are three classes of

flows: (1) critical, (2) multimedia, and (3) best-effort. Worst-case delay bounds are required for classes

1 and 2 only. There is one DRR scheduler at every switch output port with n = 3 classes (see Table 5.1

for details). For every flow, the path from the source to a destination can traverse at most 4 switches.

In Chapter 4, as our method only applies to feed-forward networks, flow paths are chosen randomly

with the constraint that graphs induced by flows are feed-forward. In this chapter, we removed this

restriction and, as the network has much redundancy, this automatically generates induced flow graphs

with cyclic dependencies, and is more representative of a realistic deployment. We obtain different

network utilization factors by varying the minimum packet inter-arrival times. We consider two modes:

when the network is lightly loaded with a maximum link utilization of 40%, and when the network is

highly loaded with a maximum link utilization close to 100%.

As of today, the only methods that compute bounds on the worst-case delay of DRR networks with

cyclic dependencies are TFA-SOA (see Section 5.2.2) and PLP-SOA (see Section 5.2.3) where they use

DRR strict service curves in degraded operational mode (see Section 5.2.1.1). As illustrated in Fig. 5.8,

our methods TFA-DRR and PLP-DRR significantly improve delay bounds and provide larger stability

regions.

As our method, PLP-DRR, contains a number of improvements, we perform a numerical analysis to

evaluate whether each of our improvement is useful or not. We compare our full method, PLP-DRR, to

the following four alternatives:

1. TFA-DRR: we apply the initial phase only; this is the best that can be obtained with TFA and DRR

service curves.

2. TFA-DRR + iPLP: we apply the initial phase and the post-process phase but do not apply the

refinement phase; this shows the effect of the refinement phase.

3. Full method but we do not use our improvement in Section 5.4.1 to compute per-aggregate

bounds; instead, we sum the burstiness bounds of every individual flow obtained using PLP; this

shows the effect of this PLP improvement.
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4. Full method but with PLP instead of iPLP in the post-process phase; this shows the effect of this

PLP improvement.

In Fig. 5.9, we compare delay bounds of 1) and 2) to our full method; TFA diverges for class 2 at

link utilization of 89% whereas our full method remains stable at all link utilizations below 100%. In

Fig. 5.10 (a), we compare 3) to our full method. Our PLP improvements reduce the delay bounds as well

as the run-times: when we use PLP per aggregate, we solve fewer PLPs. In Fig. 5.10 (b), we compare 4) to

our full method. We show numerically that when delay bounds are small, iPLP captures a non-convex

part of DRR strict service curves and brings an improvement compared to PLP. Experimentally, the

improvements increase with the link utilization.

Note that infinite bounds might only be obtained in networks with cyclic dependencies that are highly

loaded (as we assume local stability), e.g., in the industrial network we tested, when the maximum

link utilization reaches 89%, TFA-DRR provides infinite bounds (see Fig. 5.9). Obtaining finite bounds

implies that the network is truly stable; whereas, obtaining infinite bounds does not necessarily imply

that the network is unstable, and the network might or might not be truly stable.

We use MATLAB on a 2.6 GHz 6-Core Intel Core i7 computer; thus, we have 6 workers to implement

our two parallel versions of Section 5.5.2. We provide the 95% confidence interval for the run-times

of the Initial phase (TFA) and two parallel implementations of the refinement phase at two different

maximum link utilization; we run the program 10 times. When the maximum link utilization is 40%

and 89%, 95% confidence intervals of run-times are provided in Table 5.2. Regarding the post-process

phase, we compare run-times of PLP and iPLP for the flows with the longest path. We run the program

100 time and give the 95% confidence intervals in Table 5.2.

Table 5.2: Run-times

Max Link Util. Initial Phase (TFA-DRR) Refinement Phase Version 1 Refinement Phase Version 2 Post-Process (iPLP) Post-Process (PLP)
40 % [0.5,0.6] (minutes) [5.8,5.9] (minutes) [4.6,4.7] (minutes) [6.4,6.5] (seconds) [5.7,5.75] (seconds)
89 % [3,4] (minutes) [9,10] (minutes) [5.5,6.5] (minutes)

Our full method, PLP-DRR, clearly dominates the bounds and the stability region compared to our

initial phase, TFA-DRR (see Fig. 5.9), but, comes with longer run times. As observed in this industrial-

sized network, PLP-DRR converges relatively fast, and bounds are obtained in several minutes; also, we

experimentally observe that even in a very large network (a ring-shaped topology with 20 nodes and 3

DRR classes), our method PLP-DRR converges in 6 hours; note that these run-times are obtained using

a 2.6 GHz 6-Core Intel Core i7 laptop, and one should expect a fraction of these run-times in a server

or a more powerful computing setup. Nevertheless, as long as PLP-DRR is feasible and has a finite

run-time, say hours, the extended running time of PLP-DRR compared to TFA-DRR is not a concern.

This is because, typically, finding delay bounds in a network setting is an offline problem, hence run

times that are in the order of several hours are acceptable. Moreover, our bounds in the refinement

phase are always valid even before convergence, hence, one can always stop iterating in the refinement

phase with respect to a run-time budget and obtain delay bounds that are at least as good as those of

the initial phase. Lastly, we experimentally observe that iPLP comes at a negligible cost compared to

PLP (see Table 5.2) even when the network becomes very large.
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5.7 Proofs

5.7.1 Proof of Theorem 5.1

We first prove Lemma 5.1: Consider a system S and a set of flows F that traverses S. Let A f (resp. D f )

denote the cumulative arrival (resp. departure) of flow f ∈ F . Let A = ∑
f ∈F A f (resp. D = ∑

f ∈F D f )

denote the arrival (resp. departure) of the aggregate of flows of interest. Assume that: (A1) System S is

causal, i.e., ∀(A,D) ∈S, A ≥ D and D(t ) only depends on A(s)s≤t ; (A2) The departure D of system S is

continuous; (A3) Every flow of interest f ∈ F has a token-bucket arrival curve α f with rate r f and burst

b f ; also, α f is the only constraint on the arrival of the flow of interest, i.e., every cumulative arrival A f

constrained by α f is a possible arrival for this flow; (A4) B is a backlogged bound for every possible

arrival and departure of the aggregate of flows of interest that belongs to system S, i.e., ∀(A,D) ∈S, we

have A−D ≤B.

Lemma 5.1. Assume the assumptions (A1)-(A4). Then, the departure of the aggregate of the set of flows

of interest F is constrained by a token-bucket arrival curve with rate r and burst B where r =∑
f ∈F r f ,

i.e., γr,B .

Note that in a specific case where we have only one flow of interest, assumptions (A1)-(A4) are satisfied

by those of Theorem 4 of [68], and both theorems give exactly the same result. Also, this result already

appears in Corollary 2 of [161], unproved, and in a slightly more restrictive case.

Proof. Fix (A f ,D f ) ∈ S for every f ∈ F and s ≤ t . Let r = ∑
f ∈F r and b = ∑

f ∈F b f . We prove that

D(t )−D(s) ≤ γr,B(t − s) =B+ r (t − s).

We first prove that A(s)−D(s)+H ≤B with H = b− b̄(s) and b̄(s)
def= supu≤s {A(s)−A(u)−r (s−u)}. Note

that b̄(s) is the bucket size of the token-bucket γr,b at time s, so H ≥ 0. Define A′ as follows: A′(u) = A(u)

for u ≤ s and A′(u) = A(s)+H + r (u − s) for u > s. Observe that A′ is constrained by γr,b and A′ ≥ A.

Hence, by (A3), A′ is a possible arrival in S: there exists D ′ such that (A′,D ′) ∈S. Hence, by (A4), we

have A′(s+)−D ′(s+) ≤B where f (x+) = limy→x,y>x f (y). As A′(u) = A(u) for u ≤ s and by (A1), we have

D ′(u) = D(u) for u ≤ s; also, by (A2), D ′(s+) = D ′(s). By combining this and A′(s+) = A(s)+H , we obtain

A(s)−D(s)+H ≤B.

To conclude, we notice that D(t )
(A1)≤ A(t ) ≤ A′(t ) = A(s)+H + r (t − s), so D(t )−D(s) ≤ A(s)+H + r (t −

s)−D(s) ≤B+ r (t − s).

Theorem 5 of [68] proves the correctness of PLP. The proof consists in showing that any trajectory

scenario of the network is a feasible solution of the PLP; given a trajectory scenario, the variables of

the PLP (time variable and process variables) are extracted from the scenario such that all constraints

are satisfied. We only add some arrival curve constraints for flows f ∈ F . In [68] it is shown that these

constraints are correct for a single flow and hence the same proof can be used for each flow f ∈ F .

In particular, Ft
v f , f
v0,0 (resp. Ftv0, f

v0,0 ) represents the arrival process (departure process from the system)

of flow f at time t(v0,0). No other constraint is modified. Only the objective function changes and

maximizes the quantity of data of the flows of interests at time t(v0,0):
∑

f ∈F Ft
v f , f
v0,0 −Ftv0, f

v0,0 is a backlog

bound the aggregate flows and PLPbacklog
g ,c computes a backlog bound for an aggregate of flows when F

is chosen to be the set of flows of class c traversing node or edge g . By Lemma 5.1, this is a bound on

the output burstiness.
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5.7.2 Proof of Theorem 5.2

We proceed as explained in the last paragraph above and prove that the constraints we added are

correct. Specifically, we only need to prove that a solution of the linear problem satisfies (with the

notations previously introduced) Atv
u −Atv

v ≥ max(βv
c ,βnc,v

c )(t(u,dp(u)) − t(v,dp(v))). From (5.5) and (5.6),

Atv
u −Atv

v ≥βv
c (t(u,dp(u)) − t(v,dp(v))) holds, so we just need to focus on βnc,v

c , and distinguish two cases,

depending on the value of bv : This follows from the cases explained above (5.7) and (5.8) and the fact

that M is large enough. Hence, it finishes the proof of 1). As iPLP has more constraints than PLP, the

output of iPLP is less than or equal to that of PLP, which concludes 2).

5.7.3 Proof of Theorems 5.3 and 5.4

We use the following lemma. We assume a finite set of isotone mappings H , in C →C with C ⊆ (R+∪
{+∞})I . An execution of H is (hk , sk , tk ,uk )k≥1 such that: ∀k ≥ 1, (C1) hk ∈ H ; (C2) 0 < sk ≤ tk < uk ;

(C3) uk+1 > uk ; (C4) ∀k ′ ̸= k, (tk ,uk ] and (tk ′ ,uk ′ ] are disjoint. We also assume that (C5) Each function

h ∈H is executed infinitely many times; (C6) limk→∞ sk =∞. In the description of Section 5.5.2, sk ,

tk , and uk , respectively, correspond to the reading time, locking, and unlocking times of the write

operation in the execution of the k-th refinement (by order of completion times). Let x0 ∈C be the state

of the memory at time 0. Given an execution (hk , sk , tk ,uk )k≥1, the state of the memory x(t) evolves

with time t as follows: x(t ) is piece-wise constant, right-continuous; it is modified at times uk , k ≥ 1,

and x(uk ) = min(x(tk ),hk (x(sk )).

Lemma 5.2. There exists x∗ such that for all executions of H as explained above, limt→∞ x(t ) = x∗.

Proof. Let us first prove that limt→∞ x(t ) exists given (hk , sk , tk ,uk )k≥1. From (C2) and (C4), uk ≤ tk+1 <
uk+1 holds, so x(tk+1) = x(uk ). Then, x(uk+1) = min(hk+1(x(sk+1)), x(uk )) ≤ x(uk ), and (x(uk ))k≥1 is a

non-increasing sequence in (R∪ {+∞})I , hence converges. As limk→∞ uk =+∞, x(t ) converges.

Second, we prove that the limit of x only depends on the initial value x0. Consider two executions

(hk , sk , tk ,uk )k≥1, and (h′
k , s′k , t ′k ,u′

k )k≥1, and the state of their respective shared memory x and x ′, with

respective limits x∗ and x ′∗. Set u0 = 0 and define ϕ the following way: Set u′
0 = 0 and ϕ(0) = 0. For all

k ≥ 1, defineϕ(k) = min{k ′ ≥ 1, h′
k ′ = hk and s′k ′ ≥ u′

ϕ(k−1)}. In particular, by (C2) u′
ϕ(k−1) ≤ s′

ϕ(k) < u′
ϕ(k),

so by (C3) (ϕ(k))k≥1 is (strictly) increasing.

Let us now show by induction that x(uk ) ≥ x ′(u′
ϕ(k)) for all k ≥ 0. The base case holds since x(0) =

x ′(0) = x0. Let us now assume that x(uk ) ≥ x ′(u′
ϕ(k)).

On the one hand, x(uk+1) = min(hk+1(x(sk+1)), x(uk )). By induction hypothesis, x(uk ) ≥ x ′(u′
ϕ(k)). By

construction hk+1 = h′
ϕ(k+1) and by (C2) sk+1 < uk+1, so x(sk+1) ≥ x(uk ) ≥ x ′(u′

ϕ(k)). Then, it follows

that x(uk+1) ≥ min(h′
ϕ(k+1)(x ′(u′

ϕ(k))), x ′(u′
ϕ(k))).

On the other hand, x ′(u′
ϕ(k+1)) = min(h′

ϕ(k+1)(x ′(s′
ϕ(k+1))), x ′(t ′

ϕ(k+1))). By construction of ϕ, t ′
ϕ(k+1) ≥

s′
ϕ(k+1) ≥ u′

ϕ(k), so x ′(t ′
ϕ(k+1)) ≤ x ′(u′

ϕ(k)). We finally obtain x ′(u′
ϕ(k+1)) ≤ min(h′

ϕ(k+1)(x ′(u′
ϕ(k))), x ′(u′

ϕ(k))).

Hence, x(uk+1) ≥ x ′(u′
ϕ(k+1)), which proves the induction step.

Therefore, x∗ = limt→∞ x(t) = limk→∞ x(uk ) ≥ limk→∞ x ′(u′
ϕ(k)) = x ′∗. Inverting the roles of the two

executions finishes the proof.

Proof of Theorem 5.4. The shared memory contains non-negative numbers (burstiness bounds and
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per-node delays) and piece-wise linear convex functions (the DRR strict service curves). First, observe

that the piece-wise linear convex functions we deal with can be described by a finite set of elements of

R+∪ {+∞}. As explained in Section 5.1.1, the result of DRRserviceoutputBurst(βv ,bv ) is the maximum of

a finite number of rate-latency functions, whose rates are in a finite set, depending on fixed parameters

(the arrival rates of flows) and the latencies are linearly decreasing with the output burstiness bounds

bv . Hence, the shared memory can be expressed as a family of x = (T,d , zcut,b).

5.7.3.1 Validity

Assuming valid initial bounds, the four types of functions used, PLPbacklog, FP-PLP, DRRserviceoutputBurst

and perNodeDelay (defining set H ), provide valid bounds, proved in the literature. Moreover, if

(T,d , zcut,b) and (T ′,d ′, z ′cut,b′) are valid bounds, then (T ∧T ′,d ∧d ′, zcut ∧ z ′cut,b ∧b′) are also valid

bounds (where ∧ is the minimum operation). This is straightforward for the per-node delays and

burstiness bounds. For the service curves, it is enough to notice that the maximum of two strict service

curves for a node is also a strict service curve for that node. So if x(tk ) and hk (x(sk )) represent valid

bounds, min(x(tk ),hk (x(sk ))) are also valid bounds, so x(t ) always represents valid bounds.

5.7.3.2 Convergence

We then set C as the set of valid parameters for the problem and apply Lemma 5.2 where sk , tk , and

uk respectively correspond to the reading time, locking, and unlocking times of the write operation.

(C1)–(C3) hold by definition and (C4) because of the lock operation. (C5) follows from (H). Furthermore,

since there is a finite number of workers, (H) also implies that every execution completes except for at

most a finite number, which implies (C6).

Proof of Theorem 5.3. Consider lines 2-6 of Algorithm 5.1, and assume an infinite loop. The algorithm

is sequential and hence is a specific case of the shared memory computing, where updates are one

after the other, i.e., ∀k, sk+1 > uk . The variables x is the collection (T,d , z), and the initial value is +∞
at each coordinate except for two latencies per node and class (from line 1). Two types of functions

are used: GenericTFA and DRRserviceinputArrival (defining set H ). Note that decreasing delays and

bursts decreases the latencies involved in the DRR service curves and conversely, so at each step

x(tk ) = x(sk ) ≥ hk (x(sk )) and x(uk ) = hk (x(sk )), which is exactly how the algorithm is updated. As a

consequence, Lemma 5.2 can be applied: x(t ) converges in R+∪ {+∞}.

5.8 Conclusion

We solved the problem of how to combine DRR strict service curves and the network analysis of PLP

in order to obtain worst-case delay bounds in time-sensitive networks. Our method is guaranteed

to find delay bounds that are at least as good as the state-of-the-art, and we found very significant

improvements in the industrial network under study. It is based on a generic shared memory execution

model, implementations of which can differ by the scheduling of the individual operations in the

refinement phase. We proved that all implementations produce the same bounds. We proposed two

concrete implementations and found that the latter performs faster.
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5.9 Notation

Table 5.3: Notation List, Specific to Chapter 5

f , α f = γr f ,b f A flow, its token-bucket arrival curve
B v Aggregate strict service curve offered to v
E cut

c Cutset: removing E cut
c creates a tree or a forest for class c

Gc = (Vc ,Ec ) The graph induced by flows of class c
V , v The set of all output ports, an output port
Vc The set of all output ports of class c
Ec , e The set of edges of class c, an edge of class c
Inc (v) ⊂ Ec The set of edges of class c that are incidents at node v
Outc (v) ⊂ Ec The set of edges of class c that leave node v
be

c Bound on aggregate burstiness of flows of class c carried by edge e
bv

c Bound on aggregate burstiness of flows of class c that exits node v
ze

c Collection of burstiness upper bounds for transit flows of class c carried by edge e
zE

c Collection of ze
c such that e ∈ E

z Collection of zEc
c of all classes c

b Collection of bv
c and be

c for every class c, every edge e, and every node v
dc Collection of delay bounds at all nodes for class c
d Collection of dc (per-node, per-class delay bounds)
βc Collection of per-node strict service curve offered to class c at all nodes
β Collection of βc (per-node, per-class strict service curves)
zcut Collection of zcut

c for all classes c
d v

c Delay bound on node v for class c
βv

c Strict service curve offered to class c at node v
zcut

c Upper bounds on the burstiness of flows of class c at cuts E cut
c

βR,T βR,T (t ) = R[t −T ]+, rate-latency function

βCDM,v
c DRR strict service curve, no assumption on arrival curves

βnc,v
c Non-convex DRR strict service curve
R+ Set of non-negative real numbers
F Set of wide-sense increasing functions f :R+ 7→R+∪ {+∞}
γr,b Token-bucket function with γr,b(0) = 0 and γr,b(t ) = r t +b for t > 0
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Appendix

5.A Detailed Background on DRR Strict Service Curves

Here we present more background on DRR strict service curves of Chapter 4, using the notations and

assumptions used in this chapter, that enables a reader to implement what we use in the chapter.

5.A.1 Degraded Operational Mode

Here we present Corollary 4.2 of Chapter 4 that presents a convex strict service curve for DRR, in

degraded operational mode:

Let v be a node that, shared by n classes, uses DRR, as explained in Section 5.1.1, with quantum Qv
c for

class c. The node offers a strict service curve B v to the aggregate of the n classes. For any class c, d max
c

is the maximum residual deficit defined by d max
c = l max

c −ϵ where l max
c is an upper bound on the packet

size of flows of class c at node v and ϵ is the smallest unit of information seen by the scheduler (e.g.,

one bit, one byte, one 32-bit word, ...).

Then, for every c, v offers to class c a strict service curve βCDM,v
c given by βCDM,v

c (t) = γconvex
i (B v (t ))

with

γconvex
i = max

(
βRmax

c ,T max
c

,βRmin
c ,T min

c

)
(5.10)

Rmax
c = Qv

c

Qv
tot

, T max
c =

∑
c ′,c ′ ̸=c

(
Qv

c ′ +d max
c ′ +

Qv
c ′

Qv
c

d max
c

)
(5.11)

Rmin
c = Qv

c −d max
c

Qv
tot −d max

c
, T min

c =
∑

c ′,c ′ ̸=c

(
Qv

c ′ +d max
c ′

)
(5.12)

and Qv
tot =

∑
c Qv

c . In (5.10), βR,T is a rate-latency function defined in Table 5.3.

For the non-convex strict service curve, βnc,v
c , we have

q v
c =Qv

c −d max
c (5.13)

T1 = T min
c (5.14)
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5.A.2 Non-Degraded Operational Mode

Here we present a new formulation of Corollary 4.4. We slightly generalize Corollary 4.4, using

Lemma 4.1, such that it enables us to take into account any available output arrival curves. Specifically,

Corollary 4.4 is an application of this new formulation where we replace α∗
c ′ with αc ′ ⊘βold

c ′ , which is an

output arrival curve for class c ′, in (5.15). Note that ⊘ is the min-plus deconvolution defined in (2.9).

Let v be a node with the assumptions in Section 5.A.1. Also, assume that every class c has an output

arrival curve α∗
c and a strict service curve βold

c , and let Nc = {c1,c2, . . . ,cn} \ {c}, and for any J ⊆ Nc , let

J̄ = Nc \ J . Then, for every class c, a new strict service curve βnew
c is given by

βnew
c = max

βold
c ,max

J⊆Nc
γconvex

i
J ◦

[
B v −

∑
c ′∈ J̄

α∗
c ′

]+

↑

 (5.15)

with

γconvex
i

J = max
(
βRmax

c
J ,T max

c
J ,β

Rmin
c

J
,T min

c
J

)
(5.16)

Rmax
c

J = Qv
c

Q J ,c
tot

, T max
c

J =
∑

c ′∈J

(
Qv

c ′ +d max
c ′ +

Qv
c ′

Qv
c

d max
c

)
(5.17)

Rmin
c

J = Qv
c −d max

c

Q J ,c
tot −d max

c

, T min
c

J =
∑

c ′∈J

(
Qv

c ′ +d max
c ′

)
(5.18)

Q J ,c
tot =Qc +

∑
c ′∈J

Qc ′ (5.19)

In (5.15), [.]+↑ is the non-decreasing and non-negative closure: The non-decreasing and non-negative

closure
[

y
]+
↑ of a function y :R+ →R+∪ {+∞} is the smallest non-negative, non-decreasing function

that upper bounds y . Also, ◦ is the composition of functions. In (5.16), βR,T is a rate-latency function

defined in Table 5.3; note that a rate-latency function, as defined in Table 5.3, has a rate expressed in

bit/s, and a latency expressed in seconds, however, rate and latencies defined in (5.17) and (5.18) are

respectively unitless and in bits. This is because βRmax
c

J ,T max
c

J and β
Rmin

c
J
,T min

c
J are later composed by a

function expressed in bit/s, in (5.15), hence the final results also are in bit/s and seconds.

The essence of (5.15) is as follows. Equation (5.15) gives new strict service curves βnew
c for every flow

c; they are derived from already available strict service curves βold
c and from output arrival curves of

classes α∗
c ; this enables us to improve any collection of strict service curves that are already obtained.

LetΠconvex
v : F 2n →F n be the mapping at server v that maps

(
βold

1 ,βold
2 , . . . ,βold

n

)
using

(
α∗

1 ,α∗
2 , . . . ,α∗

n

)
to

(
βnew

1 ,βnew
2 , . . . ,βnew

n

)
as in (5.15). Then, an iterative scheme can be defined as in Algorithm 5.3.

In Chapter 4, we showed that for every class c , βold
c and βnew

c are strict service curves for class c and

βold
c ≤βnew

c , i.e., an increasing sequence of strict service curves is obtained for every class. Also, this

sequence is a guaranteed simple convergence, starting from any valid initial strict service curves. Note

that the computed strict service curves at each iteration are valid and hence can be used to derive

valid delay bounds; this means the iterative scheme can be stopped at any iteration. For example, the

iterative scheme can be stopped when the delay bounds of all classes decrease insignificantly. The

scheme requires being initialized by strict service curves. We use βCDM,v
c , obtained in Section 5.A.1 for

the initial strict service curves at lines 1-2.
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Algorithm 5.3: DRRserviceinputArrival
v (α1, . . . ,αn)

Result: Collection of strict service curves
(
βv

1 , . . . ,βv
n

)
Local Variables :Collections of strict service curves

(
βold

1 , ...,βold
n

)
and

(
βnew

1 , ...,βnew
n

)
1 for c ← 1 to n do
2 βold

c ←βCDM,v
c ;

3 while Stopping criteria not reached do
4 for c ← 1 to n do
5 α∗

c ←αc ⊘βold
c ;

6 βnew ←Πconvex
v

(
α∗,βold

)
;

7 βv ←βnew;
8 return

(
βv

1 , . . . ,βv
n

)

When every class c has a token-bucket arrival curve at the output, say γrc ,bv
c

, and a known strict service

curve βv
c , DRRserviceoutputBurst

v
(
βv ,bv

)
is the function that implements (5.15) (i.e., Πconvex

v defined

above) and returns an improved collection of strict service curves for all classes at node v .

5.B Detailed Background on PLP

Here we present more background on PLP of [68], using our notations, which enables a reader to

implement what we use in the chapter. Specifically, we summarize linear programs used by PLP. For

the rest of the section, a reader is invited to recall the definitions of Section 5.4. Readers who know

reference [68] can map our notations to those of [68] and vice-versa as follows: For time variables, map

t( j ,k) of [68] to t(v,k) by mapping j to v . For process variables, map F j
i t( j ′,k) of [68] to Ftv, f

v ′,k by mapping

j to v , i to f , and j ′ to v ′.

Note that linear programs of [68] contains some constraints obtained from the Single Flow Analysis

(SFA) delay bounds [40]. However, in practice, such constraints have no or negligible effects as SFA

bounds are often dominated by those of TFA. Hence, in this chapter, we do not use SFA constraints.

5.B.1 PLPdelay
f ,c : A PLP That Computes an End-to-end Delay Bound for a Single

Flow

The goal of PLPdelay
f ,c (βc ,dc , zcut

c ) is to find a valid end-to-end delay bound for a flow of interest f that

belongs to a class c. We assume a sub-tree of the cut network where the root is the sink server of the

flow of interest f (i.e., the last server is traversed by flow f ). Recall that we add an artificial node, node

v0, that is the successor of the root. We call V
f

c the set of output ports in this sub-tree. We assume

that the burstiness of flows at cuts is given, i.e., zcut
c . Also, for each node v , a convex, piece-wise linear

service curve (i.e., βc ) and a per-node delay bounds (i.e., dc ) are provided.

5.B.1.1 Constraints

In the constraints we define below, let server u = sc(v) be the successor of server v . Also, we denote

flows by g , not to be confused by the flow of interest f .
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• Time Constraints:

- ∀v ∈ V
f

c , ∀k ∈ [0, dp(v)−1],t(v,k) ≥ t(v,k+1);

- ∀v ∈ V
f

c , ∀k ∈ [0, dp(v)],t(v,k) ≤ t(u,k).

• FIFO Constraints:

- ∀v ∈ V
f

c , ∀k ∈ [0, dp(u)],∀g ∈ Inc (v),Ftv,g
v,k = Ftu,g

u,k .

• Service Curve Constraints:

Recall thatβv
c is piece-wise linear convex (i.e.,βv

c = maxp βRv
p ,T v

p
)), and also recall Atv

u =∑
g∈In(v) Ftu,g

u,dp(u)

and Atv
v =∑

g∈In(v) Ftv,g
v,dp(v), where u = sc(v). Then, ∀v ∈ V

f
c ,

- Atv
u −Atv

v ≥ 0;

- ∀p, Atv
u −Atv

v ≥ Rv
p

(
t(u,dp(u)) − t(v,dp(v)) −T v

p

)
.

• Per-node Delay Bound Constraints:

- ∀v ∈ V
f

c , ∀k ∈ [0, dp(u)], t(u,k) − t(v,k) ≤ d v
c .

• Arrival Curve Constraints:

For each flow g of class c, recall that vg is the source server of flow g . Define b̄g , the burstiness bound

of flow g , as follows: If flow g is a fresh flow, its arrival curve is a token-bucket arrival curve γrg ,bg , as

defined in Section 5.1, and thus b̄g = bg . Else, flow g is a cut flow, its arrival curve is a token-bucket

arrival curve γrg ,b̄g
where b̄g is obtained from zcut

c .

For every flow g ,

- ∀0 ≤ k < k ′ ≤ dp(vg ), Ft
vg ,g
vg ,k −Ft

vg ,g
vg ,k ′ ≤ b̄g + rg

(
t(vg ,k) − t(vg ,k ′)

)
.

• Shaping Constraints:

For every v ∈ V
f

c and every edge e = (v,u), let Fv,u be the set of flows of class c, carried by the edge

e = (v,u). Then,

- ∀0 ≤ k < k ′ ≤ dp(u),
∑

g∈Fv,u

(
Ftu,g

u,k −Ftu,g
u,k ′

)
≤ l max

c +Rv
(
t(u,k) − t(u,k ′)

)
.

• Monotonicity Constraints:

Recall that for each flow g of class c, vg is the source server of flow g . Then, for every flow g ,

- ∀k ∈ [0,dp
(
vg

)−1], Ft
vg ,g
vg ,k ≥ Ft

vg ,g
vg ,k+1.

5.B.1.2 Objective

The Objective is max
(
t(v0,0) − t(v f ,0)

)
.
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5.B.2 PLPbacklog
f ,c : A PLP That Computes a Backlog Bound for a Single Flow

The goal of PLPbacklog
f ,c (βc ,dc , zcut

c ) is to find a valid backlog bound for a flow of interest f that belongs

to a class c. By [68, Theorem 4], the objective of this linear program, is a bound on the burstiness of

flow f at the output of node v .

5.B.2.1 Constraints

This linear program contains all the constraints of PLPdelay
f ,c , defined in Section 5.B.1, with the following

changes:

First, for shaping constraints, we should remove the flow of interest f from Fv,u . Specifically, we should

replace Fv,u by Fv,u \ { f }, i.e., the set of flows of class c, carried by the edge e = (v,u), excluding flow of

interest f .

Second, we add the following constraints: Recall that v f is the source of flow of interest f .

- ∀k ∈ [0,dp
(
v f

)
], Ft

v f , f
v0,0 −Ft

v f , f

v f ,k ≤ b f + r f

(
t(v0,0) − t(v f ,k)

)
.

5.B.2.2 Objective

The Objective is max
(
Ft

v f , f
v0,0 −Ftv0, f

v0,0

)
.

5.B.3 FP-PLPc : A PLP That Computes Bounds on The Burstiness of Flows at Cuts

The goal of FP-PLPc (βc ,dc ) is to find valid bounds on the burstiness for flows of class c at cuts, i.e., to

compute valid values for zcut
c . We assume for each node v , a convex, piece-wise linear service curve

(i.e., βc ) and a per-node delay bounds (i.e., dc ) are provided.

Let F cut
c be the set of cut flows of class c. For each flow f ∈ F cut

c , we define a variable x f that represents

the burstiness of the arrival curve of flow f at its source. FP-PLPc is constructed as follows: For each

cut flow f ∈ F cut
c , a fresh set of time and process variables is defined, and all constraints of PLPbacklog

f ,c ,

defined in Section 5.B.2, are added to the set of constraints of FP-PLPc ; The common variables between

constraints of different cut flows are only x f variables. Then, FP-PLPc maximizes the sum of all x f

variables; it is shown that in [68, Theorems 7 and 8], if the solution is bounded, the values of x f in the

solution, are valid bounds on the burstiness of cut flows.

5.B.3.1 Constraints

We define the constraints of FP-PLPc as follows:

• For each fresh flow f ∈ F cut
c (i.e., flow f has an arrival curve γb f ,r f

), we add x f ≤ b f ;

• For each transit flow f ∈ F cut
c (i.e., a flow that is not a fresh flow), we first define a fresh set of time and

process variables, say t and Ft, and we add all constraints of PLPbacklog
f ,c , defined in Section 5.B.2. Also,

the objective of PLPbacklog
f ,c is added as an constraint for x f : x f ≤

(
Ft

v f , f
v0,0 −Ftv0, f

v0,0

)
. Note that for arrival
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curve constraints of a cut flow g ∈ F cut
c , the burstiness b̄g is replaced by the variable xg .

5.B.3.2 Objective

The Objective is max
∑

f ∈F cut
c

x f .
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Part IIIEfficient and Accurate Handling of
Periodic Flows in Time-Sensitive

Networks
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6 Total Flow Analysis For Time-Sensitive
Networks with Periodic Sources

Within time-sensitive networks, a realm profound,

Total Flow Analysis, its insights unbound.

With service curves characterized, nodes unfold,

And affine curves, their stories once told.

Yet periodic flows, a challenge we find,

Affine curves, their bounds left behind.

Enter UPP, the pseudo-periodic grace,

Capturing periodicity, a flawless embrace.

Existing tools, their limitations disclosed,

Many flows and UPP, intractability imposed.

But fear not, for a solution is near,

Finite-Horizon TFA, its path is clear.

Horizons finite, a focused gaze,

Restricting curves, traversing boundless maze.

Cyclic dependencies, their complexities untold,

Finite-Horizon TFA, its power behold.

Numerical wonders, in computations we see,

Bounds improved, where linear curves used to be.

Feasibility maintained, efficiency in sight,

As the method shines, revealing its might.

So let this chapter commence, a journey profound,

Finite-Horizon TFA, its marvels abound.

In time-sensitive networks, bounds refined,

Affine curves surpassed, a new era defined.

Created with ChatGPT, free research preview (version May 24) [141]

So far, we have addressed the service curve characterizations being, in some cases, too simple or non-

existent in previous works. As explained in Section 1.3.1, in addition to service curve characterizations

of network nodes, obtaining end-to-end delay bounds requires knowing arrival curve constraints of

flows at their sources. It is then crucial to find accurate arrival curve constraints for flows, in particular,

for periodic flows that are a common and critical type of traffic in time-sensitive networks. We assume
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that flows are grouped into classes, packets inside one class are processed First-In-First-Out (FIFO) and

classes are isolated using schedulers. The number of bits that flows can generate is limited at sources

by arrival curve constraints and the service offered by a node to a class is characterized by means of a

service curve.

Total Flow Analysis (TFA) [62, 63] obtains end-to-end delay bounds in FIFO networks and can be

applied to per-class networks that are FIFO per class, where a service curve is known at every node

and an arrival curve is known for every flow at the source. When the network is feed-forward, validity

and correctness of TFA are shown with arrival curves and service curves of generic shapes. TFA is

extended to networks with cyclic dependencies by FixPoint-TFA (FP-TFA) [119] and its variants such

as SyncTFA [64], however with the restriction that arrival and service curves should be linear (i.e.,

token-bucket arrival curves and rate-latency service curves). Such a restriction often results in bounds

that are pessimistic as they cannot accurately abstract the arrival model and the service model. For

instance, for periodic flows, common in real-time and time-sensitive networks, a pseudo-periodic

arrival curve, a stair function, exactly captures the periodic behavior of the flow traffic (see Fig. 6.1.1).

As another example, non-convex service curves for schedulers such as Deficit Round-Robin (Chapter 4),

Weighted Round-Robin (Chapter 3), and Credit Base Shaper [162] are known to improve delay bounds

compared to rate-latency ones, as they accurately capture the scheduler’s behavior (see Fig. 6.1.1). For

time-sensitive networks, as in the context of IEEE TSN and IETF DetNet, cyclic dependencies are linked

to certain primary properties, such as improving availability and decreasing reconfiguration effort,

hence they are important and cannot be ignored. However, as of today, methods that analyze networks

with cyclic dependencies are restricted to only linear curves, hence are potentially pessimistic.

Our first step is to generalize the theory of FP-TFA to arrival and service curves of generic shapes, which

provides tighter bounds for networks with cyclic dependencies. Specifically, we present a new version

of FP-TFA, called Generic FP-TFA (GFP-TFA), and prove its validity and correctness for arrival and

service curves with generic shapes (Theorem 6.3). GFP-TFA is not a practical algorithm when there are

many periodic sources, as we explain next; however, it serves as a theoretical reference; furthermore, it

is used as a building block in the main algorithm later presented in this chapter.

Tools such as RTaW [92], Nancy [93], DiscoDNC [94], etc. use infinite precision arithmetic (with rational

numbers) and implement Ultimately Pseudo-Periodic (UPP) curves; UPP curves have a transient part

at the beginning, followed by a periodic pattern. UPP curves are of interest in practice as they have

a finite representation, and moreover, they capture periodic behaviors (see Fig. 6.1.2). For instance,

in the case of periodic flows, UPP curves can accurately describe their periodic arrival curve, and in

the case of service curves, UPP curves can describe non-convexity. However, applying GFP-TFA with

many flows and UPP curves quickly becomes intractable. This is because when aggregating several

UPP curves, the pseudo-period of the aggregate function might become extremely large; moreover, the

required memory to store the aggregate function might explode as the number of segments required to

describe the aggregate function quickly grows (see Fig. 6.2.1). An example where this issue occurs is the

avionic onboard communication system analyzed in [95]. More industrial examples can be found in

Section 7.5.

An attempt to overcome this issue consists in replacing periods by smaller values such that the hyper-

periods remain small, e.g., when aggregating three UPP curves with pseudo-periods equal to 3, 4,

and 8, the hyper-period becomes 24; but, the pseudo-period 3 can be safely replaced by 2 thus the

hyper-period becomes 8. However, this increases the load, hence the bounds, and moreover, it is not

robust: It should be reapplied whenever a change happens, e.g., a period changes or a new periodic

flow is added. Also, if a network is highly loaded, tweaking periods might violate local stability and the
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network analysis fails. This is why, for tractability, TFA is generally applied with linear arrival curves.

In summary, on the one hand, we have UPP curves that provide good bounds, but applying GFP-TFA

with many periodic flows and UPP curves might be practically intractable; on the other hand, we have

linear curves, which are very tractable but provide less good bounds. Authors in [163] show that the

network-calculus delay-computation (i.e., horizontal deviation) only depends on a finite part at the

beginning of the arrival curve and the service curve and not the complete curves. This motivates us to

find a middle point, namely, curves that follow original, UPP curves up to a finite horizon, and beyond

that, follow simpler, linear curves. An Ultimately Affine (UA) curve can exactly capture this: a UA curve

has a transient part at the beginning, followed by a linear curve (see Fig. 6.1.2); working with UA curves

mitigates the description complexity of UPP curves for an aggregate curve (see Fig. 6.2.1). Moreover, as

UA curves are a subset of UPP curves, one can use a UPP implementation to handle UA curves. The

main problem is now how to carefully construct such UA curves, from original, UPP curves and their

linear upper/lower bounds, such that the end-results are not affected, i.e., as good as those obtained

with original, UPP curves.

In order to solve this problem, we propose a second new version of TFA, called Finite Horizon Total

Flow Analysis (FH-TFA), which can be viewed as an efficient, practical replacement for GFP-TFA, and

hence can be applied to networks with cyclic dependencies. The method computes sufficient finite

horizons for every UPP arrival and service curve by adopting the compact domains of [163]. Note that

the results about compact domains in [163] that are presented for a single node do not directly apply to

TFA or FP-TFA; indeed, in a network analysis, arrival curves of flows increase as flows go deeper into

the network, hence the compact domains required for delay computations increase as well. To address

this, FH-TFA first applies FP-TFA using linear curves; this is very fast and provides enough information

to compute sufficient finite horizons. Next, it constructs UA curves where the duration of the transient

part is set to the computed sufficient finite horizons (see Fig. 6.4.1). Last, it applies GFP-TFA with these

UA curves; the complexity is small due to the replacement of UPP curves by UA curves. In the common

case where service curves are super-additive, we prove that FH-TFA produces the very same bounds as

the intractable GFP-TFA (Theorem 6.4). Since FH-TFA is considerably less complex, this provides a

tractable, efficient solution to the analysis of networks with UPP curves.

The contributions of this chapter are as follows:

• We develop and validate FH-TFA, an algorithm that provides delay bounds for deterministic

networks with generic topology, and generic arrival and service curves that are implemented as

UPP or UA curves (Theorem 6.4). In contrast, for networks with cyclic dependencies, existing

versions of TFA are limited to linear arrival and service curves, which may affect the quality of

the delay bounds.

• We develop and validate GFP-TFA, an algorithm that generalizes the theory of existing versions

of TFA (FP-TFA) to arrival curves and service curves of generic shapes, and provides tighter

bounds for networks with generic shapes (Theorem 6.3). GFP-TFA is used to derive a building

block of FH-TFA and to establish the validity of FH-TFA. GFP-TFA is of independent interest, but

in practice applying it with many periodic sources with different periods might be intractable. In

the common case where the service curves are super-additive, FH-TFA produces the very same

bounds as the GFP-TFA (item (2) of Theorem 6.4) but at considerably less complexity.

• FH-TFA always provides valid delay bounds that are guaranteed to be less than or equal to those

obtained by FP-TFA (item (1) of Theorem 6.4).

• FH-TFA is thus the only known method that obtains formally proven delay bounds with TFA,
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and a rate-latency �c,L 2 F that lower bounds it with �c,L(t) =
max (0, c (t� L)).

(f ↵ �d) (t) = f(t + d) (left-shift).

B. Total Flow Analysis (TFA)

Total Flow Analysis (TFA) [5]–[8] is a method for obtaining
worst-case delay and backlog bounds in a FIFO network. In
a network where a service curve is known at every node and
an arrival curve for every flow is known at the source, one
run of TFA returns a valid delay bound at every node and
propagated burstiness for flows. Although TFA is simple and
modular, it takes into account the effect of packetizer and line-
shaping. When the graph induced by flows is feed-forward
(i.e, cycle-free), each node is visited in the topological order,
whereby a delay bound and output burstiness bounds of flows
are computed; output burstiness of flows are used as an input
by the following nodes. If the graph induced by flows has
cyclic dependencies, a topological order cannot be defined;
instead an iterative method is used and a fixpoint is computed
[7], [8]. The method in [7], called FP-TFA, requires to first
make some artificial cuts in the induced graph in order to
create a feed-forward network. It then computes estimated
burstiness of flows at cuts and iterates. It is shown that, if
the iteration converges, the obtained fixpoint is a valid bound
on the burstiness of flows at cuts, and the network is stable.
Other versions of TFA that do not make cuts are presented
in [8], where it is shown that they are equivalent to FP-
TFA, i.e., they provide the same bounds and stability regions
[8]. For networks with cyclic dependencies, all versions of
TFA assume only token-bucket arrival curves and rate-latency
service curves, and the validity of the results are shown with
these assumptions. In Section IV, we provide a new version
of FP-TFA, called Generic FP-TFA (GFP-TFA), that can be
applied with any arrival curves and service curves of generic
shapes, including UPP and UA ones. When arrival curve are
token-bucket and service curves are rate-latency, GFP-TFA is
essentially the same as FP-TFA.

C. Compact Domains for Delay Computation

It has been observed in [15] that, for some systems, the
computation of the delay bounds does not require to handle
the full function (i.e., all values of the function for all time
t in [0, +1)), but only its values on a finite prefix domain.
However, the theory in [15] lacks a proof that computation
in such compact domains does not affect the accuracy of

the end-results. The challenge consists in computing in each
node a value h such that the computation on the compact
domain [0, h] is sufficient to get accurate result on this node
but also on the next ones along the flow path. The intuition
is the following: Consider a flow that traverses two nodes in
sequence. Assume that the first node (resp. the second node)
requires that the arrival curve of the flow at the input of the
node is accurate in [0, h] (resp. [0, h0]). As the arrival curve
of the flow increases along the path and some information
is lost at propagation, arrival curve of the flow at the input
of the first node should be accurate for some [0, h00] where
h00 > max(h, h0) is large enough.

Authors in [22] derive compact domains where they prove
that the accuracy of the end-results are not affected; their
results and proofs only hold for input/output relations in
acyclic network of the Greedy-Processing Component (GPC),
used in Real-Time Calculus (RTC).

Authors in [16] derive such compact domains, in a more
general context. They show that, at a single node where an
arrival curve and a service curve are known, network calculus
operations, including delay computations, can be restricted
to finite domains without affecting the end-results. Here, we
rewrite one of their findings that we use in the paper, using
our notation:

Theorem 1 (Theorem 4 of [16]). Consider a flow constrained
by an arrival curve ↵ that traverse a node that offers a super-
additive service curve �. Let ↵0 and ↵00 be a lower bound and
upper bound, respectively, for ↵, i.e., ↵0  ↵  ↵00. Also, let
�0 and �00 be an upper bound and lower bound, respectively,
for �, i.e., �00  �  �0. Define

h↵ def
= max (u, v) and h� def

= max (u + D00, v) (1)

with

D0 = hDev (↵0,�0) (2)
B0 = vDev (↵0,�0) (3)
u = sup

t�0
{↵00(t) � �00(t + D0)} (4)

v = sup
t�0

{↵00(t) � �00(t) + B0} (5)

D00 = hDev (↵00,�00) (6)

Then, the horizontal deviation hDev(↵,�) and the vertical
deviation vDev(↵,�) depend only on the values of ↵(t) for
t 2 [0, h↵] and �(t) for t 2

⇥
0, h�

⇤
(see Section II-A2 for

definitions of super-additive service curve, hDev and vDev.)

Note that in the above, ↵00 and �00 are valid, safe arrival
curve and service curve, respectively; however, ↵0 and �0

are unsafe arrival curve and service curve, respectively. Note
that the method requires that service curves are super-additive
(see Section II-A2). Authors in [16] also find such compact
domains for min-plus deconvolution, and explain how to
integrate such compact domains with Pay-Burst-Only-Once
(PBOO) [14] and Pay-Multiplexing-Only-Once (PMOO) [14]
principles in sink-tree networks with arbitrary multiplexing.
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and a rate-latency �c,L 2 F that lower bounds it with �c,L(t) =
max (0, c (t� L)).

(f ↵ �d) (t) = f(t + d) (left-shift).

B. Total Flow Analysis (TFA)

Total Flow Analysis (TFA) [5]–[8] is a method for obtaining
worst-case delay and backlog bounds in a FIFO network. In
a network where a service curve is known at every node and
an arrival curve for every flow is known at the source, one
run of TFA returns a valid delay bound at every node and
propagated burstiness for flows. Although TFA is simple and
modular, it takes into account the effect of packetizer and line-
shaping. When the graph induced by flows is feed-forward
(i.e, cycle-free), each node is visited in the topological order,
whereby a delay bound and output burstiness bounds of flows
are computed; output burstiness of flows are used as an input
by the following nodes. If the graph induced by flows has
cyclic dependencies, a topological order cannot be defined;
instead an iterative method is used and a fixpoint is computed
[7], [8]. The method in [7], called FP-TFA, requires to first
make some artificial cuts in the induced graph in order to
create a feed-forward network. It then computes estimated
burstiness of flows at cuts and iterates. It is shown that, if
the iteration converges, the obtained fixpoint is a valid bound
on the burstiness of flows at cuts, and the network is stable.
Other versions of TFA that do not make cuts are presented
in [8], where it is shown that they are equivalent to FP-
TFA, i.e., they provide the same bounds and stability regions
[8]. For networks with cyclic dependencies, all versions of
TFA assume only token-bucket arrival curves and rate-latency
service curves, and the validity of the results are shown with
these assumptions. In Section IV, we provide a new version
of FP-TFA, called Generic FP-TFA (GFP-TFA), that can be
applied with any arrival curves and service curves of generic
shapes, including UPP and UA ones. When arrival curve are
token-bucket and service curves are rate-latency, GFP-TFA is
essentially the same as FP-TFA.

C. Compact Domains for Delay Computation

It has been observed in [15] that, for some systems, the
computation of the delay bounds does not require to handle
the full function (i.e., all values of the function for all time
t in [0, +1)), but only its values on a finite prefix domain.
However, the theory in [15] lacks a proof that computation
in such compact domains does not affect the accuracy of

the end-results. The challenge consists in computing in each
node a value h such that the computation on the compact
domain [0, h] is sufficient to get accurate result on this node
but also on the next ones along the flow path. The intuition
is the following: Consider a flow that traverses two nodes in
sequence. Assume that the first node (resp. the second node)
requires that the arrival curve of the flow at the input of the
node is accurate in [0, h] (resp. [0, h0]). As the arrival curve
of the flow increases along the path and some information
is lost at propagation, arrival curve of the flow at the input
of the first node should be accurate for some [0, h00] where
h00 > max(h, h0) is large enough.

Authors in [22] derive compact domains where they prove
that the accuracy of the end-results are not affected; their
results and proofs only hold for input/output relations in
acyclic network of the Greedy-Processing Component (GPC),
used in Real-Time Calculus (RTC).

Authors in [16] derive such compact domains, in a more
general context. They show that, at a single node where an
arrival curve and a service curve are known, network calculus
operations, including delay computations, can be restricted
to finite domains without affecting the end-results. Here, we
rewrite one of their findings that we use in the paper, using
our notation:

Theorem 1 (Theorem 4 of [16]). Consider a flow constrained
by an arrival curve ↵ that traverse a node that offers a super-
additive service curve �. Let ↵0 and ↵00 be a lower bound and
upper bound, respectively, for ↵, i.e., ↵0  ↵  ↵00. Also, let
�0 and �00 be an upper bound and lower bound, respectively,
for �, i.e., �00  �  �0. Define

h↵ def
= max (u, v) and h� def

= max (u + D00, v) (1)

with

D0 = hDev (↵0,�0) (2)
B0 = vDev (↵0,�0) (3)
u = sup

t�0
{↵00(t) � �00(t + D0)} (4)

v = sup
t�0

{↵00(t) � �00(t) + B0} (5)

D00 = hDev (↵00,�00) (6)

Then, the horizontal deviation hDev(↵,�) and the vertical
deviation vDev(↵,�) depend only on the values of ↵(t) for
t 2 [0, h↵] and �(t) for t 2

⇥
0, h�

⇤
(see Section II-A2 for

definitions of super-additive service curve, hDev and vDev.)

Note that in the above, ↵00 and �00 are valid, safe arrival
curve and service curve, respectively; however, ↵0 and �0

are unsafe arrival curve and service curve, respectively. Note
that the method requires that service curves are super-additive
(see Section II-A2). Authors in [16] also find such compact
domains for min-plus deconvolution, and explain how to
integrate such compact domains with Pay-Burst-Only-Once
(PBOO) [14] and Pay-Multiplexing-Only-Once (PMOO) [14]
principles in sink-tree networks with arbitrary multiplexing.

Figure 6.1.1: Left: the stair function νb,p ∈F defined for t ≥ 0 by νb,p (t ) = b
⌈

t
p

⌉
and token-bucket

function γr,b ∈F defined for t > 0 by γr,b(t) = b + r t and for t = 0 by γr,b(0) = 0 (in the figure, we
have r = b

p ). Right: a non-convex service curve and a rate-latency βR,L ∈F that lower bounds it with
βR,L(t ) = max(0,R (t −L)).

and can handle many periodic sources with different periods.

We give a numerical application to real, industrial cases provided by industrial partners of RTaW, a

leading company in Ethernet TSN design, performance evaluation and automated configuration tools;

these examples are anonymized and slightly changed. We observe the following:

• GFP-TFA with UPP curves cannot be applied to any of the examples we tested, as it produces a

memory size error.

• In contrast, FH-TFA with UPP curves applies and remains tractable in all examples we tested,

even in a very large, industrial network with cyclic dependencies and many periodic flows.

• Bounds obtained with FH-TFA and UPP curves (recall that they are the same as would be

obtained with GFP-TFA) are considerably less than those obtained with linear approximations

of the UPP curves.

The rest of the chapter is organized as follows. In Section 6.1, we give the necessary background and

state-of-the-art. In Section 6.2, we describe the problem definition, the system model, the network

under study, and the resulting graph. In Section 6.3, we describe GFP-TFA, a theoretical solution to

the problem at hand. In Section 6.4, we describe FH-TFA, a practical solution to the problem at hand.

In Section 6.6, we present proofs of theorems. In Section 6.5, we apply FH-TFA to some industrial

networks, and we give the obtained delay bounds and run-times. In Section 6.7, we conclude the

chapter. A summary of notation and symbols used in this chapter are given in Section 6.8.

6.1 Background and Related Works

6.1.1 Family of Functions and Operators

In this section, we define UPP and UA functions, and explain how to represent such functions with a

finite amount of information.
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Fig. 1: Function f , a UPP curve with a representation
([s1, s2, s3, s4] , T, p, I) where [s1, s2, s3, s4] are the 4 affine
segments in [0, T + p), T is the rank (size of the tran-
sient part), p is the pseudo-period, and I is the increment.
Values outside this interval can be computed on demand by
8t > T, f(t + kp) = f(t) + kI .

transient part T

slope r
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Fig. 2: Function f , a UA curve with a representation
([s1, s2, s3] , T, p, I) where [s1, s2, s3] are the 3 affine seg-
ments in [0, T ), T is the rank, b and r are the burst and
the slope of the linear part with 8t > T, f(t) = b+ r(t�T ).

minimal set, i.e., at each ti, there is either a discontinuity or
a change of slope (see Fig. 1).

The tuple (S, T, r, b) is a finite representation for a UA
function f ,; S is defined in a similar manner as UPP functions
with sk+1 = T , and f(t) = b+r(t�T ) for t � T (see Fig. 2).

It is shown that UPP (resp. UA) functions are closed
under addition, subtraction, min-plus convolution, min-plus
deconvolution (defined in Section II-A2), minimum and max-
imum of two functions [17]. Moreover, such operations are
automated in tools such as RealTime-at-Work (RTaW) [12],
Nancy [13], and DiscoDNC [14]; these interpreters provides
efficient implementations of min-plus convolution, min-plus
deconvolution, non-decreasing closure, horizontal deviation,
the composition of two functions, and a maximum and min-
imum of functions. All computations use infinite precision
arithmetic (with rational numbers), and functions are repre-
sented as UPP or UA functions. Other network calculus tools
also implements UPP and UA functions [17]–[19].

2) Network Calculus Background: We say that a flow has
↵ 2 F as arrival curve if the number of bits generated by this
flow for any s  t is upper bounded by ↵(t � s). An arrival
curve ↵ can always be assumed to be sub-additive, i.e., to
satisfy ↵(s+ t)  ↵(s)+↵(t) for all s, t. Otherwise it can be
replaced by its sub-additive closure [20]. A periodic flow that
sends up to b bits every p time units has, as arrival curve, the
stair function, defined by ⌫p,b(t) = b

l
t
p

m
; it is UPP. Another

frequently used arrival curve is the token-bucket function ↵ =

�r,b
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Fig. 3: Left: the stair function ⌫b,p 2 F defined for t � 0 by
⌫b,p(t) = b

l
t
p

m
and token-bucket function �r,b 2 F defined for

t > 0 by �r,b(t) = b + rt and for t = 0 by �r,b(0) = 0. Right:
a non-convex service curve and a rate-latency �c,L 2 F that
lower bounds it with �c,L(t) = max (0, c (t� L)).

�r,b, with rate r and burst b, defined by �r,b(t) = rt + b for
t > 0 and �r,b(t) = 0 for t = 0; it is UA (see Fig. 3). Both
of these arrival curves are sub-additive.

Consider a system and a flow through the system. We say
that a system offers a strict service curve � 2 F to the flow
if the number of bits of the flow output by the system in any
backlogged interval (s, t] is at least �(t� s). A strict service
curve is a special case of service curves; the exact definition
of a non-strict service curve (known as minimum or min-plus
minimal service curve) can be found in [2, Section 5.2]. A
strict service curve � can be always assumed to be super-
additive (i.e., to satisfy �(s + t) � �(s) + �(t) for all s, t),
otherwise, it can be replaced by its super-additive closure
[2]. Service curves of schedulers such as Deficit Round-
Robin [9], Weighted Round-Robin, and Interleaved Weighted
Round-Robin [21] are strict hence super-additive. Non-strict
service curves are often super-additive but not always. Service
curves of Credit-Based Shapers [11] and Non-Preemptive
Static Priority [2] are not strict, however, it can be shown that
in the common cases they are super-additive. A frequently
used service curve is the rate-latency function �c,L 2 F , with
rate c and latency L, defined by �c,L(t) = c[t � L]+, where
we use the notation [x]+ = max {x, 0} (see Fig. 3); it is UA
and super-additive.

Assume that a flow, constrained by an arrival curve ↵, tra-
verses a FIFO system that offers a service curve �. The delay
of the flow is upper bounded by the horizontal deviation de-
fined by hDev(↵,�) = supt�0{inf{d � 0|↵(t)  �(t + d)}}.
The backlog for the flow is upper-bounded by the vertical
deviation defined by vDev(↵,�) = supt�0{↵(t)� �(t)}.

For f, g 2 F , the min-plus convolution is defined by
(f ⌦ g)(t) = inf0st{f(t � s) + g(s)} and the min-plus
deconvolution by (f↵g)(t) = sups�0{f(t+s)�g(s)} [1], [2],
[22]. Pure delay function �d(t) = 0 for t  d and �d(t) =1
for t > d; it is UA (with the slope equal to 1). We will use
(f ↵ �d) (t) = f(t + d), i.e., shifts f by d in to the left.

B. Total Flow Analysis (TFA)

Total Flow Analysis (TFA) [5]–[8] is a method to conduct
worst-case analysis in a FIFO network. In a network where a
service curve is known at every node and an arrival curve for
every flow is known at the source, one run of TFA returns a

3
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ments in [0, T ), T is the rank, b and r are the burst and
the slope of the linear part with 8t > T, f(t) = b+ r(t�T ).

minimal set, i.e., at each ti, there is either a discontinuity or
a change of slope (see Fig. 1).

The tuple (S, T, r, b) is a finite representation for a UA
function f ,; S is defined in a similar manner as UPP functions
with sk+1 = T , and f(t) = b+r(t�T ) for t � T (see Fig. 2).

It is shown that UPP (resp. UA) functions are closed
under addition, subtraction, min-plus convolution, min-plus
deconvolution (defined in Section II-A2), minimum and max-
imum of two functions [17]. Moreover, such operations are
automated in tools such as RealTime-at-Work (RTaW) [12],
Nancy [13], and DiscoDNC [14]; these interpreters provides
efficient implementations of min-plus convolution, min-plus
deconvolution, non-decreasing closure, horizontal deviation,
the composition of two functions, and a maximum and min-
imum of functions. All computations use infinite precision
arithmetic (with rational numbers), and functions are repre-
sented as UPP or UA functions. Other network calculus tools
also implements UPP and UA functions [17]–[19].

2) Network Calculus Background: We say that a flow has
↵ 2 F as arrival curve if the number of bits generated by this
flow for any s  t is upper bounded by ↵(t � s). An arrival
curve ↵ can always be assumed to be sub-additive, i.e., to
satisfy ↵(s+ t)  ↵(s)+↵(t) for all s, t. Otherwise it can be
replaced by its sub-additive closure [20]. A periodic flow that
sends up to b bits every p time units has, as arrival curve, the
stair function, defined by ⌫p,b(t) = b
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Fig. 3: Left: the stair function ⌫b,p 2 F defined for t � 0 by
⌫b,p(t) = b
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and token-bucket function �r,b 2 F defined for

t > 0 by �r,b(t) = b + rt and for t = 0 by �r,b(0) = 0. Right:
a non-convex service curve and a rate-latency �c,L 2 F that
lower bounds it with �c,L(t) = max (0, c (t� L)).

�r,b, with rate r and burst b, defined by �r,b(t) = rt + b for
t > 0 and �r,b(t) = 0 for t = 0; it is UA (see Fig. 3). Both
of these arrival curves are sub-additive.

Consider a system and a flow through the system. We say
that a system offers a strict service curve � 2 F to the flow
if the number of bits of the flow output by the system in any
backlogged interval (s, t] is at least �(t� s). A strict service
curve is a special case of service curves; the exact definition
of a non-strict service curve (known as minimum or min-plus
minimal service curve) can be found in [2, Section 5.2]. A
strict service curve � can be always assumed to be super-
additive (i.e., to satisfy �(s + t) � �(s) + �(t) for all s, t),
otherwise, it can be replaced by its super-additive closure
[2]. Service curves of schedulers such as Deficit Round-
Robin [9], Weighted Round-Robin, and Interleaved Weighted
Round-Robin [21] are strict hence super-additive. Non-strict
service curves are often super-additive but not always. Service
curves of Credit-Based Shapers [11] and Non-Preemptive
Static Priority [2] are not strict, however, it can be shown that
in the common cases they are super-additive. A frequently
used service curve is the rate-latency function �c,L 2 F , with
rate c and latency L, defined by �c,L(t) = c[t � L]+, where
we use the notation [x]+ = max {x, 0} (see Fig. 3); it is UA
and super-additive.

Assume that a flow, constrained by an arrival curve ↵, tra-
verses a FIFO system that offers a service curve �. The delay
of the flow is upper bounded by the horizontal deviation de-
fined by hDev(↵,�) = supt�0{inf{d � 0|↵(t)  �(t + d)}}.
The backlog for the flow is upper-bounded by the vertical
deviation defined by vDev(↵,�) = supt�0{↵(t)� �(t)}.

For f, g 2 F , the min-plus convolution is defined by
(f ⌦ g)(t) = inf0st{f(t � s) + g(s)} and the min-plus
deconvolution by (f↵g)(t) = sups�0{f(t+s)�g(s)} [1], [2],
[22]. Pure delay function �d(t) = 0 for t  d and �d(t) =1
for t > d; it is UA (with the slope equal to 1). We will use
(f ↵ �d) (t) = f(t + d), i.e., shifts f by d in to the left.

B. Total Flow Analysis (TFA)

Total Flow Analysis (TFA) [5]–[8] is a method to conduct
worst-case analysis in a FIFO network. In a network where a
service curve is known at every node and an arrival curve for
every flow is known at the source, one run of TFA returns a

3
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Figure 6.1.2: Left: Function f , a UPP curve with a representation
(
[s1, s2, s3, s4] ,T, p, I

)
where

[s1, s2, s3, s4] are the 4 affine segments in [0, T +p), T is the rank (size of the transient part), p is the
pseudo-period, and I is the increment. Values outside this interval can be computed on demand by
∀t > T, f (t +kp) = f (t )+kI . Right: Function f , a UA curve with a representation

(
[s1, s2, s3] ,T, p, I

)
where [s1, s2, s3] are the 3 affine segments in [0, T ), T is the rank, b and r are the burst and the slope
of the linear part with ∀t ≥ T, f (t ) = b + r (t −T ).

6.1.1.1 UPP and UA Curves

We follow the terminology in [164, Definition 1]. Let F piece-wise-linear denote the set of piece-wise linear

and wide-sense increasing functions f :Q+ 7→Q+∪ {+∞} whereQ+ is the set of non-negative rational

numbers. For f ∈F piece-wise-linear:

• f is Ultimately Affine (UA) if there exist T,r,b ∈Q+ such that for all t ≥ T, f (t ) = r (t −T )+b; T is

called a rank of function f , and the smallest possible value for T is the rank of the function; r

and b are called the rate and the burst of the linear part (see Fig. 6.1.2).

• f is Ultimately Pseudo-Periodic (UPP) if there exist T, I ∈Q+ and p ∈Q+ \ {0} such that ∀t > T

and every non-negative integer k, f (t +kp) = f (t)+kI ; p is called a pseudo-period and I is

called an increment (see Fig. 6.1.2).

The tuple
(
S,T, p, I

)
is a finite representation for a UPP function f : S represents values of f in the

interval [0,T +p), then values of f beyond this interval can be computed using S, pseudo-period p, and

increment I . S is defined as follows: S = [s1, . . . , sk ] is a list of affine segments where for i ∈ [0,k], si =(
ti , ti+1, f (ti ), f (ti+), f (ti+1−)

)
such that ∀t ∈]ti , ti+1[, f (t ) is the affine function that connects points(

ti , f (ti+)
)

and
(
ti+1, f (ti+1−)

)
, with f (t+) = limϵ→0 f (t +ϵ) and f (t−) = limϵ→0 f (t −ϵ). We require

that (1) t1 = 0, (2) there exists i0 where ti0 = T , and (3) tk < T +p and tk+1 = T +p. We assume that S is

the minimal set, i.e., at each ti , there is either a discontinuity or a change of slope (see Fig. 6.1.2).

The tuple (S,T,r,b) is a finite representation for a UA function f ; S is defined in a similar manner as

UPP functions with tk+1 = T , and ∀t ≥ T, f (t ) = b + r (t −T ) (see Fig. 6.1.2).

It is shown that UPP (resp. UA) functions are closed under addition, subtraction, min-plus convolution,

min-plus deconvolution (see (2.5) and (2.9) for definitions), minimum and maximum of two func-

tions [164]. Moreover, such operations are automated in tools such as RealTime-at-Work (RTaW) [92],

Nancy [93], DiscoDNC [94], and etc. [164, 165, 166]; these interpreters provide efficient implementa-

tions of min-plus convolution, min-plus deconvolution, horizontal deviation, and a maximum and
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minimum of functions. All computations use infinite precision arithmetic (with rational numbers),

and functions are represented as UPP or UA functions.

6.1.2 FixPoint Total Flow Analysis (FP-TFA)

Total Flow Analysis (TFA) [62, 63, 64, 119] is a method for obtaining worst-case delay and backlog

bounds in a FIFO network. In a network where a service curve is known at every node and an arrival

curve for every flow is known at the source, one run of TFA returns a valid delay bound at every node

and propagated burstiness for flows. Although TFA is simple and modular, it takes into account the

effect of packetizer and line-shaping. When the graph induced by flows is feed-forward (i.e, cycle-free),

each node is visited in the topological order, whereby a delay bound and output burstiness bounds of

flows are computed; output burstiness of flows are used as an input by the following nodes. If the graph

induced by flows has cyclic dependencies, a topological order cannot be defined; instead, an iterative

method is used and a fixpoint is computed [64, 119]. The method in [119], called FP-TFA, requires

first making some artificial cuts in the induced graph in order to create a feed-forward network. It

then computes the estimated burstiness of flows at cuts and iterates. It is shown that, if the iteration

converges, the obtained fixpoint is a valid bound on the burstiness of flows at cuts, and the network is

stable. Other versions of TFA that do not make cuts are presented in [64], where it is shown that they

are equivalent to FP-TFA, i.e., they provide the same bounds and stability regions [64]. For networks

with cyclic dependencies, all versions of TFA assume only token-bucket arrival curves and rate-latency

service curves, and the validity of the results is shown with these assumptions. In Section 6.3, we

provide a new version of FP-TFA, called Generic FP-TFA (GFP-TFA), that can be applied with any arrival

curves and service curves of generic shapes, including UPP and UA ones. When arrival curves are

token-bucket and service curves are rate-latency, GFP-TFA is essentially the same as FP-TFA.

6.1.3 Compact Domains for Delay Computation

It has been observed in [95] that, for some systems, the computation of the delay bounds does not

require handling the full function (i.e., all values of the function for all time t in [0,+∞)), but only

its values on a finite prefix domain. However, the theory in [95] lacks a proof that computation in

such compact domains does not affect the accuracy of the end-results. The challenge consists in

computing in each node a value h such that the computation on the compact domain [0,h] is sufficient

to get accurate results on this node but also on the next ones along the flow path. The intuition is the

following: Consider a flow that traverses two nodes in sequence. Assume that the first node (resp. the

second node) requires that the arrival curve of the flow at the input of the node is accurate in [0,h]

(resp. [0,h′]). As the arrival curve of the flow increases along the path and some information is lost at

propagation, the arrival curve of the flow at the input of the first node should be accurate for some

[0,h′′] where h′′ > max(h,h′) is large enough.

Authors in [167] derive compact domains where they prove that the accuracy of the end-results is

not affected; their results and proofs only hold for input/output relations in acyclic networks of the

Greedy-Processing Component (GPC), used in Real-Time Calculus (RTC).

Authors in [163] derive such compact domains, in a more general context. They show that, at a single

node where an arrival curve and a service curve are known, network calculus operations, including

delay computations, can be restricted to finite domains without affecting the end-results. Here, we

rewrite one of their findings that we use in the chapter, using our notation:
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Theorem 6.1 (Theorem 4 of [163]). Consider a flow constrained by an arrival curve α that traverses

a node that offers a super-additive service curve β. Let α′ and α′′ be a lower bound and upper bound,

respectively, for α, i.e., α′ ≤α≤α′′. Also, let β′ and β′′ be an upper bound and lower bound, respectively,

for β, i.e., β′′ ≤β≤β′. Define

hα
def= max(u, v) and hβ

def= max
(
u +D ′′, v

)
(6.1)

with

D ′ = hDev
(
α′,β′) (6.2)

B ′ = vDev
(
α′,β′) (6.3)

u = sup
t≥0

{α′′(t ) ≥β′′(t +D ′)} (6.4)

v = sup
t≥0

{α′′(t ) ≥β′′(t )+B ′} (6.5)

D ′′ = hDev
(
α′′,β′′) (6.6)

Then, the horizontal deviation hDev
(
α,β

)
and the vertical deviation vDev

(
α,β

)
depend only on the

values of α(t) for t ∈ [0,hα] and β(t) for t ∈ [
0,hβ

]
(see Section 2.1.1.4 for definition of super-additive

service curve, see definitions 2.1 and 2.2 for hDev and vDev.)

Note that in the above, α′′ and β′′ are valid, safe arrival curve and service curve, respectively; however,

α′ and β′ are unsafe arrival curve and service curve, respectively. Note that the method requires that

service curves are super-additive (see Section 2.1.1.4). Authors in [163] also find such compact domains

for min-plus deconvolution, and explain how to integrate such compact domains with Pay Burst Only

Once (PBOO) [94] and Pay Multiplexing Only Once (PMOO) [94] principles in sink-tree networks with

arbitrary multiplexing. Later, authors in [168], generalize the work of [167], using the findings of [163],

to be independent of GPC’s operational semantics. Lastly, authors in [40, Prop. 5.13] provide looser

bounds than those of Theorem 6.1.

6.2 System Model

We consider a packet-switched network. We assume that flows are grouped into static classes, and

packets inside a class are processed First-In-First-Out (FIFO). Every device represents switches or

routers and consists of input ports, output ports, and a switching fabric. Each packet enters a device via

an input port and is stored in a packetizer. A packetizer releases a packet only when the entire packet

is received. Then, the packet goes through a switching fabric. Then, the packet, based on its class, is

either queued in a FIFO-per-class queue or exits the network via a terminal port.

In the rest of the chapter, we focus on one class of interest. We assume that the service offered to the

aggregate of all flows that use some output port, say n, from the exit of the packetizer (on an input port)

to the transmission line fed by output port n can be modeled with a service curve βUPP
n , where βUPP

n is

a UPP function (see Section 6.1.1). Let cn denote the transmission rate of the line fed by output port n.

Each flow f of the class of interest is constrained at source by an arrival curve α0,UPP
f , where α0,UPP

f is

a UPP function (see Figure 6.1.1). In the case of periodic flows, arrival curves are stair functions (see

Fig. 6.1.1). We assume that α0,UPP
f (0+) ≥ l max, where f (t+) = limϵ←0 f (t +ϵ). Also, flows are statically

assigned to a path, and let path( f ) denote a sequence of nodes in the path of flow f . Let flows( f )
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Figure 6.2.1: We consider a single node that offers a rate-latency service curve βc,L with c = 1Gb/s
and L = 16µs. We assume 6 fresh, periodic flows that are constrained by stair function νp,b with
p ∈ {2,4,5,10,33,100}ms and b ∈ {3,3,3,10,30,3}∗100bytes. The aggregated arrival curve has the
pseudo-period equal to 3300 and moreover, 2020 segments are required to represent it; here we only
plot values in [0,100]. Whereas, only 13 segments are required to represent the UA curve computed
using our method. The sufficient horizon in this example is 16.37.

denote the set of flows at node n.

We assume that the network is locally stable, i.e., the aggregate long-term arrival rate to each output

port is strictly less than the long-term service rate.

The graph G = (N ,E ) induced by flows is the directed graph defined as follows: 1) Let N denote the

subset of all non-terminal output ports used by at least one flow. 2) The directed edge e = (n,n′) ∈ E

exists if there is at least one flow that traverses n and n′ in this order. We say that G has a cyclic

dependency if it contains at least one cycle. Let E cut ⊆ E be a cut such that artificially removing

the edges in E cut creates a feed-forward graph. Such cuts can be obtained by any traversal graph

algorithm [160]. Without loss of generality, output ports are labeled in a topological order of the cut

graph, starting from output ports at the edges. Such topological orders exist as the cut network is

feed-forward.

Problem Statement: The first problem is to provide, and prove the validity of, a new version of TFA that

handles arrival and service curves of generic shapes in networks with generic topologies. The second

problem is to apply the concept of the sufficient horizon and obtain a new version of TFA for generic

topologies that remains tractable with many UPP curves.

6.3 GFP-TFA: A New Version of FP-TFA That Handles Arrival Curves

and Service Curves of Generic Shapes

In this section, we present GFP-TFA, an adaptation of FP-TFA, that can be applied with arrival curves

and service curves of generic shapes. GFP-TFA is an algorithm that exactly solves the problem (see

Section 6.2), but, GFP-TFA has high computational complexity and in practice, applying GFP-TFA with
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many UPP curves might be intractable. However, it serves as a theoretical reference, and it is used as a

building block in the main algorithm, FH-TFA, presented in Section 6.4.

FP-TFA assumes that arrival curves are token-bucket, then only the burst of arrival curves increases

along the path, called propagated burstiness, and the rate remains unchanged; thus, one of the variables

that FP-TFA iterates on is the propagated burstiness. However, for arrival curves of generic shapes,

propagated burstiness is not defined. To address this, in GFP-TFA, we replace propagated burstiness by

delay-jitter bound from the source to the point of interest (variable τ): This is because an arrival curve

for a flow at the point of interest is the one at the source, shifted to the left by a delay-jitter bound from

the source to the point of interest; unlike propagated burstiness, this result holds for arrival curves of

the generic shapes, thus GFP-TFA can be applied with any types of arrival curves. Also, FP-TFA uses a

result on the effect of packetizer that is only expressed for token-bucket arrival curves, and needs to be

adapted for arrival curves of generic shapes. We do this adaption in Theorem 6.2. The transformation

of FP-TFA into GFP-TFA is otherwise straightforward, but for the sake of completeness, we describe

GFP-TFA in details. The validity of GFP-TFA, which is less straightforward, is given in Theorem 6.3.

Recall that, as explained in Section 6.1.2, FP-TFA first cuts the network and analyzes the resulting

cut network, which is feed-forward, and iterates on propagated burstiness at cuts until a fix-point is

reached. We follow the same structure, with some adaptations.

6.3.1 FF-TFA: TFA for Feed-Forward Networks

FF-TFA is a building block of GFP-TFA. It applies to the feed-forward network obtained after removing

a cutset and is described in Algorithm 6.1. It takes as input the collection α0 of arrival curves of all flows

at the sources, the collection β of service curves of all nodes, the cutset E cut, and a collection τcut of

delay-jitter bounds from source to cut for every flow that is cut. It outputs a collection d of per-node

delay bounds and a collection τ of delay-jitter bounds for every flow from its source to each node in its

path.

The delay-jitter bound for every flow f at every node in its path is initialized to zero (line 1); for a flow

at a cut, it is initialized to the corresponding value in τcut (lines 2-4). Then, nodes are visited in the

topological order of the cut network; an aggregate arrival curve at the input of node n is computed

(lines 5-6) by using the function aggregateArrivalCurven defined at line 13. This function implements

the effect of line shaping (line 19) and packetizer (line 21). Line shaping [42, 156] addresses the fact

that when some flows are known to arrive from the same link (i.e., carried by the same edge), a better

arrival curve can be computed for the aggregate of flows; specifically, for an edge e, αe , an aggregate

arrival curve for flows carried by edge e, can be replaced by αe ⊗γce ,0 where ce is the maximum link

speed of the edge e. For the packetizer (see Section 6.2), [119] studies the effect of packetizer when the

aggregate flow is constrained by a token-bucket arrival; here we present a minor adaptation of [119,

Theorem 1] that applies to arrival curves of generic shapes.

Theorem 6.2 (Output Arrival Curve at the Output of Packetizer). Consider a packetizer that is placed on

a transmission line with a fixed rate c, and assume that it serves an aggregate flow, constrained by an

arrival curve α; also, let l max be the maximum packet size of the aggregate flow. Then, α⊘δ lmax
c

, is an

arrival curve for the aggregate flow at the output of the packetizer. Function δd is defined in Table 6.8.1.

The proof is in Section 6.6.1. Note that α⊘δ lmax
c

is equal to α shifted to left by l max

c , i.e., (α⊘δ l max
c

)(t ) =
α(t + l max

c ).
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Combining αn , an arrival curve for the aggregate of flows at the input of node n with βn , the service

curve offered by node n, the improved network calculus delay bound is computed as in [169] (line 8):

When an output port is followed by a transmission line, authors in [169, Theorem 5] find delay bounds

that improve on the classical network calculus result (which is equal to the horizontal deviation between

the arrival and the service curve, i.e., hDev
(
αn ,βn

)
); this is implemented in line 8. Then, the delay-jitter

of node n is added for flows at successors of node n (lines 9-11); note that a delay-jitter at node n is

obtained by the subtraction of the worst-case and best-case delay bound at a node, i.e., subtraction of

dn and the transmission time of a packet of minimum size.

6.3.2 GFP-TFA

GFP-TFA is described in Algorithm 6.2: It takes as input α0, a collection of arrival curves for each flow

at the source, β, a collection of service curves offered by each node, and a cutset E cut such that the cut

network is feed-forward. In lines 1-7, it first computes τ̄cut, a collection of valid delay-jitter bounds from

the sources to the cuts for every flow at cuts. It initializes delay-jitter bounds from the source to the cut

to zero for every flow at the cut (line 2). It then iteratively calls FF-TFA, described in Algorithm 6.1, to

compute new values for delay-jitter bounds of flows from source to cut. Note that since the initial values

of τ̄cut are 0, the scheme is monotonically non-decreasing, and thus either converges or goes to ∞. To

force termination, the values are rounded up to an integer number of a chosen time resolution ∆ (this

is similar to rounding of burstiness to an integer number of bits in the original version of FP-TFA); then

the iteration stops either when τ̄cut becomes stationary, or reaches a very large value called “infinite".

Then, if τ̄cut is finite, FF-TFA is called one last time, and hence a collection of valid, finite delay bounds

at each node and a collection of valid, finite delay-jitter bounds for every flow from the source to each

node in its path are obtained (because the cut network is feed-forward and locally stable). Otherwise, if

the obtained τ̄cut bounds are infinite, GFP-TFA returns infinite bounds; in this case, the network might

or might not be stable.

Theorem 6.3 (Validity of GFP-TFA). Consider a FIFO network, as described in Section 6.2, and apply

Algorithm 6.2. Then,
(
d̄ , τ̄

)
are upper bounds on per node delay and per-flow jitter.

The proof is in Section 6.6.2. Note that if the original network is feed-forward, the cutset E cut is empty

and GFP-TFA applies FF-TFA only once. When arrival curves α0
f of every flow f at the source are

token-bucket and service curves βn offered by every node n are rate-latency, GFP-TFA is essentially the

same as FP-TFA of [119].

6.4 FH-TFA: A Practical Version of GFP-TFA

In this section, we present our second new version of TFA, FH-TFA, which provides the exact same

bounds as theoretical GFP-TFA (when service curves are super-additive), while reducing the complexity.

The main difference between GFP-TFA and FH-TFA is as follows: Instead of working with original,

UPP curves, FH-TFA only keeps a part of each UPP curve that affects the end-result, and beyond that,

uses linear upper-bounds (resp. lower-bounds) of arrival (resp. service) curves. Specifically, FH-TFA

first computes sufficient finite horizons for every curve by applying the compact domains of [163],

presented in Theorem 6.1. Note that, with TFA, arrival curves of flows increase as we go deeper into the

network, hence the compact domains required for delay computations increase as well. To address
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Algorithm 6.1: (d ,τ) = FF-TFA
(
α0,β,E cut,τcut

)
Input :

(
α0,β,E cut,τcut

)
, collection of arrival curves of all flows at sources, collection

of service curves of all nodes, a cutset that creates a feed-forward network,
and a collection of delay-jitter bounds from source to cut, for every flow that is
present at a cut edge.

Output : (d ,τ), a collection of per-node delay bounds and a collection of delay-jitter
bounds for every flow from its source to input of every node on its path.

1 τ f ,n ← 0, ∀flow f and ∀node n ∈ path(n);
2 for each edge e = (n′,n) ∈ E cut do
3 for each flow f carried by edge e do
4 τ f ,n ← τcut

f ,n ;

5 for each node n in the topological order of the cut network do
6 αn ← aggregateArrivalCurven

(
α0,τ

)
;

7 l min
n ← min f ∈In(n) l min

f ;

8 dn ← hDev
(
αn − l min

n ,βn
)+ l min

n
cn

;

9 for each edge e = (n,n′) in the original, uncut network do
10 for each flow f carried by edge e do

11 τ f ,n′ ← τ f ,n + (dn − l min
n
cn

);

12 return (d ,τ);
13 Function αn = aggregateArrivalCurven

(
α0,τ

)
14 αfresh

n ←∑
fresh f ∈In(n)α

0
f ;

15 for each edge e ∈ In(n) do
16 for each flow f carried by edge e do
17 α f ,n ←α0

f ⊘δτ f ,n ;

18 αe ←
∑

f ∈e α f ,n ;
// Effect of line-shaping Section 6.3.1

19 αe ←αe ⊗γce ,0 ;
// Effect of packetizer Section 6.3.1

20 l max
e ← max f ∈e l max

f ;

21 αe ←αe ⊘δ lmax
e
ce

;

22 αtransit
n ←∑

e∈In(n)αe ;

23 αn ←αtransit
n +αfresh

n ;
24 return αn ;
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Algorithm 6.2:
(
d̄ , τ̄

)= GFP-TFA
(
α0,β,E cut

)
Input :

(
α0,β,E cut

)
, collection of arrival curves of all flows at the source,

collection of service curves of all nodes, and a cutset such that
removing them creates a feed-forward network, respectively.

Output :
(
d̄ , τ̄

)
, a collection of valid per-node delay bound at every node and a

collection of delay-jitter bound for every flow from the source to each
node in its path, respectively.

1 k ← 0;

2 τcut,k
f ,n ← 0, ∀flow f and ∀e = (n′,n) ∈ E cut;

3 while (τcut,k > τcut,k−1) and (τcut,k < infinite ) do
4 k ← k +1;

// FF-TFA is described in Algorithm 6.1

5 (d ,τ) ← FF-TFA
(
α0,β,E cut,τcut,k−1

)
;

6 Extract new values for τcut,k from τ and round them up to an integer number of the
minimum resolution ∆ (e.g., 1 nanosecond);

7 τ̄cut ← τcut,k ;
8 if all element of τ̄cut are finite then
9

(
d̄ , τ̄

)← FF-TFA
(
α0,β,E cut, τ̄cut

)
10 else
11

(
d̄ , τ̄

)←∞;
12 return

(
d̄ , τ̄

)
;

this, FH-TFA first applies GFP-TFA using linear curves, i.e., token-bucket arrival curves and rate-latency

service curves; this is very fast and provides enough information to compute sufficient finite horizons.

It then replaces every UPP curve by a UA curve that follows the UPP curve up to the computed sufficient

horizon, and beyond that follows a linear upper-bound (resp. lower-bound) of the UPP arrival (resp.

service) curve (see Fig. 6.4.1).

We first describe FH-TFA, and we then prove its validity and accuracy in Theorem 6.4.

6.4.1 Description of FH-TFA

FH-TFA is described in Algorithm 6.3:

• Arrival curves of all flows at the source (resp. service curves at all nodes) are lower-bounded and

upper-bounded by token-bucket (resp. rate-latency) curves (lines 1-6); see Section 6.4.1.1.

• We obtain compact domains, required for delay computation, as in equation (6.1) of Theorem 6.1

at every node. As (6.1) requires to know a lower-bound and an upper-bound for the arrival curve

at a node, we run two instances of GFP-TFA (using linear curves) once with safe curves, (i.e.,

upper-bounds of arrival curves and lower bounds of service curves), and once with unsafe curves.

When this is done, we obtain compact domains at every node n, i.e.,
(
hαn ,hβn

)
(lines 7-14). Note

that if the application of GFP-TFA with safe curves returns infinite bounds (i.e., (d̄ L′′
, τ̄L′′

) at line 7

are infinite), we then cannot find finite compact domains, and thus the rest of the algorithm is

skipped, and GFP-TFA is applied with UPP, original curves (line 23). Such cases might happen in
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networks with cyclic dependencies that are highly loaded.

• We then compute a sufficient horizon for the arrival curve of each flow at the source; as the

arrival curve of the flow increases along its path, this horizon should be large enough such that

the arrival curve of the flow respects the compact domains at every node in its path (lines 15-18);

see Section 6.4.1.2.

• A UA curve is constructed, for each UPP curve, that follows the original, UPP curve up to the

computed sufficient horizon, and beyond that, follows the linear upper (resp. lower for service

curves) of the original, UPP curve (lines 18-20); see Section 6.4.1.3 and Fig. 6.4.1.

• Lastly, GFP-TFA is run using UA curves (line 21).

6.4.1.1 Linear Upper and Lower Bounds of UPP Curves

This section describes the four functions used in lines 2, 3, 5, and 6 of Algorithm 6.3. Note that upper-

bounds and lower-bounds of the original, UPP curves can be freely chosen, as they are used in the

method only to compute sufficient horizons, and they do not affect the end-results obtained by FH-TFA.

We propose to use token-bucket curves (for arrival curves) and rate-latency curves (for service curves)

as they can be easily computed, and are very tractable.

Consider flow f . We find two token-bucket curves α0,L′
f and α0,L′′

f such that α0,L′
f ≤ α0,UPP

f ≤ α0,L′′
f .

Specifically, we compute the token-bucket function that upper (resp. lower) bounds α0,UPP
f , and

achieves the minimum (resp. maximum) possible rate; let p and I be the period and increment of

α0,UPP
f , then α0,L′′

f = γr f ,b′′
f

and α0,L′
f = γr f ,b′

f
with r f = I

p and

b′′
f = min

t≥0
{α0,UPP

f − r f t } and b′
f = max

t≥0
{α0,UPP

f − r f t } (6.7)

Observe that the long-term rate of α0,UPP
f , which is equal to r f = I

p , is the minimum (resp. maximum)

possible rate that α0,L′′
f (resp. α0,L′

f ) can achieve, otherwise they are not an upper (resp. a lower) bound

of α0,UPP
f . Then, burstiness b′′

f (resp. b′
f ) is chosen to be as small (resp. large) as possible. In a frequent

case, whereα0,UPP
f is a stair function, say νp f ,b f

(i.e., a periodic flow that sends b f bits each p f seconds),

r f =
b f

p f
, b′′

f = b f , and b′
f = 0 (see Fig. 6.1.1).

Consider node n. We find two rate-latency curves βL′′
n and βL′

n such that βL′′
n ≤βUPP

n ≤βL′
n . Specifically,

we compute the rate-latency function that lower-(resp. upper-)bounds βUPP
n , and achieves the maxi-

mum (resp. minimum) possible rate; let p and I be the pseudo-period and increment of βUPP
n , then

βL′′
n =βcn ,L′′

n
and βL′

n =βcn ,L′
n

with cn = I
p and

L′′
n = min

t≥0
{t − βUPP

n (t )

cn
} and L′

n = max
t≥0

{t − βUPP
n (t )

cn
} (6.8)

Observe that the long-term rate of βUPP
n , which is equal to cn = I

p , is the maximum (resp. minimum)

possible rate that βL′′
n (resp. βL′

n ) can achieve, otherwise they are not a lower (resp. an upper) bound of

βUPP
n . Observe that latency L′′

n (resp. L′
n) is computed to be as small (resp. large) as possible.
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Algorithm 6.3:
(
d̄ , τ̄

)= FH-TFA
(
α0,UPP,βUPP,E cut

)
Input :

(
α0,UPP,βUPP,E cut

)
: collection of UPP arrival curves of all flows at the source,

collection of UPP service curves of all nodes, and a cutset that creates a
feed-forward network.

Output :
(
d̄ , τ̄

)
, a collection of valid per-node delay bound at every node and a

collection of delay-jitter bounds for every flow from source to every node in its
path.

1 for each flow f do
// see Section 6.4.1.1

2 α0,L′′
f ← smallestAffineUpperBoundMinRate(α0,UPP

f );

3 α0,L′
f ← largestAffineLowerBoundMaxRate(α0,UPP

f );

4 for each node n do
// see Section 6.4.1.1

5 βL′′
n ← largestRateLatencyLowerBoundMaxRate(βUPP

n );

6 βL′
n ← smallestRateLatencyUpperBoundMinRate(βUPP

n );

7 (d̄ L′′
, τ̄L′′

) ← GFP-TFA
(
α0,L′′

,βL′′
,E cut

)
;

8 (d̄ L′
, τ̄L′

) ← GFP-TFA
(
α0,L′

,βL′
,E cut

)
;

9 if (d̄ L′′
, τ̄L′′

) is finite then
10 for each node n do

// see Function in Algorithm 6.1

11 αL′′
n ← aggregateArrivalCurven

(
α0,L′′

, τ̄L′′′)
;

12 αL′
n ← aggregateArrivalCurven

(
α0,L′

, τ̄L′)
;

13
(
hα,hβ

)← apply (6.1) in Theorem 6.1 with α′ =αL′
n , α′′ =αL′′

n , β′ =βL′
n , β′′ =βL′′

n ;

14 hαn ← hα and hβn ← hβ;

15 for each flow f do
// see Section 6.4.1.2

16 s f ← sink of flow f ;

17 hαf ← τ̄L′′
f ,s f

+maxn∈path( f ) hαn ;

// see (6.9) in Section 6.4.1.3

18 α0,UA
f ← uaArrivalCurve

(
α0,UPP

f ,α0,L′′

f ,hαf

)
;

19 for each node n do
// see (6.10) in Section 6.4.1.3

20 βUA
n ← uaServiceCurve

(
βUPP

n ,βL′′
n ,hβn

)
;

21
(
d̄ , τ̄

)← GFP-TFA
(
α0,UA,βUA,E cut

)
;

22 else
23

(
d̄ , τ̄

)← GFP-TFA
(
α0,UPP,βUPP,E cut

)
;

24 return
(
d̄ , τ̄

)
;
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6.4 FH-TFA: A Practical Version of GFP-TFA

6.4.1.2 Sufficient Horizons for Arrival Curves of Flows at the Source

Consider flow f . As the arrival curve of flow f increases along its path, this horizon should be large

enough such that the arrival curve of the flow, respects the compact domain at every node in its path.

Specifically, consider node n in the path of flow f . Then, at the input of node n, an arrival curve for

flow f is its arrival curve at the source, but shifted to the left by a delay-jitter bound from the source

to node n, say τUPP
f ,n . Hence, sufficient horizon of flow f should be larger than or equal to hαn +τUPP

f ,n at

every node n in its path. Thus, we use hαf = maxn∈path( f ) hαn + τ̄L′′
f ,s f

where s f is the sink of flow f ; note

that τ̄L′′
f ,s f

is an upper-bound on the the end-to-end delay-jitter, for flow f , hence τ̄L′′
f ,s f

≥ τUPP
f ,n .

Observe that the already computed compact domain hβn is a sufficient horizon for the service curve of

node n.

6.4.1.3 Construction of UA Curves

Consider flow f . Function α0,UA
f = uaArrivalCurve

(
α0,UPP

f ,α0,L′′
f ,hαf

)
, at line 18 of Algorithm 6.3, con-

structs this UA curve as follows (see Fig. 6.4.1):

α0,UA
f (t ) =

α
0,UPP
f (t ) if t ≤ hαf

α0,L′′
f (t ) otherwise

(6.9)

Consider node n. FunctionβUA
n = uaServiceCurve

(
βUPP

n ,βL′′
n ,hβn

)
, at line 20 of Algorithm 6.3, constructs

this UA curve as follows (see Fig. 6.4.1):

βUA
n (t ) =

βUPP
n (t ) if t ≤ hβn

min
(
βUPP

n (hβn ),βL′′
n (t )

)
otherwise

(6.10)

6.4.2 Validity and Accuracy of FH-TFA

Theorem 6.4 (Validity and Accuracy of FH-TFA). Consider a FIFO network, as described in Section 6.2

and Algorithms 6.2 and 6.3. Then, (1) FH-TFA provides valid bounds. (2) If original, UPP service curves

of all nodes are super-additive, FH-TFA and GFP-TFA provide the exact same bounds.

The proof is in Section 6.6.3. In the common case where service curves are super-additive, FH-TFA

and GFP-TFA return the same output, i.e., FH-TFA returns finite bounds if and only if GFP-TFA returns

finite bounds and, if bounds are finite, both algorithms provide the same bounds. FH-TFA is thus a

practical alternative to GFP-TFA, which may become too complex when there are many UPP curves.

FH-TFA is always applicable and provides valid bounds, as stated in item (1) in the theorem, and

super-additivity of service curves is not a requirement for FH-TFA; furthermore, the obtained bounds

by FH-TFA are guaranteed to be less than or equal to those obtained by FP-TFA (which uses linear

curves). We use super-additivity of service curves only to prove that bounds obtained by FH-TFA are

exactly equal to those of GFP-TFA. When service curves are not super-additive, it is not clear whether

they are equal to those that would be obtained by GFP-TFA (using original, UPP curves), and this is left
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Fig. 4: ↵0,UPP
f (resp. �UPP

n ) is the original, UPP arrival curve for
flow f at the source (resp. service curve of node n), ↵0,L00

f (resp.
�L00

n ) is the smallest token-bucket (resp. largest rate-latency) that
upper bounds ↵0,UPP

f (resp. lower bounds �UPP
n ), and h↵

f (resp.
h�

n) is a sufficient horizon for the arrival curve of flow f (resp.
service curve of node n). Then, ↵0,UA (resp. �UA

n ) follows ↵0,UPP
f

(resp. �UPP
n ) in [0, h↵

f ] (resp. [0, h�
n]) and beyond that follows

↵0,L00
f (resp. �L00

n ).

2) Sufficient Horizons for Arrival Curves of Flows at the
Source: Consider flow f . As the arrival curve of flow f
increases along its path, this horizon should be large enough
such that arrival curve of the flow, respects the compact
domain at every node in its path. Specifically, consider node
n in the path of flow f . Then, at the input of node n, arrival
of flow f is its arrival curve at the source, but shifted to left
by a delay-jitter bound from the source to node n, say ⌧UPP

f,n .
Hence, sufficient horizon of flow f should be larger than or
equal to h↵

n + ⌧UPP
f,n at every node n in its path. Thus, we use

h↵
f = maxn2path(f) h↵

n + ⌧̄L00
f,sf

where sf is the sink of flow
f ; note that ⌧̄L00

f,sf
is an upper-bound on the the end-to-end

delay-jitter, for flow f , hence ⌧̄L00
f,sf
� ⌧UPP

f,n .
Observe that the already computed compact domain h�

n is
a sufficient horizon for the service curve of node n.

3) Construction of UA Curves: Consider flow f . Function
↵0,UA

f = uaArrivalCurve
⇣
↵0,UPP

f ,↵0,L00

f , h↵
f

⌘
, at line 18 of

Algorithm 3, constructs this UA curve as follows (see Fig. 4):

↵0,UA
f (t) =

(
↵0,UPP

f (t) if t  h↵
f

↵0,L00

f (t) otherwise
(9)

Consider node n. Function �UA
n =

uaServiceCurve
⇣
�UPP

n ,�L00
n , h�

n

⌘
, at line 20 of Algorithm 3,

constructs this UA curve as follows (see Fig. 4):

�UA
n (t) =

(
�UPP

n (t) if t  h�
n

min
⇣
�UPP

n (h�
n),�L00

n (t)
⌘

otherwise
(10)

B. Validity and Accuracy of FH-TFA

Theorem 4 (Validity and Accuracy of FH-TFA). Consider a
FIFO network, as described in Section III and Algorithms 2
and 3. Then, (1) FH-TFA provides valid bounds. (2) If original,
UPP service curves of all nodes are super-additive, FH-TFA
and GFP-TFA provide the exact same bounds.

The proof is in Section VI. In the common case where
service curves are super-additive, FH-TFA and GFP-TFA

return the same output, i.e., FH-TFA returns finite bounds if
and only if GFP-TFA returns finite bounds and, if bounds are
finite, both algorithms provide the same bounds. FH-TFA is
thus a practical alternative to GFP-TFA, which may become
too complex when there are many UPP curves.

FH-TFA is always applicable and provides valid bounds,
as stated in item (1) in the theorem, and super-additivity of
service curves is not a requirement for FH-TFA; furthermore,
the obtained bounds by FH-TFA are guaranteed to be less
than or equal to those obtained by FP-TFA (which uses linear
curves). We use super-additivity of service curves only to
prove that bounds obtained by FH-TFA are exactly equal
to those of GFP-TFA. When service curves are not super-
additive, it is not clear whether they are equal to those
that would be obtained by GFP-TFA (using original, UPP
curves), and this is left for further study. Note that service
curves of frequent schedulers, including DRR, WRR, IWRR,
CBS, and Non-Preemptive Strict-Priority, are super-additive,
as explained in Section II-A2.

Remarks on time and space complexity: GFP-TFA itera-
tively calls function FF-TFA (line 5 of Algorithm 2) and
the number of iterations cannot be determined in advance,
however, we analyze the complexity of one instance of FF-
TFA. FF-TFA (Algorithm 1) includes operations such as
addition, min-plus convolution, horizontal deviation, etc. on
UPP or UA functions; [17] formally studies the compu-
tational complexity of such operations, the addition being
the most costly [17, Proposition 10]. FF-TFA calls once
function aggragteArrivalCurven for each node n (line 6 of
Algorithm 3). With the addition being the most costly, the
complexity of aggragteArrivalCurven is in the order of the
complexity of summing arrival curves of all flows. Specifically,
assume that there are F flows with UPP arrival curves ↵0,UPP

f

with a pseudo-period pf and a rank Tf for f 2 [1, F ] (see
Section II-A1). Let p be the hyper-period of the aggregate
and T = maxf2[1,F ] Tf , and let Mf be the number of
segments required to define ↵0,UPP

f in [0, T +p) for f 2 [1, F ].
Then, by [17], the required space to compute

PF
f=1 ↵

0,UPP
f

is
PF

f=1 Mf and the addition can be computed in time
O((

PF
f=1 Mf ) log2 F ). Thus, as we have N nodes, one

instance of FF-TFA inside GFP-TFA (using UPP curves) is
run in time O(N(

PF
f=1 Mf ) log2 F ); the required space for

GFP-TFA is O(N(
PF

f=1 Mf ) log2 F ) plus the space required
to store service curves �UPP

n for all node n.

However, FH-TFA restricts UPP functions to a finite horizon
(i.e., UA functions) and applies GFP-TFA with UA curves.
Specifically, it applies GFP-TFA with ↵0,UA

f defined in (9). Let
Mh

f be the number of segments required to define ↵0,UPP
f in

[0, h↵
f ) (i.e., the number of segments required to define ↵0,UA

f ;
see Figure 4) for f 2 [1, F ]. With the same reasoning as the
previous paragraph, one instance of FF-TFA inside GFP-TFA,
using UA curves, is run in time O(N(

PF
i=1 Mh

f ) log2 F );
the required space for FH-TFA (GFP-TFA using UA curves)
is O(N(

PF
i=1 Mh

f ) log2 F ) plus the space required to store
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f ] (resp. [0, h�
n]) and beyond that follows
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f (resp. �L00

n ).

2) Sufficient Horizons for Arrival Curves of Flows at the
Source: Consider flow f . As the arrival curve of flow f
increases along its path, this horizon should be large enough
such that arrival curve of the flow, respects the compact
domain at every node in its path. Specifically, consider node
n in the path of flow f . Then, at the input of node n, arrival
of flow f is its arrival curve at the source, but shifted to left
by a delay-jitter bound from the source to node n, say ⌧UPP

f,n .
Hence, sufficient horizon of flow f should be larger than or
equal to h↵

n + ⌧UPP
f,n at every node n in its path. Thus, we use

h↵
f = maxn2path(f) h↵

n + ⌧̄L00
f,sf

where sf is the sink of flow
f ; note that ⌧̄L00

f,sf
is an upper-bound on the the end-to-end

delay-jitter, for flow f , hence ⌧̄L00
f,sf
� ⌧UPP

f,n .
Observe that the already computed compact domain h�

n is
a sufficient horizon for the service curve of node n.

3) Construction of UA Curves: Consider flow f . Function
↵0,UA

f = uaArrivalCurve
⇣
↵0,UPP

f ,↵0,L00

f , h↵
f

⌘
, at line 18 of

Algorithm 3, constructs this UA curve as follows (see Fig. 4):

↵0,UA
f (t) =

(
↵0,UPP

f (t) if t  h↵
f

↵0,L00

f (t) otherwise
(9)

Consider node n. Function �UA
n =

uaServiceCurve
⇣
�UPP

n ,�L00
n , h�

n

⌘
, at line 20 of Algorithm 3,

constructs this UA curve as follows (see Fig. 4):

�UA
n (t) =

(
�UPP

n (t) if t  h�
n

min
⇣
�UPP

n (h�
n),�L00

n (t)
⌘

otherwise
(10)

B. Validity and Accuracy of FH-TFA

Theorem 4 (Validity and Accuracy of FH-TFA). Consider a
FIFO network, as described in Section III and Algorithms 2
and 3. Then, (1) FH-TFA provides valid bounds. (2) If original,
UPP service curves of all nodes are super-additive, FH-TFA
and GFP-TFA provide the exact same bounds.

The proof is in Section VI. In the common case where
service curves are super-additive, FH-TFA and GFP-TFA

return the same output, i.e., FH-TFA returns finite bounds if
and only if GFP-TFA returns finite bounds and, if bounds are
finite, both algorithms provide the same bounds. FH-TFA is
thus a practical alternative to GFP-TFA, which may become
too complex when there are many UPP curves.

FH-TFA is always applicable and provides valid bounds,
as stated in item (1) in the theorem, and super-additivity of
service curves is not a requirement for FH-TFA; furthermore,
the obtained bounds by FH-TFA are guaranteed to be less
than or equal to those obtained by FP-TFA (which uses linear
curves). We use super-additivity of service curves only to
prove that bounds obtained by FH-TFA are exactly equal
to those of GFP-TFA. When service curves are not super-
additive, it is not clear whether they are equal to those
that would be obtained by GFP-TFA (using original, UPP
curves), and this is left for further study. Note that service
curves of frequent schedulers, including DRR, WRR, IWRR,
CBS, and Non-Preemptive Strict-Priority, are super-additive,
as explained in Section II-A2.

Remarks on time and space complexity: GFP-TFA itera-
tively calls function FF-TFA (line 5 of Algorithm 2) and
the number of iterations cannot be determined in advance,
however, we analyze the complexity of one instance of FF-
TFA. FF-TFA (Algorithm 1) includes operations such as
addition, min-plus convolution, horizontal deviation, etc. on
UPP or UA functions; [17] formally studies the compu-
tational complexity of such operations, the addition being
the most costly [17, Proposition 10]. FF-TFA calls once
function aggragteArrivalCurven for each node n (line 6 of
Algorithm 3). With the addition being the most costly, the
complexity of aggragteArrivalCurven is in the order of the
complexity of summing arrival curves of all flows. Specifically,
assume that there are F flows with UPP arrival curves ↵0,UPP

f

with a pseudo-period pf and a rank Tf for f 2 [1, F ] (see
Section II-A1). Let p be the hyper-period of the aggregate
and T = maxf2[1,F ] Tf , and let Mf be the number of
segments required to define ↵0,UPP

f in [0, T +p) for f 2 [1, F ].
Then, by [17], the required space to compute

PF
f=1 ↵

0,UPP
f

is
PF

f=1 Mf and the addition can be computed in time
O((

PF
f=1 Mf ) log2 F ). Thus, as we have N nodes, one

instance of FF-TFA inside GFP-TFA (using UPP curves) is
run in time O(N(

PF
f=1 Mf ) log2 F ); the required space for

GFP-TFA is O(N(
PF

f=1 Mf ) log2 F ) plus the space required
to store service curves �UPP

n for all node n.

However, FH-TFA restricts UPP functions to a finite horizon
(i.e., UA functions) and applies GFP-TFA with UA curves.
Specifically, it applies GFP-TFA with ↵0,UA

f defined in (9). Let
Mh

f be the number of segments required to define ↵0,UPP
f in

[0, h↵
f ) (i.e., the number of segments required to define ↵0,UA

f ;
see Figure 4) for f 2 [1, F ]. With the same reasoning as the
previous paragraph, one instance of FF-TFA inside GFP-TFA,
using UA curves, is run in time O(N(

PF
i=1 Mh

f ) log2 F );
the required space for FH-TFA (GFP-TFA using UA curves)
is O(N(

PF
i=1 Mh

f ) log2 F ) plus the space required to store
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Figure 6.4.1: α0,UPP
f (resp. βUPP

n ) is the original, UPP arrival curve for flow f at the source (resp.
service curve of node n), α0,L′′

f (resp. βL′′
n ) is the smallest token-bucket (resp. largest rate-latency)

that upper bounds α0,UPP
f (resp. lower bounds βUPP

n ), and hαf (resp. hβn) is a sufficient horizon for the
arrival curve of flow f (resp. service curve of node n). Then, α0,UA (resp. βUA

n ) follows α0,UPP
f (resp.

βUPP
n ) in [0,hαf ] (resp. [0,hβn ]) and beyond that follows α0,L′′

f (resp. βL′′
n ).

for further study. Note that service curves of frequent schedulers, including DRR, WRR, IWRR, CBS,

and Non-Preemptive Strict-Priority, are super-additive.

Remarks on time and space complexity: GFP-TFA iteratively calls function FF-TFA (line 5 of Algo-

rithm 6.2) and the number of iterations cannot be determined in advance, however, we analyze the

complexity of one instance of FF-TFA. FF-TFA (Algorithm 6.1) includes operations such as addition,

min-plus convolution, horizontal deviation, etc. on UPP or UA functions; [164] formally studies the

computational complexity of such operations, the addition being the most costly [164, Proposition 10].

FF-TFA calls once function aggragteArrivalCurven for each node n (line 6 of Algorithm 6.3). With the

addition being the most costly, the complexity of aggragteArrivalCurven is in the order of the complex-

ity of summing arrival curves of all flows. Specifically, assume that there are F flows with UPP arrival

curves α0,UPP
f with a pseudo-period p f and a rank T f for f ∈ [1,F ] (see Section 6.1.1.1). Let p be the

hyper-period of the aggregate and T = max f ∈[1,F ] T f , and let M f be the number of segments required

to define α0,UPP
f in [0,T +p) for f ∈ [1,F ]. Then, by [164], the required space to compute

∑F
f =1α

0,UPP
f is∑F

f =1 M f and the addition can be computed in time O((
∑F

f =1 M f ) log2 F ). Thus, as we have N nodes,

one instance of FF-TFA inside GFP-TFA (using UPP curves) is run in time O(N (
∑F

f =1 M f ) log2 F ); the

required space for GFP-TFA is O(N (
∑F

f =1 M f ) log2 F ) plus the space required to store service curves

βUPP
n for all node n.

However, FH-TFA restricts UPP functions to a finite horizon (i.e., UA functions) and applies GFP-TFA

with UA curves. Specifically, it applies GFP-TFA with α0,UA
f defined in (6.9). Let M h

f be the number of

segments required to define α0,UPP
f in [0,hαf ) (i.e., the number of segments required to define α0,UA

f ; see

Figure 6.4.1) for f ∈ [1,F ]. With the same reasoning as the previous paragraph, one instance of FF-TFA

inside GFP-TFA, using UA curves, is run in time O(N (
∑F

i=1 M h
f ) log2 F ); the required space for FH-TFA
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6.5 Numerical Evaluation
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Figure 6.5.1: Delay bounds obtained with FP-TFA, which uses token-bucket arrival curves, and our
FH-TFA. GFP-TFA with original UPP curves, fails as we face a memory size error. FH-TFAsignificantly
improves the bounds compared to those obtained by FP-TFA. Moreover, the improvement is more
considerable when we compare the tightness gaps using the simulation values. See Table 6.5.1 for
run-times. Flows are ordered by values of FP-TFA.

(GFP-TFA using UA curves) is O(N (
∑F

i=1 M h
f ) log2 F ) plus the space required to store service curves

βUA
n for all node n. As the number of segments in the horizon,

∑F
f =1 M h

i (i.e., transient part) might

be extremely smaller than those of the hyper-period,
∑F

f =1 M f (see Figure 6.2.1 where
∑F

f =1 M h
i = 13

and
∑F

f =1 M f = 2020.), FH-TFA might significantly reduce the time and space complexity compared to

GFP-TFA. As observed in Section 7.5, GFP-TFA has high computational complexity and is an impractical

method, while FH-TFA is successfully applied to each of our industrial case studies.

6.5 Numerical Evaluation

We use three real, industrial networks provided by industrial partners of RTaW, a leading company in

Ethernet TSN design, performance evaluation and automated configuration tools; these examples are

anonymized and slightly changed. We first explain each network, and we then present the results.

6.5.1 A Feed-Forward Network

It is illustrated in Fig. 6.5.1 (a): This network is feed-forward. It has 13 end-nodes and 5 switches: Link

speeds are c = 2Gb/s and switches (blue squares) have switching latency equal to L = 15µs, i.e., nodes

offer a rate-latency service curve βc,L with L = 0 for end-nodes and L = 15 for switches. There are 50

periodic flows: periods are 0.03, 0.06, 0.12, 0.24, 1, 5, 10, 20, 25, 60, 125, 200, and 1000 ms; packet sizes

are [130,1360] bytes.
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6.5.2 A Small-sized Network with Cyclic Dependencies

It is illustrated in Fig. 6.5.1 (b): This network has cyclic dependencies. It has 6 end-nodes and 3 switches:

Link speeds are c = 2Gb/s and switches (blue squares) have switching latency equal to L = 1.5µs, i.e.,

nodes offer a rate-latency service curve βc,L with L = 0 for end-nodes and L = 1.5 for switches. There

are 56 periodic flows: periods are 0.24, 0.25, 0.28, 0.5, 0.8, 1, 1.28, 2, 2.4, 20, 24, 100, 800, 1600, and 2400

ms; packet sizes are [65,530] bytes.

6.5.3 An Extremely Large Network with Cyclic Dependencies

It is illustrated in Fig. 6.5.1 (c): This network has cyclic dependencies. It has 291 end-nodes and 220

switches: Link speeds are c = {0.1,1,10}Gb/s and switches (blue squares) have switching latency equal

to L = 2µs. There are 486 periodic flows: periods are 0.125, 0.24, 0.28, 0.608, and 10 ms; packet sizes are

[96,1518] bytes.

6.5.4 Results

We apply three methods to compute end-to-end delay bounds: 1) GFP-TFA with original UPP curves,

i.e., stair arrival curve for flows (see Fig. 6.1.1); 2) FP-TFA; 3) FH-TFA. Also, we use the RTAW-Pegase tool

to do simulations where we compute some true delays for each flow that serve as lower-bounds on

the worst-case. Note that the true worst-case is between the simulation bound and the smallest delay

bound, hence this provides a bound on the tightness.

First, we observe that in all three networks, GFP-TFA with original UPP curves, fails as we face a

memory size error. Indeed as explained before, GFP-TFA has high computational complexity and is an

impractical method that is used to validate our second version of TFA, FH-TFA. Second, FP-TFA, which

uses token-bucket arrival curves, and FH-TFA are successfully applied to each network, and obtained

delay bounds are illustrated in Fig. 6.5.1: FH-TFA significantly improves the bounds compared to those

obtained by FP-TFA with token-bucket arrival curves; namely, FH-TFA improves bounds by around

20% (median) and 65% (maximum) compared to FP-TFA in our examples. This increases efficiency as

more traffic can be accepted while meeting required deadlines, and making the network more robust

to changes in network conditions and physical infrastructure. Moreover, the improvement is more

considerable when we compare the tightness gap using the simulation values. Note that as service

curves are rate-latency, hence super-additive, by Theorem 6.4, FH-TFA and GFP-TFA provide the exact

same bounds.

Table 6.5.1: Run-times for networks of Fig. 6.5.1

Method Network (a) Network (b) Network (c)
GFP-TFA with UPP curves - - -

FP-TFA (s) [0.053, 0.059] [2.66, 2.68] [10.8, 10.88]
FH-TFA (s) [0.8, 0.82] [7.07, 7.1] [35.17, 35.37]

We also provide run-times in Table 6.5.1: We use the min-plus interpreter of RTaW [92] that has infinite

precision using rational numbers. We use Java on a 2.6 GHz 6-Core Intel Core i7 computer. As GFP-TFA

with UPP curves fails hence no run-time is provided; for the other methods, we run the program ten

times, and 95% confidence interval is reported. FH-TFA is fast and practical, even for the extremely

large network. Note that, in our experiment, we use the minimum resolution ∆ equal to 1 nanosecond
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(line 6 of Algorithm 6.2).

6.6 Proofs

6.6.1 Proof of Theorem 6.2

Proof of Theorem 6.2. As the packetizer is fed by a transmission link with rate c, it follows that when a

packet of size l arrives to the packetizer, it is released after a time equal to l
c . Hence, the release time of

any packet is upper-bounded by l max

c . Then, by [40, Theorem 6.2], it follows that a pure delay δ lmax
c

is a

service curve for the packetizer, hence the output arrival curve is min-plus deconvolution of the input

arrival curve and δ lmax
c

.

6.6.2 Proof of Theorem 6.3

Proof of Theorem 6.3. The proof follows similar steps as in the proof of Theorem 2 of [119]. Let F be

the mapping that maps τcut,k−1 to τcut,k in lines 1-6 of Algorithm 6.2.

Fix an acceptable trajectory scenario, i.e., the set of all cumulative arrival functions at all nodes in the

networks such that arrival curve and service curve constraints are met. Let t prop be the minimum of all

link propagation delays and θ = t prop

2 , so that 0 < θ < t prop. Consider an arbitrary η≥ 0.

• Let W (resp. U ) represents the set of point located just before (resp. just after) the cuts. Note

that in the original, uncut network, U and W are connected via some links. Also, the network

between U and W is feed-forward.

• Let V represent the points located exactly θ seconds before W . As θ < t prop and t prop is the

minimum propagation delay, V is on the same links as W .

• For M = {U ,V ,W }, let CM represent the collection of cumulative arrival functions; let Cη

M repre-

sent the collection of cumulative arrival functions stopped at timeη, i.e., Cη

M (t ) = min
(
CM (t ),CM (η)

)
;

let C
′η
M represent the collection of cumulative arrival functions when inputs at U and all sources

are stopped at time η.

• For M = {U ,V ,W }, we denote by τM the collection of worst-case delay jitter from the source to

M for all flows at M ; we denote by τηM collection of worst-case delay jitter from the source to M

for all flows at M observed up to time η; we denote by τ
′η
M collection of worst-case delay jitter

from the source to M for all flows at M when inputs at U and all sources are stopped at time η.

First, observe that τηM and τ
′η
M are finite. This is because as η is finite and as sources are constrained at

the source, a finite number of bits ever entered the network, hence delays are finite. Then:

1) observe that τηV ≤ τ
′η
V ; This is implied by the fact that the network is causal, and hence, ∀t ≤ η,C

′η
M (t ) =

Cη

M (t ) and ∀t > η,C
′η
M (t ) ≥Cη

M (t ).

2) As the network between U and W is feed-forward, function F computes a bound on the delay-jitters

from the source to W , given delay-jitters from the source to U , and hence, τ
′η
W ≤ F

(
τ
η

U

)
.
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3) As there is a constant delay θ between V and W , ∀t ≥ 0, C
′η
W (t+θ) =C

′η
V (t ); it follows that τ

′η
W ≤ F

(
τ
η

U

)
τ
′η
V = τ

′η
W .

Combine 1), 2), and 3) and obtain

τ
η

V = F
(
τ
η

U

)
(6.11)

Observe that τηV = τη+θW . This is because the exact same traffic that is observed by V between 0 to η is

observed by W between θ to η+θ, and the difference is only a constant delay θ; this does not change

the delay-jitter. Also, as in the original, uncut network U and W are connected, τηW = τ
η+θ
U . Thus,

τ
η

V = τ
η+θ
U . Combine this with (6.11) and obtain τ

η+θ
U = F

(
τ
η

U

)
. This is valid for every η ≥ 0, apply it

with η= kθ and obtain: ∀k ≥ 0,τ(k+1)θ
U = F

(
τkθ

U

)
. As the network is empty at time zero, τ0

U = 0. As F is

wide-sense increasing and F (τ̄) = τ̄ and a simple induction, it follows that τkθ
U ≤ τ̄ and hence τηU ≤ τ̄

for η≥ 0. Hence, supη≥0τ
η

U ≤ τ̄, i.e., for any acceptable trajectory scenario, the worst-case delay jitter

bound from a source to a cut for every flow at cuts is upper-bounded by τ̄.

6.6.3 Proof of Theorem 6.4

Proof of Theorem 6.4. The validity of the bounds is directly implied by the validity of the constructed

UA curves. Specifically, UA curves constructed in FH-TFA, are safe upper/lower bounds of the original,

UPP curves, i.e., α0,UPP ≤α0,UA and βUA ≤βUPP (see Fig. 6.4.1). Then, as GFP-TFA is isotone, it follows

that bounds obtained by FH-TFA are larger than or equal to those obtained by GFP-TFA (using original,

UPP curves), hence valid and (1) is shown.

We now proceed to show item (2) when service curves are super-additive. We first prove the following

lemmas.

Lemma 6.1. Consider Algorithm 6.3 and consider node n. Then, the computation of the delay bound

at node n, d UPP
n = hDev

(
αUPP

n − l min
n ,βUPP

n

)+ l min
n
cn

(see line 8 of Algorithm 6.1), involves only values of

αUPP
n (t) for t ∈ [

0,hαn
]

and βUPP
n (t) for t ∈

[
0,hβn

]
, where αUPP

n is the aggregate arrival curve at node n

computed by GFP-TFA using UPP curves, l min
n is the minimum packet size of flows at node n, and cn is

the transmission rate at node n.

Proof. As α0,L′′
f ≥ α0,UPP

f (resp. α0,L′
f ≤ α0,UPP

f ) and βL′′
n ≤ βUPP

n (resp. βL′
n ≥ βUPP

n ) and as GFP-TFA is

isotone, it follows that (d L′
,τL′

) ≤ (d UPP,τUPP) ≤ (d L′′
,τL′′

). Thus, αL′
n ≤αUPP

n ≤αL′′
n . Also, by construc-

tion, βL′′
n ≤ βUPP

n ≤ βL′
n . Apply Theorem 6.1 with α = αUPP

n , α′′ = αL′′
n , α′ = αL′

n , β = βUPP
n , β′′ = βL′′

n ,

and β′ =βL′
n to conclude that hDev

(
αUPP

n ,βUPP
n

)
depends only on values of αUPP

n (t ) for t ∈ [
0,hαn

]
and

βUPP
n (t ) for t ∈

[
0,hβn

]
. Observe that these compact domains are also sufficient for the computation of

hDev
(
αUPP

n − l min
n ,βUPP

n

)
.

Lemma 6.2. Consider Algorithm 6.3 and assume a τcut such that 0 ≤ τcut ≤ τ̄cut,L′′
where τ̄cut,L′′

are delay-

jitters for flows at cuts extracted from τ̄L′′
, obtained at line 7. Then, FF-TFA

(
α0,UPP,βUPP,E cut,τcut

) =
FF-TFA

(
α0,UA,βUA,E cut,τcut

)
where FF-TFA is described in Algorithm 6.1.

Proof. First, we show that for every node n,

∀t ∈ [0, hβn ], βUA
n (t ) =βUPP

n (t ) (6.12)
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∀ f ∈ flows(n), ∀t ∈ [0, hαn ], αUA
f ,n(t ) =αUPP

f ,n (t ) (6.13)

d UA
n = d UPP

n (6.14)

Observe that (6.12) is by construction. We now prove (6.13) and (6.14). by induction on node n. Recall

that, as explained in Section 6.2, nodes are labeled in a topological order of the cut network (such

orders exist as the cut network is feed-forward). We assume, to simplify the notation, that the node

label n is an integer that reflects this topological order. The base case of our induction is thus for a

node n that is an edge node, i.e., where all flows at node n are either fresh or cut.

Base Case: n is an edge node in the cut network

f is fresh: We show that for every fresh f , ∀t ∈ [0, hαn ], α0,UA
f (t ) =α0,UPP

f (t ). By construction, α0,UA
f (t ) =

α0,UPP
f (t) for t ∈ [0, hαf ], hence we should show that hαf ≥ hαn : Recall that hαf = maxn∈Path( f ) hαn + τ̄L′′

f ,s f
,

and as τ̄L′′
f ,s f

≥ 0, it follows that hαf ≥ hαn .

f is cut: For every flow f that is cut at node n (if any), we show that ∀t ∈ [0, hαn ], α0,UA
f

(
t +τcut

f

)
=

α0,UPP
f

(
t +τcut

f

)
. By construction, α0,UA

f (t) = α0,UPP
f (t) for t ∈ [0, hαf ], hence we must show that hαf ≥

hαn +τcut
f ,n : Recall that hαf = maxn∈Path( f ) hαn + τ̄L′′

f ,s f
; observe that hαf ≥ hαn + τ̄L′′

f ,s f
. Then, as s f ≥ n and as

delay-jitter increases along the path, τ̄L′′
f ,s f

≥ τ̄L′′
f ,n , hence hαf ≥ hαn + τ̄L′′

f ,n . By construction, as τ̄cut,L′′
is

extracted form τ̄L′′
, we have τ̄L′′

f ,n = τ̄cut,L′′
f ,n , hence hαf ≥ hαn + τ̄cut,L′′

f ,n . Lastly, by hypothesis of the lemma,

τ̄cut,L′′ ≥ τcut, and therefore, hαf ≥ hαn +τcut
f ,n .

Hence, the base case is shown for (6.13). Then, by Lemma 6.1, (6.12), and (6.13), it follows that

d UA
n = d UPP

n hence the base case is shown for (6.14).

Induction Case: n is not an edge node in the cut network

In this case, we assume that for every n′ < n, (6.13) and (6.14) holds, and we prove them at node n.

First, observe that for a fresh flow or cut flow f ∈ flows(n), the proof of (6.13) is similar to the base case.

Second, for a transit flow f ∈ flows(n), (6.13) can be rewritten as follows:

∀t ∈ [0, hαn ], α0,UA
f (t +τUA

f ,n) =α0,UPP
f (t +τUPP

f ,n ) (6.15)

By induction hypothesis for (6.14), we have d UA
n′ = d UPP

n′ for n′ < n, thus τUA
f ,n = τUPP

f ,n is implied by the

construction. Hence, (6.15) can be rewritten as follows:

∀t ∈ [0, hαn ], α0,UA
f (t +τUPP

f ,n ) =α0,UPP
f (t +τUPP

f ,n ) (6.16)

Recall that α0,UA
f (t) =α0,UPP

f (t) for t ∈ [0, hαf ], we need to show that hαf ≥ τUPP
f ,n +hαn . By construction,

hαf = maxn∈Path( f ) hαn +τ̄L′′
f ,s f

≥ hαn +τ̄L′′
f ,s f

. Observe that τ̄L′′
f ,s f

≥ τ̄L′′
f ,n and τ̄L′′

f ,n ≥ τUPP
f ,n , and hence hαf ≥ hαn +

τUPP
f ,n . This shows (6.15) and hence the induction case is shown for (6.13). Then, by Lemma 6.1, (6.12),

and (6.13), it follows that d UA
n = d UPP

n hence the induction case is shown for (6.14). Therefore, (6.13)

and (6.14) are shown. Lastly, by (6.14), both methods return the same collection of per-node delay

bounds, hence also of delay-jitters for flows.

We now proceed to conclude the proof of item (2) of Theorem 6.4. Observe that if one of the components
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of (d̄ L′′
, τ̄L′′

), obtained in line 7 of Algorithm 6.3, is infinite, then FH-TFA applies GFP-TFA with the

original, UPP curves hence (2) is concluded. We now proceed by assuming that (d̄ L′′
, τ̄L′′

) is finite

(thus the network is stable) and show that GFP-TFA
(
α0,UA,βUA,E cut

)
returns the same bounds as GFP-

TFA
(
α0,UPP,βUPP,E cut

)
. First, observe that GFP-TFA starts with τcut = 0. Next, as FF-TFA is isotone,

bounds obtained at each iteration inside GFP-TFA, using UA or UPP curves, are upper-bounded by

those obtained using linear curves; hence, for flows at cuts, delay-jitter bounds obtained at each

iteration using UA or UPP curves are always upper-bounded by the fix-point τ̄cut,L′′
. Then, iteratively

apply Lemma 6.2 to conclude that at each iteration where GFP-TFA calls FF-TFA the same bounds are

obtained using UA and UPP curves. Therefore, FH-TFA and GFP-TFA provide the exact same finite

bounds.

6.7 Conclusion

TFA quickly becomes intractable when there is a large number of periodic sources and UPP curves.

This problem is frequently observed in time-sensitive and real-time networks. We provide a practical

solution, FH-TFA, that obtains delay bounds that are formally proven, and that can handle a large

number of periodic sources with different periods.
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6.8 Notation

Table 6.8.1: Notation List, Specific to Chapter 6

f A flow
E cut Cutset: removing E cut creates a feed-forward graph
G = (N ,E ) The graph induced by flows of class
path( f ) The sequence of output ports in the path of flow f
N ,n The set of all output ports, an output port
E ,e The set of edges, an edge
In(n) The set of edges of that are incidents at node n
flows(n) The set of flows at output port n
αn Aggregate arrival curve of all flows at the input of node n
αfresh

n Aggregate arrival curve of all fresh flows at the input of node n
αtransit

n Aggregate arrival curve of all transit flows at the input of node n
α f ,n An arrival curve for flow f at the input of node n
α0

f An arrival curve for flow f at the source

βn A service curve offered to node n
α0 Collection of arrival curves of all flows at the source
d Collection of delay bound dn for every node n
τcut Collection of delay-jitter bounds τ f ,n for every flow f at cuts
τ Collection of delay-jitter bounds τ f ,n for every flow f at every node n in its path
β Collection of service curves of all nodes
dn Delay bound at node n
τ f ,n Delay-jitter bound for flow f from the source to the input of node n
l max

f Maximum packet size for flow f

l min
f Minimum packet size for flow f

∆ Minimum resolution of times, e.g., 1 nanosecond
h Sufficient horizon
cn Transmission rate of the line fed by output port n
δd Pure delay function with δd (t ) = 0 for t ≤ d and δd (t ) =∞ for t > d
βc,L Rate-latency function with βc,L(t ) = max(0,c(t −L))
Q+ Set of non-negative rational numbers
F piece-wise-linear Set of piece-wise linear and wide-sense increasing functions f :Q+ 7→Q+∪ {+∞}

νp,b Stair function with νp,b(t ) = b
⌈

t
p

⌉
γr,b Token-bucket function with γr,b(0) = 0 and γr,b(t ) = r t +b for t > 0
hDev Horizontal deviation hDev(α,β) = supt≥0{inf{d ≥ 0|α(t ) ≤β(t +d)}}
⊗ Min-plus convolution ( f ⊗ g )(t ) = inf0≤s≤t { f (t − s)+ g (s)}
⊘ Min-plus deconvolution ( f ⊘ g )(t ) = sups≥0{ f (t + s)− g (s)}
vDev Vertical deviation vDev(α,β) = supt≥0{α(t )−β(t )}
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7 Quasi-Deterministic Burstiness
Bound for Aggregate of Indepen-
dent, Periodic Flows

In time-sensitive networks, where moments unfold,

Monitoring the status, a story to be told.

Devices send packets, with periodic grace,

Aggregated and forwarded, to the controller’s embrace.

Bounding aggregate burstiness, a task at hand,

For effective resource management, a demand so grand.

Independent and periodic flows, our focus true,

Bounding their burstiness, with insights anew.

Deterministic bounds, in perfect sync they lie,

But in practice, unlikely, as time passes by.

Overly pessimistic, an impractical view,

Probability emerges, shedding light so true.

For flows synchronized, with periods aligned,

A closed-form bound, a treasure we find.

Dvoretzky-Kiefer-Wolfowitz, inequality’s name,

A bound that shines, in mathematical fame.

Heterogeneous realms, where diversity thrives,

Grouping flows, through creative strives.

Convolution bound, the bounds we combine,

For aggregate burstiness, a path so fine.

Numerical proximity, simulations reveal,

Tight bounds obtained, their accuracy we feel.

Aggregate burstiness, with a non-zero chance,

Smaller than deterministic, in a graceful dance.

Growth transformed, as n takes its stand,√
n logn, a growth that feels grand.

For number of flows, an elegant decree,

Burstiness estimation, in mathematical glee.

So let this chapter commence, a journey we embark,

In time-sensitive networks, where resource management sparks.

Bounding aggregate burstiness, with precision and might,
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A tale of bounds, shining with insightful light.

Created with ChatGPT, free research preview (version May 24) [141]

We already proposed a solution that more accurately handles periodic flows by using UPP curves, and

we mitigated the tractability issue of aggregating many UPP curves. As explained in Section 1.3.2, an

orthogonal direction to reduce the pessimism of aggregating arrival curve constraints is to use the

affine functions but to permit some violation probability. The development of industrial automation

requires timely and accurate monitoring of the status of the network. In time-sensitive networks, a

common assumption for critical types of traffic is that devices send packets periodically. These packets

are aggregated and forwarded to the controller. Characterizing this aggregate traffic is then crucial for

effective resource management.

We consider independent, periodic flows and are interested in bounding the burstiness of their aggre-

gate traffic. If all flows are synchronized (i.e., have the same phase), then the aggregate burstiness is

the sum of the packet sizes of all flows. Otherwise, the aggregate burstiness would likely be smaller.

We assume that phases are random and uniformly distributed, and we are then interested in finding

the probability that the aggregate burstiness exceeds some pre-specified value, i.e., bounds on the tail

probability of the aggregate burstiness. This enables us to estimate an upper bound for the aggregate

burstiness, which is valid with probability of at least 1−ε throughout the entire network’s lifetime,

where ε is a small, non-zero violation tolerance. (Deterministic) network calculus can then be applied

to obtain delay and backlog bounds that are valid with probability of at least 1−ε (quasi-deterministic

bounds). As we show in Section 7.3, such quasi-deterministic bounds are considerably less than those

obtained if we do not allow any probability of violation (deterministic bounds).

To overcome this issue, probabilistic versions of network calculus (known as Stochastic Network Cal-

culus) have emerged, and their aim is to compute performances when a small violation probability

is allowed. Using probabilistic tools such as moment-generating functions [97] or martingales [98],

existing works [97, 99, 100, 101, 102] do not provide quasi-deterministic bounds, rather they find the

probability of delay or backlog violation at an arbitrary point in time, in stationary regime; however,

in time-sensitive networks, we are interested in the probability that a delay or backlog bound is not

violated during some interval (e.g., the network’s lifetime), not just one arbitrary point in time. The

violation probability of a delay bound being small at one arbitrary point in time, does not imply that

the probability that the delay bound is never violated during a period of interest is small. In fact, there

would likely be some violations. [101, Section 4.4] points out that quasi-deterministic bounds are

always trivial when arrival processes are stationary and ergodic. However, it has been overlooked that

there is interest in some non-ergodic arrival processes, as in our case. Indeed, with our model, phases

are drawn randomly but remain the same during the entire period of interest; thus, our arrival pro-

cesses are not ergodic. As of today, we present the only known method that obtains quasi-deterministic

bounds for independent, periodic flows.

Contributions of this chapter are the following:

1. For the homogeneous case (i.e., flows with the same packet size and period), we provide a closed-

form expression that bounds the tail probability of the aggregate burstiness (Theorem 7.1). We

obtain this bound using the Dvoretzky–Kiefer–Wolfowitz (DKW) inequality [170]. When the

number of flows is large, this bound is fairly tight compared to simulations. Also, it results in a

closed-form expression for the quasi-deterministic burstiness estimated for a non-zero violation

probability (Corollary 7.1); it grows in
√

n logn, unlike the deterministic one that grows in n,
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where n is the number of flows. We also provide Theorem 7.2, a refinement of Theorem 7.1 that

provides a slightly better bound when the number of flows is small, but at the expense of not

having a closed-form expression.

2. For the heterogeneous case (i.e., flows with different packet sizes and periods), we obtain a bound

by grouping flows into homogeneous sets and combining the bounds obtained for each set, using

a convolution bounding technique based on Abel’s summation (Theorem 7.3). The obtained

convolution bound can be efficiently computed using discrete convolution. For a specific case,

when flows have the same period and different packet sizes, we provide an alternative bound

that may be better, when the number of flows per packet size is small (Theorem 7.4).

3. We numerically show that our bounds are close to simulations. The quasi-deterministic aggre-

gate burstiness we obtain with a small, non-zero violation tolerance is considerably smaller than

the deterministic one. For the heterogeneous case, we show that our convolution bounding

technique provides bounds significantly smaller than those obtained by the union bound.

The rest of this chapter is organized as follows: We present our model in Section 7.1, and then in

Section 7.2, we present some results from state-of-the-art. Our contributions are detailed in Section 7.3

for the homogeneous case and in Section 7.4 for the heterogeneous case. Finally, we provide some

simulation results in Section 7.5 to demonstrate the tightness of the bounds. In Section 7.6, we conclude

the chapter. A summary of notation and symbols used in this chapter are given in Section 7.7.

7.1 Assumptions and Problem Statement

In the whole chapter, we will denoteN= {0,1, . . .} andNn = {1, . . . ,n}.

7.1.1 Assumptions

We consider n periodic flows of packets. Each flow f ∈ Nn is periodic with period τ f and phase

φ f ∈ [0,τ f ), and sends packets of size ℓ f : the number of bits of flow f arriving in the time interval [0, t )

is ℓ f ⌈[t −φ f ]+/τ f ⌉ where we use the notation [x]+ = max(0, x) and ⌈⌉ denotes the ceiling.

For every flow f , we assume that φ f is random, uniformly distributed in [0,τ f ], and that the different

(φ f ) f ∈Nn are independent random variables.

7.1.2 Problem Statement

We consider the aggregation of the n flows and let A[s, t ) denote the number of bits observed in time

interval [s, t). Our goal is to find a token-bucket arrival curve constraining this aggregate, that is, a

rate r and a burst b such that ∀s ≤ t , A[s, t) ≤ r (t − s)+b. It follows from the assumptions that each

individual flow f ∈Nn is constrained by a token-bucket arrival curve with rate r f = ℓ f /τ f and burst ℓ f .

Therefore, the aggregate flow is constrained by a token-bucket arrival curve with rate r tot =∑n
f =1 r f

and burst ℓtot =∑n
f =1ℓ f .

However, due to the randomness of the phases, ℓtot might be larger than what is observed, and we are

rather interested in token-bucket arrival curves with rate r tot and a burst b valid with some probability;

specifically, we want to find a bound on the tail probability of the aggregate burstiness, which is defined
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as the smallest value of B such that the aggregate flow is constrained by a token-bucket arrival curve

with rate r tot and burst B , for the entire network lifetime. The aggregate burstiness is given by

B = sup
t≥0

B̄(t ). (7.1)

where B̄(t ) is the token-bucket content at time t for a token-bucket that is initially empty, and is given

by

B̄(t ) = sup
s≤t

{A[s, t )− r tot(t − s)}. (7.2)

Note that B is a function of the random phases of the flows, therefore, is also random. Assume that

P(B > b) = ε; this means that, with probability 1−ε, after periodic flows started, the aggregate burstiness

is ≤ b. Conversely, with probability ε, the aggregate burstiness is > b.

Observe thatP(B > b) = 0 for all b ≥ ℓtot, as ℓtot is a deterministic bound on the aggregate burstiness.

Then, for some pre-specified value 0 ≤ b < ℓtot, our problem is equivalent to finding ϵ(b) that bounds

the tail probability of the aggregate burstiness B , i.e.,

P(B > b) ≤ ϵ(b). (7.3)

7.2 Related Works

Bounding the burstiness of flows in Network Calculus is an important problem since it has a strong

influence on the delay and backlog bounds. The deterministic aggregate burstiness can be improved

(compared with summing burstiness of all flows) when the phases of the flows are known exactly [171].

Regarding the Stochastically Bounded Burstiness (SBB) [101, 172], three models have been proposed,

depending on how quantifiers are used,

SBB : ∀0 ≤ s ≤ t , P (A[s, t )− r (t − s) > b) ≤ ϵ(b), (7.4)

S2BB : ∀t ≥ 0, P( sup
0≤s≤t

{A[s, t )− r (t − s)} > b) ≤ ϵ(b), (7.5)

S3BB :P( sup
0≤s≤t

{A[s, t )− r (t − s)} > b) ≤ ϵ(b). (7.6)

First, notice that S3BB =⇒ S2BB =⇒ SBB. Indeed, SBB is a probability upper bound that the arrival

curve constraint is invalid for a fixed pair of times s ≤ t . In contrast, S2BB is the probability that token-

bucket content at time t , B̄(t ) exceeds b, hence the “∀s” appearing inside the probability. Last, S3BB

represents the violation probability of the aggregate burstiness B of the whole process. A deterministic

arrival curve is a special case of S3BB, with ϵ(b) = 0, which is why, for a non-zero violation probability

ϵ(b), b is called a quasi-deterministic bound on the burstiness.

The first model SBB is the weakest, but also the easiest to handle: bounding the arrivals during a

given interval of time can be done for many stochastic models. It was also used for the study of

aggregated independent flows with periodic patterns [97, 99, 100, 101, 102, 103]. All the approaches

can be summarized as follows: a) defining an event Es of interest related to some time interval [s, t)

and aggregation of the flows; b) combining the events (Es )s≤t together to obtain a violation probability

of the burstiness or of the backlog bound at time t .
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The second model S2BB seems at first more adapted to network calculus analysis, as performance

bounds can be directly derived from the formulation. However, the probability bound of S2BB is usually

deduced from SBB, which leads to pessimistic bounds for a single server. Nevertheless, this framework

may become necessary for more complex cases [173].

In time-sensitive networks, we are interested in the probability that a delay or backlog bound is not

violated during some interval (e.g., the network’s lifetime), not just one arbitrary point in time, so the

two models SBB and S2BB are not adapted, as they do not provide the violation probability of a delay

bound during a whole period of interest. In contrast, when using S3BB, we can guarantee, with some

probability, that delay and backlog bounds derived by deterministic network calculus are never violated

during the network’s lifetime, which is why we choose this formulation in our model.

As pointed out in [101, Section 4.4], when arrival processes are stationary and ergodic, S3BB is always

trivial and the bounding function ϵ(b) in (7.6) is either zero or one. This is perhaps why the literature

was discouraged from studying S3BB characterizations. However, it has been overlooked that there is

interest in some non-ergodic arrival processes, as in our case. Indeed, with our model, phases φ f are

drawn randomly but remain the same during the entire period of interest; thus, our arrival processes

are not ergodic.

7.3 Homogeneous Case

In this section, we consider the case where flows have the same packet size and same period.

More precisely, we assume

(H) There exist τ,ℓ > 0 such that ∀ f ∈Nn , ℓ f = ℓ,τ f = τ and (φ f ) f ∈Nn is a family of independent

and identically distributed (iid) uniform random variables (rv) on [0,τ).

We present two bounds for the aggregate burstiness; the former gives a closed form, unlike the latter,

which might be slightly more accurate when the number of flows is small.

Let us first prove a useful result when the period τ is equal to 1; it shows that if the time origin is shifted

to the arrival time of the first packet of flow i , the phases of the n −1 other flows remain uniformly

distributed on [0,1) and mutually independent. For this, we define the function h as ∀x, y ∈ [0,1),

h(x, y) = (x − y)1x≥y + (1+x − y)1x<y . (7.7)

Intuitively, if x =φ j and y =φi , h(x, y) is the time until the arrival of the first packet of flow j , counted

from the arrival time of the first packet of flow i .

Lemma 7.1. Let U1, . . . ,Un be a sequence of n iid uniform rv on [0,1). Let i ∈ Nn and define W j for

j ∈Nn \ {i } by W j = h(U j ,Ui ). Then, (W j ) j ̸=i is a family of n −1 iid uniform rv on [0,1).

Proof. Let us first do a preliminary computation for all ui ∈ [0,1] and all bounded measurable function
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g j :

E[g j (h(U j ,ui ))] =
∫ 1

u j =0
g j (h(u j ,ui ))du j =

∫ 1

u j =ui

g j (u j −ui )du j +
∫ ui

u j =0
g j (1+u j −ui )du j

=
∫ 1−ui

u j =0
g j (w j )d w j +

∫ 1

u j =1−ui

g j (w j )d w j =
∫ 1

w j =0
g j (w j )d w j .

Then, consider a collection of bounded measurable functions (g j ) j ̸=i : we can computeE[
∏

j ̸=i g j (W j )] =
E[

∏
j ̸=i g j (h(U j ,Ui ))] = ∫ 1

ui=0E[
∏

j ̸=i g j (h(U j ,ui ))]dui =
∫ 1

0
∏

j ̸=i E[g j (h(U j ,ui ))]dui =
∫ 1

0
∏

j ̸=i E[g j (V j )]dui =∏
j ̸=i E[g j (V j )] =E[

∏
j ̸=i g j (V j )], where (V j ) j ̸= j is a collection of n −1 iid uniformly rv on [0,1).

The bounds we are to present are based on the order statistics: consider n − 1 rv U1, . . . ,Un−1 and

its order statistics is U(1) ≤ ·· · ≤U(n−1), defined by sorting U1, . . . ,Un−1 in non-decreasing order. It is

well-known [174, Equation 1.145] that if (Ui ) is an iid family of uniform rv on [0,1], the density function

of the joint distribution of U(1), . . . ,U(n−1) is

fU(1),...,U(n−1) (y1, . . . , yn−1) = (n −1)!10≤y1≤y2≤...≤yn−1≤1. (7.8)

The next proposition connects the order statistics of the phases with the aggregate burstiness, and is

key for Theorems 7.1 and 7.2.

Proposition 7.1. Assume model (H). For all 0 ≤ b < nℓ,

P(B > b) ≤ nP(E), (7.9)

with

E
def=

n−1⋃
k=⌊b/ℓ⌋

{
U(k) <

(k +1)−b/ℓ

n

}
, (7.10)

where U(1), . . . ,U(n−1) is the order statistic of n −1 iid uniform rv on [0,1].

Proof. Note that the normalized process Ã[s, t ) = 1
ℓ A[τs,τt ) follows model (H) with τ= ℓ= 1, and

P(B > b) =P(B̃ > b/ℓ).

We then assume in this proof (and that of Theorem 7.1) that τ= ℓ= 1, and the final result is obtained by

replacing b by b/ℓ. One can also remark that the bound is independent of τ.

Let T j , j ≥ 1 be the arrival time of the j -th packet in the aggregate. With probability 1, T j is strictly

increasing as we assume all phases are different. First, for all i ≤ j , for all (ti , t j ) ∈ (Ti−1,Ti ]×(T j ,T j+1]
def=

Ci , j , A[ti , t j ) = j − i +1, and Hi , j
def= supti ,t j ∈Ci , j

A[ti , t j )−n(ti − t j ) = j − i +1−n(T j −Ti ). Then, we can

rewrite the aggregate burstiness as

B = sup
1≤i≤ j

sup
ti ,t j ∈Ci , j

A[ti , t j )−n(ti − t j ) = sup
1≤i≤ j

Hi , j . (7.11)

As our model is the aggregation of n flows of period 1, T j+n = T j +1 for j ≥ 1, and Hi , j+n = j +n − i +
1−n(T j −1−Ti ) = Hi , j for all j ≥ i . Similarly, Hi+n, j = Hi , j for all j ≥ i +n. Combine this with (7.11)
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and obtain

B = max
j≥1

max
i∈N j

Hi , j = max
i∈Nn

max
i≤ j≤n−1

Hi , j︸ ︷︷ ︸
Bi

. (7.12)

We now prove that ∀i ∈Nn ,P (Bi > b) =P(E).

Observe that for all j ≥ i , we have the equality of events {Hi , j > b} = {T j −Ti < ( j − i +1−b)/n}, so for

all i ∈Nn , {Bi > b} =⋃i+n−1
j=i

{
T j −Ti < ( j − i +1−b)/n

}
.

We can also notice that the sequence (T j −Ti )n+i−1
j=i+1 is the ordered sequence of phases starting from

time origin Ti . Conditionally to Ti =φ f , or equivalently φ(i ) = f , (T j −Ti )n+i−1
j=i+1 is the order statistics of

(φ j −φ f ) j ̸= f , which is, from Lemma 7.1, iid and uniformly distributed on [0,1). If follows that

P(Bi > b | φ(i ) = f ) =P(∪n−1
k=1{U(k) <

k −b

n
}) =P(∪n−1

k=⌊b⌋{U(k) <
k −b

n
}) =P(E),

since U(k) ≥ 0. Then, using the law of total probabilities,P(Bi > b) =∑n
f =1P(Bi > b | φ(i ) = f )P(φ(i ) =

f ) =P(E).

Lastly, we conclude by using the union bound: P(B > b) =P(∪n
i=1Bi > b) ≤∑n

i=1P(Bi > b) = nP(E ).

We now present the first bound on the tail probability of the aggregate burstiness B .

Theorem 7.1 (Homogeneous case, DKW bound). Assume model (H) with n > 1. For all b < nℓ, a bound

on the tail probability of the aggregate burstiness B is given by

P (B > b) ≤ n exp

(
−2(n −1)

( ⌊b/ℓ⌋
n −1

− 1

n

)2)
def= εdkw(n,ℓ,b). (7.13)

Proof. Let us assume that τ= ℓ= 1 in the proof, as in the proof of Proposition 7.1. Observe that when

⌊b⌋ < 1− 1
n +

√
(n−1)log2

2 , we have εdkw(n,1,b) ≥ n
2 , hence (7.13) holds. Therefore we now proceed to

prove (7.13) when ⌊b⌋ ≥ 1− 1
n +

√
(n−1)log2

2 .

Step 1: Consider n −1 iid, rv U1, . . . ,Un−1 and its order statistics is U(1) ≤ ·· · ≤U(n−1), defined by sorting

U1, . . . ,Un−1 in non-decreasing order. For ε> 0, define E ′(ε) by

E ′(ε)
def=

n−1⋃
k=1

{
U(k) <

k

n −1
−ε

}
. (7.14)

We now show that if ε≥
√

log2
2(n−1) ,

P
(
E ′(ε)

)≤ e−2(n−1)ε2
. (7.15)

Let Fn−1 be the (random) empirical cumulative distribution function of U1, . . . ,Un−1, defined ∀x ∈ [0,1]

by

Fn−1(x) = 1

n −1

n−1∑
i=1
1U(i )≤x . (7.16)
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The Dvoretzky–Kiefer–Wolfowitz inequality [170] states that if ε≥
√

log2
2(n−1) , then

P
(

sup
x∈[0, 1]

(Fn−1(x)−x) > ε)≤ e−2(n−1)ε2
. (7.17)

We can apply this to find the bound of interest. First, we prove that

sup
x∈[0, 1]

(Fn−1(x)−x) > ε⇔∃k ∈Nn−1, U(k) <
k

n −1
−ε. (7.18)

Proof of ⇐: First, observe that Fn−1(U(k)) = k/(n −1), so if k
n−1 −U(k) > ε for some k, then Fn−1

(
U(k)

)−
U(k) > ε, and the left-hand side holds.

Proof of ⇒: Set U(0) = 0 and U(n) = 1. Observe that for all k ∈ {0, . . . ,n −1}, and all U(k) ≤ x < U(k+1),

Fn−1 (x) = Fn−1
(
U(k)

)= k
n−1 . Hence, Fn−1(x)−x = k

n−1 −x is decreasing on each segment [U(k),U(k+1)).

Then, the supremum in the left-hand side of (7.18) is obtained for some x =U(k), i.e., supx∈[0, 1](Fn−1(x)−
x) = supk∈{0,...,n−1}(Fn−1(U(k))−U(k)) = supk∈{0,...,n−1}(

k
n−1 −U(k)), which implies the right-hand side

(Fn−1(0)−0 = 0 < ε).

This proves (7.18), and Step 1 is concluded by combining it with (7.17).

Step 2: We now proceed to show that if

ε= ⌊b⌋
n −1

− 1

n
, (7.19)

then, E ⊆ E ′(ε), where event E is defined in Proposition 7.1.

It is enough to show that for all k ∈ {⌊b⌋, . . . ,n −1}, k+1−b
n ≤ k−⌊b⌋

n−1 + 1
n , which can be deduced from the

following implications:

k +1−b

n
≤ k −⌊b⌋

n −1
+ 1

n
⇔ k −b

n
≤ k −⌊b⌋

n −1
⇐ k −⌊b⌋

n
≤ k −⌊b⌋

n −1
⇔ 1

n
≤ 1

n −1
.

Step 3: By Step 2, we have P(E) ≤ P(E ′(ε)). Also, observe that ⌊ b
l ⌋ ≥ 1− 1

n +
√

(n−1)log2
2 implies ε ≥√

log2
2(n−1) . Thus, combine it with Step 1 to obtain

P(E) ≤P(E ′(ε)) ≤ exp
(
−2(n −1)

( ⌊b⌋
n −1

− 1

n

)2)
. (7.20)

Combine (7.20) with Proposition 7.1 to conclude the theorem.

Note that the bound of Theorem 7.1 is only less than one and is non-trivial when ⌊ b
l ⌋ ≥ 1− 1

n +
√

(n−1)log2
2 .

The following corollary provides a closed-form formulation for the minimum value for the aggregate

burstiness with a violation probability of at most ε. It is obtained by setting the right-hand side of (7.13)

in Theorem 7.1 to ε.

Corollary 7.1 (Quasi-deterministic burstiness bound). Assume model (H) with n > 1. Consider some
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0 < ε< 1, and define

b(n,ℓ,ε)
def= ℓ

⌈
1− 1

n
+

√
(n −1)(log n − log ε)

2

⌉
. (7.21)

Then, b(n,ℓ,ε) is a quasi-deterministic burstiness bound for the aggregate with the violation probability

of at most ε, i.e.,P (B > b (n,ℓ,ε)) ≤ ε.

Observe that b(n,ℓ,ε) grows in
√

n logn as opposed to the deterministic bound (ℓtot = nℓ) that grows

in linearly (see Fig. 7.5.1b).

Proposition 7.1 introduces the event E such that an upper bound ofP(E) is used to derive an upper

bound on the tail probability of the aggregate burstiness. Theorem 7.1 is derived from the DKW upper

bound ofP(E), which is tight when the number of flows n is large. In Theorem 7.2, we compute the

exact value ofP(E); thus, it provides a slightly better bound when the number of flows is small but at

the expense of not having a closed-form expression.

Theorem 7.2 (Refinement of Theorem 7.1 for small groups). Assume model (H) with n > 1. For all b ≥ 0.

Then, a bound on the tail probability of the aggregate burstiness B is

P (B > b) ≤ n(1−p(n,ℓ,b))
def= εthm2(n,ℓ,b), (7.22)

with

p(n,ℓ,b) = (n −1)!
∫ 1

yn−1=un−1

∫ yn−1

yn−2=un−2

. . .
∫ yi+1

yi=ui

. . .
∫ y2

y1=u1

1d y1 . . . d yn−1, (7.23)

and uk = [(k+1)−b/ℓ]+
n , for all k ∈Nn−1 and [x]+ = max(0, x).

Note that the computation of the bound of Theorem 7.2 requires computing p(n,ℓ,b) in (7.23), which

is a series of polynomial integrations, and finding a general closed-form formula might be challenging.

However, computing the bound can be done iteratively as in Algorithm 7.1: The integrals are computed

from the inner sign to the outer (incorporation factor i from the factorial in the i -th integral). Polynoms

are computed at each step and variable qm
j represents the coefficient of degree j of the m-th integral.

Note that we always have qm
m = 1, so the monomial of degree n −1 cancels in (7.22).

All computations involve exact representations of the integrals (no numerical integration) and use

exact arithmetic with rational numbers; therefore, the results are exact with infinite precision.

Algorithm 7.1: Computation of εthm2 (n,ℓ,b) from Theorem 7.2
Inputs :number of flows n, a burst b, and a packet size ℓ.

Output :εthm2(n,ℓ,b) such thatP(B > b) ≤ εthm2(n,ℓ,b).

1 m ←⌊b/ℓ⌋−1;

2
(
qm

0 , qm
1 , . . . , qm

m

)← (0,0, . . . ,0,1);

3 for m ←⌊b/ℓ⌋ to n −1 do
4 um ← (m +1−b/ℓ)/n;

5 qm
0 ←−∑m−1

j=0

mqm−1
j

j+1 u j+1
m ;

6 for i ← 1 to m do qm
i ← mqm−1

i−1
i ;

7 return n
∑n−2

i=0 qn−1
i
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Proof. Let Ē be the complementary event of E defined in Proposition 7.1.

Ē =
n−1⋂
k=1

{
U(k) ≥

[k +1−b/ℓ]+

n

}
. (7.24)

Let fU(1),...,U(n−1) be the density function of the joint distribution of U(1), . . . ,U(n−1), given in (7.8). Then

P
(
Ē

)= ∫ 1

yn−1=un−1

. . .
∫ 1

yi=ui

. . .
∫ 1

y1=u1

fU(1),...,U(n−1)

(
y1, . . . , yn−1

)
d y1 . . . d yn−1 (7.25)

=
∫ 1

yn−1=un−1

. . .
∫ 1

yi=ui

. . .
∫ 1

y1=u1

(n −1)!10≤y1≤y2≤...≤yn−1≤1 d y1 . . . d yn−1 (7.26)

= (n −1)!
∫ 1

yn−1=un−1

. . .
∫ yi+1

yi=ui

. . .
∫ y2

y1=u1

1d y1 . . . d yn−1 = p(n,ℓ,b). (7.27)

Combine it withP
(
Ē

)= 1−P (E) and Proposition 7.1 to conclude the theorem.

Note that since Theorem 7.2 computes the exact probability of event E , we have εdkw(n,ℓ,b) ≥
εthm2(n,ℓ,b).

7.4 Heterogeneous Case

In this section, we consider the case where flows have different periods and packet sizes. We present

burstiness bounds in two different settings: First, when flows can be grouped into homogeneous flows;

second, when all packets have the same period but with different packet sizes.

Let us first focus on the model where flows are grouped according to their characteristics:

(G) There exists a partition I1, . . . , Ig of Nn such that Ii is a group of ni flows satisfying model (H)

with packet size ℓi and period τi . All phases are mutually independent.

Proposition 7.2 (Convolution Bound). Let X1, X2, . . . , Xg be g ≥ 1 mutually independent rv onN. Assume

that for all i ∈Nn ,Ψi is wide-sense increasing and is a lower bound on the CDF of Xi , namely, ∀b ∈N,

P(Xi ≤ b) ≥Ψi (b). Define ψi by ψi (0) =Ψi (0) and ψi (b) =Ψi (b)−Ψi (b −1) for b ∈N\ {0}.

Then, a lower bound on the CDF of
∑g

i=1 Xi is given by: ∀b ∈N,

P
( g∑

i=1
Xi ≤ b

)
≥ (

ψ1 ∗ψ2 ∗·· ·∗ψg−1 ∗Ψg
)

(b), (7.28)

where, the symbol ∗ denotes the discrete convolution, defined for arbitrary functions f1, f2 :N→R by

∀b ∈N, ( f1 ∗ f2)(b) =
b∑

j=0
f1( j ) f2(b − j ). (7.29)

Proof. We prove it by induction on g .

Base Case g = 1: There is nothing to prove: for all b ∈N,P(X1 ≤ b) ≥Ψ1(b).

Induction Case: We now assume that Equation (7.28) holds for g variables, and we show that it also

holds for g +1 variables.
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We can apply Equation (7.28) to variables X2, X3, . . . , Xg+1, and let us denote Y = X2 +·· ·+ Xg+1 and

Ψ=ψ2 ∗·· ·∗ψg ∗Ψg+1. We need to show that for all b ∈N,

P(X1 +Y ≤ b) ≥ (ψ1 ∗Ψ)(b). (7.30)

Let F (b) =P(Y ≤ b) and observe that P(Y = 0) = F (0) and P(Y = b) = F (b)−F (b −1) for b ∈ N \ {0}.

Then, since X1 and Y are independent,

P(X1 +Y ≤ b) =
b∑

j=0
P(X1 + j ≤ b|Y = j )P(Y = j ) =

b∑
j=0
P(X1 + j ≤ b)P(Y = j ) (7.31)

≥
b∑

j=0
Ψ1(b − j )P(Y = j ) (7.32)

≥Ψ1(b)F (0)+
b∑

j=1
Ψ1(b − j )(F ( j )−F ( j −1)). (7.33)

We now use Abel’s summation by parts in (7.33) and obtain

P(X1 +Y ≤ b) ≥Ψ1(b)F (0)+
b∑

j=1
Ψ1(b − j )F ( j )−

b∑
j=1
Ψ1(b − j )F ( j −1) (7.34)

=Ψ1(b)F (0)+
b∑

j=1
Ψ1(b − j )F ( j )−

b−1∑
j=0
Ψ1(b − j −1)F ( j ) (7.35)

=
b∑

j=0
Ψ1(b − j )F ( j )−

b−1∑
j=0
Ψ1(b − j −1)F ( j ) (7.36)

=Ψ1(0)F (b)+
b−1∑
j=0

(Ψ1(b − j )−Ψ1(b − j −1))F ( j ) (7.37)

=ψ1(0)F (b)+
b−1∑
j=0

ψ1(b − j )F ( j ) =
b∑

j=0
ψ1(b − j )F ( j ) (7.38)

≥
b∑

j=0
ψ1(b − j )Ψ( j ) = (ψ1 ∗Ψ)(b). (7.39)

We can conclude by using the associativity of the discrete convolution: ψ1∗Ψ=ψ1∗·· ·∗ψg ∗Ψg+1.

Remarks. 1. Note that (ψ1 ∗Ψ2)(b) =∑
i+ j≤bψ1(i )+ψ2( j ) = (ψ2 ∗Ψ1)(b), so the convolution bound is

independent of the order of X1, . . . , Xg .

2. An alternative to Proposition 7.2 is to use then union bound rather than the convolution bound:

for all (b1, . . . ,bg ) ∈ Ng such that
∑g

i=1 bi = b, we have
{∑g

i=1 Xi > b
} ⊆ ⋃g

i=1 {Xi > bi }, so P(X > b) ≤∑g
i=1P(Xi > bi ) ≤∑g

i=1(1−Ψi (bi )). We can choose (bi )g
i=1 so as to minimize this latter term, and take

the complement to obtain

P(
g∑

i=1
Xi ≤ b) ≥ 1− min

b1+···+bg =b

g∑
i=1

(1−Ψi (bi )). (7.40)

This bound is also valid when rvs Xi are not independent, but it can be shown that the convolution

bound always dominates the union bound. In our numerical evaluations, we find that the convolution
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bound provides significantly better results than the union bound.

Theorem 7.3 (Flows with different periods and different packet-sizes). Assume model (G). Let εi be a

wide-sense decreasing function that bounds the tail probability of aggregate burstiness Bi of each group

i ∈Ng : for all b ∈N,P (Bi > b) ≤ εi (b) for all b ∈N. DefineΨi (b) = 1−εi (b) for b ∈N and define ψi by

ψi (0) =Ψi (0) and ψi (b) = εi (b −1)−εi (b) for b ∈N\ {0}.

Then, a bound on the tail probability of the aggregate burstiness of all flows B is given by ∀b ∈Nℓtot ,

P (B > b) ≤ 1− (
ψ1 ∗ψ2 ∗·· ·∗ψg−1 ∗Ψg

)
(b), (7.41)

Proof. For all group i ∈Ng , let Ai [s, t ) be the aggregate of flows of group i during the interval [s, t ), r i ,

its aggregate arrival rate, and Bi its aggregate burstiness. Observe that for all s ≤ t , A(s, t ] =∑g
i=1 Ai [s, t )

and r tot =∑g
i=1 r i . We then obtain

B = sup
0≤s≤t

{A(s, t ]− r tot(t − s)} = sup
0≤s≤t

{ g∑
i=1

(
Ai (s, t ]− ri (t − s)

)}
(7.42)

≤
g∑

i=1
sup

0≤s≤t
{Ai (s, t ]− ri (t − s)} =

g∑
i=1

Bi ≤
g∑

i=1
⌈Bi ⌉. (7.43)

Hence, it follows thatP(B ≤ b) ≥P(
∑g

i=1⌈Bi ⌉ ≤ b), b ∈N .

We now apply Proposition 7.2 with Xi = ⌈Bi ⌉ andΨi as defined in the theorem: it suffices to observe

that (⌈Bi ⌉)i∈Ng are mutually independent rv on N; as εi is wide-sense decreasing, Ψi is wide-sense

increasing; Hence, by Proposition 7.2, we obtain that for all b ∈N, P(
∑g

i=1⌈Bi ⌉ ≤ b) ≥ (ψ1 ∗ψ2 ∗ . . .∗
ψg−1 ∗Ψg )(b), which concludes the proof.

We now turn to our second heterogeneous model: when all flows have the same period but different

packet sizes.

(P) There exists τ> 0 such that ∀ f ∈Nn , τ f = τ; ℓ1 ≥ ℓ2 ≥ ·· · ≥ ℓn > 0 and (φ f ) f ∈Nn is a family of iid

uniform rv on [0,τ).

Theorem 7.4 (Flows with the same period but different packet sizes). Assume model (P). For all

0 ≤ b < ℓtot, set η
def= min

{
k

n−1 −
∑k+1

j=1 ℓ j

ℓtot , k ∈Nn−1,
∑k+1

j=1 ℓ j > b
}

. Then

1. A bound on the tail probability of the aggregate burstiness of all flows B is

P(B > b) ≤ n exp
(
−2(n −1)

(
η+ b

ℓtot

)2
)
. (7.44)

2. For all ε ∈ (0,1), for all n ≥ 2, the violation probability of at most ε, i.e.,P (B > b(n,ℓ1, . . . ,ℓn ,ε)) ≤
ε with

b(n,ℓ1, . . . ,ℓn ,ε)
def= ℓtot

⌈√
log n − log ε

2(n −1)
−η

⌉
. (7.45)
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3. A bound on the tail probability of the aggregate burstiness of all groups B is given byP (B > b) ≤
n(1− p̄(n,ℓ1, . . . ,ℓn ,b)), where p̄(n,ℓ1, . . . ,ℓn ,b) is computed as in Equation (7.23), where for all

k ∈Nn−1, uk = [
∑k+1

j=1 ℓ j −b]+

ℓtot .

When all flows have the same packet-sizes ℓ, this is model (H) and the bounds provided are exactly the

same as in Section 7.3. Algorithm 7.1 can also be used to compute the bound of item 3 if a) line 1 is

replaced by m ← max{k ≥ 0 | ∑k+1
j=1 ℓ j ≤ b} and b) the values of um are adapted in line 4.

Proof. The proof is done by adapting Proposition 7.1. Then the proofs of each item follow exactly the

steps of Theorems 7.1, Corollary 7.1 and Theorem 7.2. The key difference in Proposition 7.1 is the

computation of Hi , j : Hi , j ≤
∑ j−i+1

k=1 ℓk −ℓtot(T j −Ti ): we bound this value as if the packets arrived in

this arrival where the j − i +1 longest ones.

7.5 Numerical Evaluation
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Figure 7.5.1: (a): Bound on the tail probability of the aggregate burstiness obtained by Theo-
rems 7.1, 7.2, and simulations. (b): The obtained quasi-deterministic burstiness with violation
probability of 10−7 by Corollary 7.1 and Theorem 7.2, as the number of flows grows; the deterministic
bound (dashed plot) grows linearly with the number of flows.

In this section, we numerically illustrate our bounds in Fig. 7.5.1 and Fig. 7.5.2.

7.5.1 Homogeneous Case

In Fig. 7.5.1 (a), we consider 250 flows with the same packet size (with respect to a unit, is assumed

to be 1) and the same period. We then compute bounds on the tail probability of their aggregate

burstiness using Theorems 7.1 and 7.2. We also compute the bound using simulations: For each flow,

we independently pick a phase uniformly at random, and we then compute the aggregate burstiness as

in (7.1); we repeat this 108 times. We then compute bounds on the tail probability of their aggregate

burstiness and its 99% Kolmogorov–Smirnov confidence band. The bound of Theorem 7.2 is slightly

better than that of Theorem 7.1. Also, compared to simulations, our bounds are fairly tight.
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Figure 7.5.2: (a): Comparison of the convolution bound of Theorem 7.3 to the union bound when
combining bound obtained for homogeneous sets of flows. (b): Slight improvement of Theorem 7.4
compared to Theorem 7.3 when the number of flows per packet-size is small.

In Fig. 7.5.1 (b), we consider n ∈ {2, . . . ,3000} flows with the packet size 1 and same period. We then com-

pute a quasi-deterministic burstiness bound with violation probability of 10−7 once using Corollary 7.1

and once using Theorem 7.2; they are almost equal and as n grows are exactly equal, as Theorem 7.1 is

as tight as Theorem 7.2 for large n. Also, our quasi-deterministic burstiness bound is considerably less

than the deterministic one (i.e., n) and grows in
√

n log n.

7.5.2 Heterogeneous Case

To assess the efficiency of the bound in the heterogeneous case, we consider in Fig. 7.5.2 (a) 10000

homogeneous flows with period and packet length 1, and divide them into g groups of 10000/g flows,

for g ∈ {1,2,4,5,8}. We compute a bound for each group by Theorem 7.1, and combine them once with

the convolution bound of Theorem 7.3 and once by the union bound (as explained after Proposition 7.2).

Our convolution bound is significantly better than the union bound, and the differences increase fast

with the number of sets.

In Fig. 7.5.2 (b), we consider 10 (resp. 5) homogeneous groups of 10 (resp. 20) flows, flows of each

set g ∈N10 (resp. g ∈N5), have a packet-size equal to g , and all flows have the same period. We then

compute the bound on the tail probability of the aggregate burstiness once with Theorem 7.3 and once

with Theorem 7.4. When groups are small (here of 10 flows), Theorem 7.4 provides better bounds than

Theorem 7.3, but when groups are larger (here of 20 flows), Theorem 7.3 dominates Theorem 7.4.

7.6 Conclusion

In this chapter, we provided quasi-deterministic bounds on the aggregate burstiness for independent,

periodic flows. When a small violation tolerance, is allowed, the bounds are considerably better

compared to the deterministic bounds. We obtained a closed-form expression for the homogeneous

case, and for the heterogeneous case, we combined bounds obtained for homogeneous sets using

the convolution bounding technique. We on purpose limited our study to the burstiness. Quasi-
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deterministic delay and backlog bounds can be obtained by applying any method from deterministic

network calculus, and combining it with our results.

159



Chapter 7. Quasi-Deterministic Burstiness Bound for Aggregate of Independent, Periodic
Flows

7.7 Notation

Table 7.7.1: Notation List, Specific to Chapter 7

f A (periodic) flow
n Number of flows
ℓ f Packet length of flow f
τ f Period of flow f
φ f Phase of flow f

r f Rate of flow f , equal to
ℓ f

τ f

B Aggregate burstiness
B̄(t ) Aggregate burstiness when observing the aggregate traffic up to time t
ℓtot Aggregate packet length
r tot Aggregate rate
A[s, t ) Number of bits observed in time interval [s, t ) for the aggregate traffic
λc Rate function with λc (t ) = ct
βR,L Rate-latency function with βc,L(t ) = max(0,c(t −L))
N {1,2,3, . . .}
Nn {1,2,3, . . . ,n}
[x]+ [x]+ = max(0, x)
∗ discrete convolution ∀b ∈N, ( f1 ∗ f2)(b) =∑b

j=0 f1( j ) f2(b − j )
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8 Conclusion and Future Works

In the first part of this thesis, we have provided the best-known, proven worst-case delay analysis of

time-sensitive networks of generic topology with round-robin schedulers, which dramatically dominate

all previous works:

• In Chapter 3, we have provided a residual strict service curve for IWRR, a variant of WRR with

the same long-term rate and the same complexity but with smoother service. We show that

the IWRR strict service curve is the best possible one under general assumptions, thanks to the

method of the pseudo-inverse. For classes with packets of constant size, we have shown that

the delay bounds derived from it are worst-case. We have proved that IWRR worst-case delay is

not greater than WRR and shown on experiments that the gain is significant in practice, which

speaks in favor of using IWRR as a replacement to WRR.

Future Works: Our IWRR strict service curves are obtained under the assumption that all packets

of the interfering traffic are of the maximum packet size and all packets of the class of interest

are of the minimum packet size; this can be improved with supplementary hypotheses on

classes and considering packet size distribution, with “packet curves” [175]. Also, as explained

in Section 3.2, two versions for IWRR are presented in [84], which we analyzed one of them. The

other version, called List-Based IWRR (LBIWRR), obtains even a smoother service than IWRR,

but the analysis might be more complicated.

• In Chapter 4, the method of the pseudo-inverse enabled us to perform a detailed analysis of

DRR and to obtain strict service curves that significantly improve the previous results. Our

results use the network calculus approach and are mathematically proven, unlike some previous

delay bounds that we have proved to be incorrect. Our method assumes that the aggregate

service provided to the DRR subsystem is modeled with a strict service curve. Therefore it can

be recursively applied to hierarchical DRR schedulers as found, for instance, with class-based

queuing.

Future Works: Our strict service curves in the degraded operational mode (i.e., when there is

no assumption on the arrival curves of interfering classes) are the best possible ones; however,

for the non-degraded operational mode (i.e., when some arrival curves can be assumed for

interfering classes), our strict service curves are the best possible ones so far, but the jury is still

out on them. Also, the same method can be applied to IWRR and results in strict service curves

for IWRR that account for the arrival curves of the interfering traffic.

• In Chapter 5, we solved the problem of how to combine DRR strict service curves and the
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network analysis of PLP in order to obtain worst-case delay bounds in time-sensitive networks.

Our method is guaranteed to find delay bounds that are at least as good as the state-of-the-

art, and we found very significant improvements for the industrial network under study. It

is based on a generic shared memory execution model, implementations of which can differ

by the scheduling of the individual operations in the refinement phase. We proved that all

implementations produce the same bounds. We proposed two concrete implementations and

found that the latter performs faster.

Future Works: It will be interesting to study other concrete implementations that aim at reducing

computing time, and to have a publicly available implementation. Also, we enabled PLP to

support non-convex service curves; the same method can be applied for arrival curves and to

enable PLP to support non-affine arrival curves, for example stair functions.

In the second part of this thesis, we have provided the best-known, proven worst-case delay analy-

sis of time-sensitive networks of generic topology with many periodic flows that, while remaining

computationally feasible, dramatically reduce the pessimism of existing works:

• TFA quickly becomes intractable when there is a large number of periodic sources and UPP

curves. This problem is frequently observed in time-sensitive and real-time networks. In

Chapter 6, we provided a practical solution, FH-TFA, that obtains delay bounds that are formally

proven, and can handle a large number of periodic sources with different periods.

Future Works: It will be interesting to explore other versions of TFA that do not require cuts, such

as AsyncTFA and AltTFA [64], and to also make them practical and applicable in the presence of

a large number of periodic sources and UPP curves. This is of interest as FH-TFA is currently

based on GFP-TFA, which is a sequential algorithm, but other versions of TFA can benefit from

parallel computations, thus might further reduce the run times.

• In Chapter 7, we provided quasi-deterministic bounds on the aggregate burstiness for indepen-

dent, periodic flows. When a small violation tolerance, is allowed, the bounds are considerably

better compared to the deterministic bounds. We obtained a closed-form expression for the

homogeneous case, and for the heterogeneous case, we combined bounds obtained for homo-

geneous sets using the convolution bounding technique.

Future Works: Our method uses the affine arrival curves, and it will be interesting to obtain

quasi-deterministic arrival curve constraints but with UPP curves.

Lastly, as a side contribution, in Appendix A, we presented Saihu, a Python interface capable of

executing multiple network analysis tools easily. It enables users to define a network and retrieve the

analysis results for multiple tools. Its unified input and output layers enable the automation of all the

tedious re-interpretation of a network for each tool. Such design not only simplifies many mechanical

procedures previously hindering network researchers’ works but also helps publicize these useful tools

to more potential users due to its simplicity.

Future Works: Saihu is modular and hopefully will also be extended to other analysis tools.
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A Saihu : A Common Interface of Worst-
Case Delay Analysis Tools for Time-
Sensitive Networks

In time-sensitive networks, where bounds reside,

Delays of utmost importance, a need to confide.

Tools aplenty, methods diverse,

Valid bounds they offer, yet which is to immerse?

IEEE-TSN and IETF-Detnet, the realms we tread,

Worst-case delays, the challenge ahead.

Different tools, different paths they pave,

Uncertainty lingers, which bound to save?

Implementing multiple codes, a cumbersome chore,

Syntax variations, errors galore.

Impracticality looms, a burden to bear,

A solution we seek, a simpler affair.

Saihu emerges, a Python interface in sight,

xTFA, DiscoDNC, Panco unite.

Three tools combined, six methods entwined,

A unified interface, simplicity defined.

Networks defined in a single file,

Tools executed, results compiled with style.

Formatted reports, effortlessly exported,

Time-sensitive networks, easily supported.

With Saihu as our guide, the burden dissolves,

Accessible to all, as it evolves.

Simplified execution, a user’s delight,

Time-sensitive networks, now within our sight.

Created with ChatGPT, free research preview (version May 24) [141]

As explained in Section 1.1.2, several methods are proposed in the literature to obtain bounds on

the end-to-end worst-case delays, given the arrival curve constraints of flows at the sources and

service curves offered by the nodes. Finding the best delay bound is an NP-hard problem and is

generally not feasible, therefore, several methods were developed to find good delay bounds. Frequently

used methods are Total Flow Analysis (TFA) [61, 62, 63, 64], Single Flow Analysis (SFA) [62, Section
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3.3], Pay Multiplexing Only Once (PMOO) [62, Section 3.4][65], Least Upper Delay Bound (LUDB)

[22, 66, 120, 121], Tandem Matching Analysis (TMA) [176], Polynomial-size Linear Programming (PLP)

[68], and Exponential-size Linear Programming (ELP) [20]. All methods provide valid delay bounds

but differ in their design and implementation, and it is not trivial to identify the best, smallest bound

among them. Therefore, it is interesting to compare different methods and find the smallest delay

bound.

The existing worst-case delay analysis tools, such as xTFA [61], DiscoDNC [66, 124], and Panco [136]

(see Section 2.1.4 for more tools), support some of the frequently used methods. These tools altogether

cover most of the widely recognizable methods within the community. As of today, despite the great

potential of utilizing multiple tools, users must implement multiple pieces of code with different

syntaxes for each of them, which is impractical and error-prone.

We present Saihu, Superimposed worst-case delay Analysis Interface for Human-friendly Usage, to

simplify the whole process. Users can execute analyses and compare the results from each tool easily

with a single interface and simple commands. Saihu provides a general interface that enables defining

the networks in one XML or JSON file and executing all tools simultaneously without any modification;

it automatically generates input for each tool respectively and executes the analyses on them. Saihu

can produce analysis results in formatted reports and offer automatic network generation for certain

types of networks. Therefore, with its straightforward syntax and ease of execution, Saihu simplifies the

worst-case bounds comparisons in time-sensitive networks. Its design is modular and supports the

addition of new tools. Fig. A.0.1 illustrates the design of Saihu with its data flow. An introductory video

is available on https://youtu.be/MiOhLay8Kr4.

Figure A.0.1: Data flow of Saihu: Red represents the user options; blue is for our contribution; green
is for the existing tools; and yellow is for the potential extension of Saihu for more tools. It automates
all the programming details in the middle and requires only a few commands listed on the right.
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A.1 System Model

Figure A.1.1: Device model.

A.1 System Model

Devices represent switches or routers that compose the network of interest; they consist of input ports,

output ports, and a switching fabric. Fig. A.1.1 shows one such device. Each packet enters a device via

an input port and is stored in a packetizer. A packetizer releases a packet only when the entire packet is

received. Then, the packet goes through a switching fabric, which transmits the packet to a specific

output port based on the static route of the packet; the packet is either buffered in a First-In-First-Out

(FIFO) queue and then is serialized on the output line at the transmission rate of the line or exits the

network via a terminal port (i.e., a sink).

A flow is a stream of packets generated from the same source, following the same path, and destined

for the same sink. We assume that flows are statically assigned to a path. A path consists of a source, a

sequence of devices (with the corresponding input port and output port), and a sink (see Fig. A.3.1).

For each flow i , we let l max
i and l min

i denote the maximum and minimum packet size, respectively.

Every flow is constrained at the source by an arrival curve which we assume to be piece-wise linear

and concave. Such an arrival curve, say α, can be described by a collection of m rates r1,r2, ...,rm

and bursts b1,b2, ...,bm such that α(t) = mink=1:m(rk t + bk ); each function t 7→ rk t + bk is called a

token-bucket function with rate rk and burst bk . The long-term arrival rate of a flow is mink rk . Note

that the parameters (m,r1:m ,b1:m) may differ for every flow.

A flow can be either unicast (one source, one destination) or multicast (one source, multiple destina-

tions). In the latter case, traffic can be split at one or several intermediate devices. For the tools that do

not support multicast flows, we replace every multicast flow with p sub-paths by p unicast flows with

the same arrival curve constraint at the source; this increases the traffic inside the network, and thus

delay bounds that we obtain are valid but might be less good than those obtained by tools that natively

support multicast flows.

The service offered to the aggregation of all flows of interest at an output port is represented by a

service curve, which we assume to be piece-wise linear and convex. Such a service curve, say β,

can be described by a collection of n rates R1,R2, ...,Rn and latencies T1,T2, ...,Tn such that β(t) =
maxk=1:n(Rk [t −Tk ]+), with the notation [x]+ = max(x,0); each function t → Rk [t −Tk ]+ is called a

rate-latency function with rate Rk and latency Tk . The long-term service rate of the output port is

defined as maxk Rk . Note that the parameters (n,R1:n ,T1:n) may differ at every output port.

We assume that the network is locally stable, namely, at every output port, the aggregate long-term

arrival rate (equal to the sum of the long-term arrival rates of all flows using the output port) is less
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than the long-term service rate. This is a necessary condition for the existence of finite delay bounds;

it is also sufficient in feed-forward networks, but not in networks that have cyclic dependencies [40,

Chapter 12].

A.2 Included Tools

Saihu currently includes three tools: xTFA, DNC, and Panco. Fig. A.2.1 summarizes supported methods

for each tool.

Method\Tool DNC xTFA Panco

TFA V V V

SFA V V

PLP V

ELP V

PMOO V

LUDB V

TMA V

Table A.2.1: Supported methods are marked with a “V”.

• xTFA [61] is developed in Python and supports a more advanced TFA. For its input, an XML

file describes the network (cf. Sec. A.3.1.1). xTFA supports analyzing networks with cyclic

dependency and multicast flows.

• DiscoDNC [124] is developed in Java and partially uses linear programming with CPLEX [138]

for LUDB. It supports TFA, SFA, PMOO, LUDB, and TMA. It supports more methods, for example,

Unique Linear Program (ULP) [177], but there are not supported yet in Saihu. A network is

defined through its own Java classes. Saihu uses the information from an output port network

to create a network in DNC syntax internally. Moreover, with DNC, one cannot manually set

shaping with FIFO multiplexing but only with arbitrary multiplexing. Also, DNC does not support

networks with cyclic dependency and does not support multicast flows (see Section A.1).

• Panco [136] is developed in Python and uses linear programming. So, it requires lpsolve [139]

to execute TFA, SFA, PLP, and ELP. A network is described with its own Python classes. Saihu

internally creates the network in Panco syntax from the information of an output port network.

All methods of Panco except for ELP support networks with cyclic dependencies. Panco does

not support multicast flows (see Section A.1).

A.3 Software Description

Saihu’s analysis are done in three steps: describe a network to be analyzed (Sec. A.3.1); execute analyses

with selected tools (Sec. A.3.2); and export analysis reports back to the user (Sec. A.3.3).

A.3.1 Network Description File

Saihu allows the user to write a network in either a physical network or an output port network format.

Examples are shown in Fig. A.3.1. Briefly speaking, a physical network represents the physical connec-
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tions between multiple switches and stations and flows that travel through different input and output

ports of switches; it represents the view of a real-world network. On the other hand, as a physical

network includes more than enough information, we provide the output port network format as a

simplified form to define a network. As we assume the output ports to be the main points of resource

competition, even if we provide full network information, we only describe output ports as service

units instead of the entire device.

(a) Physical Network.

(b) Output Port Network.

Figure A.3.1: Physical and output port network examples

Although the output port network contains all the necessary information for analysis, we still provide

both physical and output port networks as available input file forms. People may prefer to write directly

in the physical network format to avoid the translation to an output port format, and some people may

prefer the output port network to write a network concisely.

While xTFA takes a physical network as an XML file and the others parse from an output port network as

a JSON file, one can choose the format they prefer to define a network as Saihu automatically converts

a file when needed.

A.3.1.1 Option 1: Physical Network in XML

A physical network is written as an XML file in the same format as in xTFA, and at least contains General
network information, Servers, Links, and Flows. A minimal example of defining a physical network is

shown in Listing. A.1.
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1 <network name="demo" technology="FIFO+IS" minimum-packet-size="50B"/>
2 <station name="src0"/>
3 <switch name="s0" service-latency="10us" service-rate="4Mbps"/>
4 <station name="sink0"/>
5 <link name="src0-s0" from="src0" to="s0" fromPort="o0" toPort="i0"/>
6 <link name="s0-sink0" from="s0" to="sink0" fromPort="o0" toPort="i0" transmission-

capacity="10Mbps"/>
7 <flow name="f0" arrival-curve="leaky-bucket" lb-burst="10B" lb-rate="10kbps" maximum-

packet-size="50B" source="src0">
8 <target>
9 <path node="s0"/>

10 <path node="sink0"/>
11 </target>
12 </flow>

Listing A.1: Example of a physical network representation

First, one network element defines the general network information as its attributes: the network’s

name (name), several analysis parameters concatenated by the plus sign (technology, IS stands for

Input Shaping), and optionally some default value (e.g. minimum-packet-size) across the network.

Second, the servers of the network are either a station or a switch and represent a physical node.

Although they are physically different, they both serve as service-providing devices in our tools, as

mentioned in Section A.1, or sources/sinks of a data flow. The service parameters service-latency
and service-rate define a default service curve for all the output ports on this device.

Third, a link connects two devices. Saihu tools consider output ports as processing units, so the physi-

cal link must be defined from a physical node to another node with the input and output ports used by

the link. Namely, it goes from an output port of one server to an input port of another server. Since a link

directly attaches to an output port, users can define service via a link. The transmission-capacity
of the link can also be specified to consider line shaping. Without defined values, the system will apply

the default values defined at the upper levels (switch/station or network).

Finally, a flow element defines a flow. Flow paths are surrounded by target elements, where each

node it traverses is listed as a path element with its node attribute indicating the name of the physical

node. In this format, multicast flow is possible by defining multiple target elements within the same

flow. A token-bucket curve at the source is defined by arrival-curve, lb-burst, and lb-rate
keywords. Packetization is considered with maximum and minimum packet sizes. Saihu analyzes all

the output ports in the order of the flow path.

A.3.1.2 Option 2: Output Port Network in JSON

Output port format is designed by the authors to write the network concisely. The file contains at least

General network information, Servers, and Flows. An example is shown as Listing A.2.

First, a network object defines the general network information, the default values, and units through-

out the network.

Second, servers defines all servers as an array. The parameters can be either a string as a number
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1 {
2 "network": {
3 "name": "demo",
4 "multiplexing": "FIFO",
5 "rate_unit": "Mbps"
6 },
7 "servers": [
8 {
9 "name": "s0-o0",

10 "service_curve": {
11 "latencies": ["10us", "1ms"],
12 "rates": [4, "50Mbps"]
13 },
14 "capacity": "200Mbps"
15 }
16 ],
17 "flows": [
18 {
19 "name": "f0",
20 "path": ["s0-o0"],
21 "arrival_curve": {
22 "bursts": ["10B", "2kB"],
23 "rates": ["10kbps", 0.5]
24 },
25 "max_packet_length": "50B",
26 }
27 ]
28 }

Listing A.2: Network information with default values.

followed by a unit, e.g., "10us" for 10 microseconds; or a number that uses the predefined unit. The

service curve is taken as the maximum of all rate-latency curves defined in service_curve (see

Sec. A.1). Each rate-latency curve is described by a pair of rate and latency values with the same index.

For example, the service curve of server s0-o0 is derived from 2 rate-latency curves: the first has a 10

microseconds latency and 4 megabits per second rate, and the second has a 1000 microseconds latency

and 50 megabits per second rate.

Notice that in an output port network format, we don’t manually define links. We use graph-induced-

by-flows as the network topology. A link between two servers exists only when at least one flow crosses

these two servers consecutively. Therefore, the link’s transmission capacity attached to an output port

is directly defined on a server with the keyword capacity.

Finally, flows represents the flows as an array. Each flow is defined by a path as an array of servers, and

an arrival_curve at its source. The arrival curve is defined as the minimum of the multiple token-

bucket curves, each pair of burst and rate values represents a token-bucket curve (see Section A.1). For

example, f0’s arrival curve is composed of a token-bucket curve of burst 10 bytes and rate 10 kbps, and

a curve of burst 2 kilobytes and rate 0.5 megabits per second.

All flows written in the output port network format are assumed to be unicast flows. When being

converted from a physical network with multicast flows, it separates the paths into multiple unicast

flows with the same source and arrival curve (see Section A.1).
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1 python main.py demo.json -a

Listing A.3: Use Saihu as command line tool.

1 from saihu.interface import TSN_Analyzer
2 analyzer = TSN_Analyzer("demo.json")
3 analyzer.analyze_all()
4 analyzer.export("demo")

Listing A.4: Use Saihu as package.

A.3.2 Tool Usage

Saihu analysis execution can be done via the command line tool main.py or by importing the file

interface.py if one wishes to integrate Saihu into their project. We demonstrate the simplest way to

analyze a network file, say demo.json, with both possibilities. Listing A.3 and Listing A.4 show two ways

to analyze demo.json with all the tools and methods available inside Saihu.

To switch between different tools in the package, one uses different functions with names like analyze_xxx,

where analyze_all executes all available tools. Methods are specified as function arguments (cf. List-

ing A.5). One can execute multiple analyses and all the results will be stored in the internal buffer of the

analyzer until they are exported into Saihu reports. As for the command line interface, selecting tools

or methods is simply specifying different flags.

1 analyzer.analyze_dnc("LUDB")
2 analyzer.analyze_panco(methods=["SFA", "PLP"])

Listing A.5: Execute different tools and methods.

A.3.3 Analysis Reports

Saihu can generate 2 kinds of reports:

1. A human-friendly report is generated as a Markdown file that gives the per-flow end-to-end

delay, per-server delay, and execution time for each tool. The delay bounds are presented in

tables where each row is a flow or a server, and each column is a method executed by a tool. The

last column contains the minimum result obtained in the current round of analysis. Fig. A.3.2

demonstrates an example of per-flow end-to-end delay and execution time as a reference.

The report also contains some reminders about the user inputs: network topology using the

graph-induced-by-flows (Sec. A.3.1.2), flow paths, and link utilization by nodes. Link utilization

is defined as the ratio between the aggregated arrival rate at a node and its service rate.

2. A machine-friendly report is written in JSON format for easy parsing from other programs. It

stores the execution outputs, i.e. the per-flow end-to-end delay, per-server delay, and execution

time. An example is shown in Listing A.6. Note that the numbers in a human-friendly report are

always rounded to 3 decimal digits while there’s no such rounding for a machine-friendly report.

As a result, one should read the machine-friendly report if they require a very precise result.
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(a) Flow end-to-end delay. (b) Execution time.

Figure A.3.2: Human-friendly Markdown report.

1 {
2 "name": "demo",
3 "flow_e2e_delay": {
4 "f0": {
5 "xTFA_TFA": 99.32394489448944,
6 "Panco_PLP": 80.05,
7 "Panco_ELP": 80.05,
8 "DNC_SFA": 80.0501253132832,
9 "DNC_PMOO": 80.20050125313283,

10 "DNC_LUDB": 80.0501253132832
11 },
12 ...
13 "server_delay": {
14 "s0-o0": {
15 "xTFA_TFA": 50.0
16 },
17 ...
18 "execution_time": {
19 "xTFA_TFA": 5.716085433959961,
20 "Panco_PLP": 147.26519584655762,
21 "Panco_ELP": 129.76408004760742,
22 "DNC_SFA": 12.0,
23 "DNC_PMOO": 9.0,
24 "DNC_LUDB": 172.0
25 },
26 "units": {
27 "flow_delay": "us",
28 "server_delay": "us",
29 "execution_time": "ms"
30 }
31 }

Listing A.6: JSON report.

A.4 Conclusion and Extension

We presented Saihu, a Python interface capable of executing multiple network analysis tools easily. It

allows users to define a network and retrieve the analysis results for multiple tools. Its unified input and
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output layers enable the automation of all the tedious re-interpretation of a network for each tool. Such

design not only simplifies many mechanical procedures previously hindering network researchers’

works but also helps publicize these useful tools to more potential users due to its simplicity.

A.5 Current code version

Nr. Code metadata description Information
C1 Current code version v1
C2 Permanent link to code/repository used

for this code version
https://github.com/adfeel220/Saihu-TSN-

Analysis-Tool-Integration

C3 Permanent link to Reproducible Capsule
C4 Legal Code License MIT License
C5 Code versioning system used Git
C6 Software code languages, tools, and ser-

vices used
Python, Java (by DiscoDNC), lpsolve (by
Panco), and CPLEX (by LUDB option of
DiscoDNC)

C7 Compilation requirements, operating en-
vironments & dependencies

Python packages: xTFA, Panco,
Python packages numpy, networkx,
matplotlib, mdutils, and pulp. Java
package: DiscoDNC

C8 If available Link to developer documenta-
tion/manual

https://github.com/adfeel220/Saihu-
TSN-Analysis-Tool-
Integration/blob/main/README.md

C9 Support email for questions chun-tso.tsai@epfl.ch

Table A.5.1: Code metadata
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